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Abstract: Automatic methods of classification of animal sounds offer
many advantages including speed and consistency in processing massive
quantities of data. Calculations have been carried out on a set of 75 calls of
Northern Resident killer whales, previously classified perceptually (human
classification) into seven call types, using, hidden Markov models (HMMs)
and Gaussian mixture models (GMMs). Neither of these methods has been
used previously for classification of marine mammal call types. With cepstral
coefficients as features both HMMs and GMMs give over 90% agreement
with the perceptual classification, with the HMM over 95% for some cases.
© 2009 Acoustical Society of America
PACS numbers: 43.80.Ka, 43.80.Ev, 43.60.Uv [CM]
Date Received: December 17, 2008

1. Introduction

The automatic classification of marine mammal sounds is very attractive as a means of assess-
ing massive quantities of recorded data, freeing humans, and offering rigorous and consistent
output. Calculations on a set of vocalizations of Northern Resident killer whales using dynamic
time warping were reported recently. (Brown and Miller, 2006, 2007). Since this method re-
quires the time-consuming preprocessing measurement of the frequency contours, the methods
of Gaussian mixture models (GMMs) and hidden Markov models (HMMs) have been explored.
These calculations can be applied directly to the time-frequency decomposition of the recorded
signals and have not been used previously for the classification of call types of marine mam-
mals.

2. Background

2.1 Gaussian mixture models

The GMM is a commonly used estimate of the probability density function used in statistical
classification systems. GMM classifiers (Duda et al., 2001) are well known for their ability to
model arbitrarily complex distributions with multiple modes and are effective classifiers for
many tasks.

Although GMMs have found widespread use in speech research, primarily for speaker
recognition (Reynolds and Rose, 1995 and references therein), and have been used in other
fields, for example, for musical instrument identification (Brown, 1999 and Brown et al., 2001),
there is only one report in animal bioacoustic research (Roch et al., 2007).

Roch et al. (2007) used GMMs to distinguish among three dolphin species obtaining
67%–75% accuracy. In this study they vary the number of mixtures from 64 to 512, in steps
differing by a factor of 2. Best results were obtained with 256 mixtures using 64 cepstral coef-
ficients as features on sounds of duration from 1 to 30 s.

The cepstrum is the Fourier transform of the log magnitude spectrum (Oppenheim and
Schafer, 1975); it involves two transforms which makes it computationally more intensive than
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fast Fourier transform (FFT) based calculations. The choice of cepstra as features has been
particularly successful in characterizing the vocal tract resonances which identify individual
speakers, speech, or vowels. See Rabiner and Schafer, 1978 and Rabiner and Huang, 1993 for a
discussion of the use of cepstra for speech applications.

2.2 Hidden Markov models

The HMM is widely used in human speech processing and is described in tutorials by Rabiner
and Juang (1986) and Rabiner (1989). An excellent introuction to HMMs can be found on the
website of R. D. Boyle1 with an introduction for animal bioacousticians in Clemins (2005). A
HMM models temporal data in as a sequence of states. States are usually defined as separate
GMMs, and their successive usage across time is governed by a transition matrix. The transition
matrix is learned from training data and defines the probabilities of moving from one state to
another, ensuring that the data are optimally explained. Ultimately, what the HMM does is
create a sequence of GMM models to explain the input data, thus being sensitive to temporal
changes.

HMMs have been used far more extensively than GMMs in the field of animal bioa-
coustics. The principal difference in the two methods is that the HMM takes account of the
temporal progression of the sound and is thus able to describe the structure of the call. The
GMM treats the entire sound as a single entity with unique spectral properties which character-
ize each class. Since the HMM takes account of the temporal structure of the call, it uses the
temporal variation of the calls as additional information to disambiguate among call types. In
comparison a GMM could not distinguish a call type from itself played backwards since it does
not examine the temporal structure.

Weisburn et al. (1993) used a HMM for detecting bowhead whale notes with the three
largest peaks in the FFT as features. Kogan and Margoliash (1998) compared the methods of
HMM and dynamic time warping for automated recognition of bird song elements and found
that the HMM was more robust. Mellinger and Clark (2000) compared spectrogram correlation
to HMMs on the task of recognizing bowhead whale calls finding that the spectrogram worked
marginally better. Datta and Sturtivant (2002) used HMMs to identify three different groups of
dolphin whistles, finding that one group was very distinct from the other two.

More recently HMMs have been used for classification or detection of vocalizations
by African elephants (Clemins et al., 2005; Clemins and Johnson, 2006), red deer (Reby et al.,
2006), and the ortolan bunting (Trawicki et al., 2005, Tao et al., 2008). There have been no
computations with HMMs or GMMs on automatic classification of call types of marine mam-
mal sounds.

3. Calculations and results

The features chosen for all of the calculations were cepstral coefficients and their temporal
derivatives. These were calculated with the program melcepst available with the MATLAB tool-
box VOICEBOX.2 The sample rate was 44 100 samples/s with each sound divided into 23 ms
segments for the calculations. The HMM/GMM computations were carried out with software
by Paris Smaragdis. The training set for all classifications consisted of all the sounds except the
one being classified, called the “leave one out” method. Preliminary results were reported by
Brown and Smaragdis (2008).

3.1 GMM results

Results for the GMM calculations are given in Fig. 1 with the number of Gaussians in the
probability distributions varying from 1 to 6 and the number of cepstral coefficients from 8 to
30. The calculation diverges for more than 4 Gaussians with 18 or more features due to model
overfitting.

Agreement with the perceptual (human classification) results were over 85% with
18–30 features. The calculation is not highly sensitive to the number of Gaussians. Best results
were obtained for 30 features with two Gaussians and gave 92% agreement.

Brown and Smaragdis: JASA Express Letters �DOI: 10.1121/1.3124659� Published Online 11 May 2009

EL222 J. Acoust. Soc. Am. 125 �6�, June 2009 Brown and Smaragdis: Hidden Markov model for automatic call classification



3.2 HMM results

For the HMM classification, a left-to-right model was used, and there were three variable pa-
rameters rather than two. The number of Gaussians in the probability function was varied from
1 to 4 with the results consistently about 5% better for one Gaussian than two and from 3% to
10% better for two Gaussians than three. The number of states was varied from 5 to 17 and the
number of features from 8 to 42 with results given in Fig. 2. Excellent agreement with the
perceptual classification is obtained over a wide range of these paramters with over 90% for
from 18 to 42 features and from 9 to 17 states. Truly outstanding agreement of over 95% was
obtained for 24 to 30 features and 13 to 17 states.

Fig. 1. �Color online� Gaussian mixture model results showing the dependence on the number of features �cepstral
coefficients� and the number of Gaussians in the estimate of the probability density function.

Fig. 2. �Color online� Hidden Markov model results showing the dependence on the number of features �cepstral
coefficients� and the number of states in the model with one Gaussian in the estimate of the probability density
function.
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4. Conclusion

These results demonstrate that both GMMs and HMMs are highly successful in the task of
automatic classification of killer whale call types, with the performance of the HMM being
truly outstanding. Even more impressive is the wide range of parameters over which the calcu-
lations agree with the perceptual classification indicating a very robust calculation and great
promise for successful extension to other data sets and other species.
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Abstract: The hierarchical organization of the male humpback whale song
has been well documented. However, it is unknown how singers keep these
intricate songs intact over multiple repetitions or how they learn variations
that occur sequentially during each mating season. Rather than focus on the
sequence of sounds within a song, results presented here demonstrate that the
individual sounds are organized into rhythmic groups that make the produc-
tion and perception of the lengthy songs tractable by yielding a set of simple
groups that, although arranged in rigid order, can be repeated multiple times
to generate the entire song.
© 2009 Acoustical Society of America
PACS numbers: 43.80.Ka, 43.80.Lb [CM]
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1. Introduction

Roughly 40 years ago, Payne and McVay (1971) described the hierarchical repetitive “songs”
produced by male humpback whales (Megaptera novaeangliae) on their mating grounds. The
basic sound units are grouped into subphrases, these are grouped into phrases, and the phrases
are grouped into themes (Payne et al., 1983). In turn, the themes are organized into a repetitious
pattern that recycles in a fairly rigid order. One complete cycle has been termed a song; the song
may be repeated several times in a song session (Payne et al., 1983).

Recent work (Miksis-Olds et al., 2008; Suzuki et al., 2006) has demonstrated that the
sound sequence is highly constrained and hierarchically organized supporting (Payne and
McVay, 1971). But, such analyses do not explain whether the production and perception of the
songs should be understood in terms of the creation and transitions among the individual
sounds or in terms of higher order phrases and themes.

We investigated whether the rhythmic structure defined by the durations of individual
sounds and the duration of the silent intervals between pairs of sounds can expose some of the
production constraints and/or reveal how the whale organizes the sounds into phrases and
themes. In particular, by varying the duration of the sounds and/or the silent intervals between
two sounds, the rhythm acts to segment the song into small groups of sounds physically sepa-
rated in time from other individual sounds and other groups of sounds. To clarify the role of the
rhythmic structure, we propose three processes that might control song organization.

(1) Each sound is articulated in isolation so that the duration of the sound and duration of the
silent interval following that sound will be invariant regardless of the subsequent following
sound, or its position within a phrase. The sounds are of short duration, separated by periods
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of silence, and the songs are sung slowly, roughly one sound every 3.5 s, so that there would
be no reason for adjacent sounds to affect each other. The rhythm would be determined
solely by the articulation of individual sounds.

(2) The sounds are not produced independently; the following sound influences the temporal
properties of the present sound. The production of successive sounds involves adjustments
in the vocal tract, and some transitions between particular sounds are more natural and
therefore quicker than others. The rhythmic timing would be local between successive
sounds.

(3) The temporal properties of individual sounds are a function not only of the following sound
but the overall composition of the phrase and theme. In this case, the timing between the
pair of sounds AB would be different in ABB, ABC, BAB, or CAB. Furthermore, by anal-
ogy to music, we might expect at the transition from one theme to a different one, the
duration of the silent interval between the last sound of the initial theme and the first sound
of the next theme to increase (Krumhansl, 2000).

These three possibilities are not mutually exclusive. The difficulty of making any
sound (No. 1) generates the basic timing unit. By reducing the interval between two or three
sounds and increasing the interval between repetitions of those sounds, the whale organizes the
sounds into rhythmic groups (No. 2), and by further varying the timing across larger numbers of
sounds, the whale constructs phrases segregated in time (No. 3).

Consider the sequence AABCABBCDEDDE whereby each letter represents a sound.
If there is no effect of sequence (No. 1), then the timing for A in the AA-AB pairs, the timing for
B in the BB-BC pairs, and so on would be identical although the timings for each sound should
differ due to the probable different production constraints. In contrast, if the sequence of the
sounds influences the timing (No. 2), then all of the above pairs should differ. Finally if the
phrase and theme structure also influence the timing (No. 3), then the AB timing should differ
between ABC and ABB and if DEDDE represents a second theme then the duration of the silent
interval between the C terminating phrase 1 and the D beginning phrase 2 should increase.

Although the song may be hierarchical, that does not determine how the song is orga-
nized into phrases and themes. For example, even the simple repetition AABBAABB could be
organized as (AABB)(AABB), (BBAA)(BBAA), (BAAB)(BAAB), or (AA)(BB)(AA)(BB)
among other possibilities. There is no way to derive the organization solely from the constraints
in the element sequence. While it is possible to argue that one possible organization into phrases
and themes is better in some formal sense than another or in terms of gestalt perceptual prin-
ciples (e.g., similarity and good continuation), that does not prove that organization is used by
the whales. Here we argue that it is the rhythmic structure that distinguishes among possibilities
and serves both the singer and receiver as a framework to organize the sound units into phrases
and themes. It minimizes memory requirements necessary to sing the song by segmenting the
sounds into short rhythmic groups. In the highly variable ocean environment, the rhythm would
be an invariant cue to phrases and themes, independent of random noise and the location of the
singer and receiver.

2. Method

The humpback whale songs analyzed here, found in the MobySound archives (Mellinger and
Clark, 2006), were recorded in March 1994 off the north coast of the island of Kauai, HI by
Cetos Research Organization. Details of the recording procedure and the determination of the
start- and end-time of each sound are detailed in Mellinger and Clark (2006).

Songs from three individual whales were identified in the MobySound archive based
on field notes: whale 1: 940302-12:22 and 940302-12:37 (564 sounds), whale 2: 940302-
13:22–940302-13:38 (307 sounds), and whale 3: 940305-09:37–940305-10:22 (1099 sounds).
Using the recordings in the MobySound archive, spectrograms were made for each sound using
the PRAAT analysis program (Boersma, 2001). Classification of the sounds was done aurally and
visually and confirmed by a second acoustician. Here our results will focus on 5 of the roughly
20 different sounds, shown in Fig. 1, embedded in two of the major themes. The first theme, BA,
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is composed of the repeating BA phrase, and the second theme, BCD, is composed of the two
phrases BBCCD and BB�CCD.

3. Results

The role of rhythm in structuring the song into phrases can be illustrated by considering the
timing of the same sounds in different phrases. Here, we will concentrate on findings related to
two common themes only. The first is the BA theme, the strict alternation between sounds B and
A, found for all three whales, accounting for 21% of the sounds produced for the entire song.
The second is the BCD theme accounting for 11% of the sounds. For whales 1 and 2, the theme
consists of two repetitions of BBCCD followed by one repetition of BB�CCD; for whale 3 only
BB�CCD occurs. The BA theme and the two phrases of the BCD theme are shown in Fig. 1. The
average duration (± standard deviation) of each sound, average duration (± standard deviation)
of the silent interval between each pair of sounds, and the number of cases for each whale are
presented in Table 1.

The BA phrase is identical for the three whales. The average duration of the silent
interval between sounds B and A is 0.75 s while the average duration of the silent interval for the

Fig. 1. The spectrogram representation of the phrases in the two themes. The B at the end of the two phrases
BBCCD and BB�CCD begins another phrase of the same type. Each representation comes from the song 940302-
12:22. The timing for each phrase is given along the x-axis and each sound is labeled. For each phrase, the frequency
of each harmonic is given on the left margin. The solid line within each sound represents an estimate of the
fundamental frequency given on the right margin �Boersma, 2001�.
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Table 1. Means, standard deviations, and sample size �n� for each whale and sound. For each pair of sounds, the
duration �in seconds� shown is that of the initial bolded sound, and the duration of the silent duration �in seconds�
shown is that between the pair. Superscripts refer to comparisons in Sec. 3.

Sounds Whale Duration Silent interval duration n

AB phrase
A→B 1 1.58�0.12 1.91�0.26 57

2 1.45�0.18 2.17�0.38 39
3 1.71�0.22 1.95�0.16 130

B→A 1 2.18�0.31 a,b 0.82�0.24 c,d 58
2 1.92�0.25 a,b 0.94�0.36 c,d 39
3 2.10�0.23 a 0.66�0.39 d 130

BBCCD phrase
B→B 1 2.52�0.10 b 1.95�0.33 c 4

2 2.35�0.16 b 2.07�0.28 c 7

B→C 1 2.36�0.41 e 1.24�0.39 f 5
2 2.37�0.33 e 1.05�0.20 f 7

C→C 1 1.94�0.29 0.87�0.44 g 6
2 1.99�0.29 0.86�0.30 g 10

C→C 1 2.13�0.33 0.82�0.41 6
2 2.06�0.29 0.75�0.23 9

C→B 1 1.74�0.16 2.08�0.19 6
2 1.70�0.16 2.15�0.21 9

BB�CCD phrase
B→B� 1 2.07�0.10 a 2.21�0.12 d 3

2 1.94�0.41 a 2.37�0.37 d 4
3 2.36�0.21 a 2.10�0.23 d 20

B�→C 1 1.79�0.22 e 1.59�0.12 f 3
2 1.52�0.13 e 2.06�0.47 f 4
3 2.26�0.26 2.05�0.26 20

C→C 1 1.99�0.03 1.07�0.06 g 3
2 1.68�0.03 1.32�0.07 g 3
3 1.93�0.25 1.20�0.32 20

C→D 1 1.96�0.05 0.61�0.07 3
2 1.45�0.06 0.77�0.14 3
3 2.26�0.26 0.51�0.11 20

D→B 1 1.07 1.80 1
2 0.79�0.31 2.05�0.40 3
3 1.27�0.16 1.80�0.22 15
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return from A to B is 1.98 s. This creates a BA grouping rhythm, not AB, with each repeat of the
BA group separated by silent intervals 2.5 times longer than the intervals within the group.

The low probability transition from sound A to the double or triple repetition of sound
C creates the link to the BCD theme. If the rhythmic structuring is purely articulatory, then the
timing between B and B or B and B� in this second theme would equal that between B and A in
the first theme. As shown in Table 1, the timing between sounds B and B or between B and B�
differs from that between B and A. The duration of B in the BA phrase and in the BB�CCD
phrase was equal �F�1,245�=0.001�, comparison a in Table 1, while the duration of the B in the
BBCCC phrase was greater �F�1,104�=10.4, p�0.002� and the whale x duration interaction
was nonsignificant �F�1,104�=0.11�, comparison b. However, this difference was only 13%,
2.41–2.14 s. What is more important here is that the duration of the silent interval between B
and B averaged 2.03 s and B and B� averaged 2.22 s, roughly three times longer than the B to A
transition in the first theme [F�1,104�=225.8, comparison c, and F�1,245�=287.4, comparison
d, p�0.001 in both cases]. The whale x interval interaction was nonsignificant in both cases
[F�1,104�=0.631, and F�2,245�=0.110], indicating that the difference in the duration of the
silent intervals was similar for both whales. Thus, the following sound strongly affects the du-
ration of the silent interval between the sounds.

For whales 1 and 2, differences in the rhythmic structure between phrases BBCCC and
BB�CCD further illustrate that the rhythm is a function of the entire phrase. In comparison to
the BBCCC phrase, for the BB�CCD phrase, the duration of the final B� was significantly
shorter, 1.66–2.37 s [F�1,14�=18.9, p�0.001], comparison e; the duration of the silent inter-
val to sound C was significantly longer, 1.82–1.15 s [F�1,15�=19.8, p�0.001], comparison f,
and the duration of the silent interval between the initial C and second C was significantly
longer, 1.22–0.86 s [F�1,18�=4.64, p�0.05], comparison g. In all three comparisons, the
whale x interval interaction was nonsignificant [F�1,15�=4.5; F�1,14�=0.99, F�1,18�=0.77],
which is evidence that the differences in the durations were equivalent across whales. Regard-
less of the number of C repeats, the short silent interval among three successive C’s or between
the second C and D creates a CCC or CCD rhythmic group segmented from the initial double
B’s. The rhythmic function of sound B changes in the two themes. In the BA theme, B is the
initial element in a single BA rhythmic group; in the BCD theme, B (or B�) is set off from the
CCC and CCD groups (shown in Fig. 1).

To determine if the rhythmic structure segments themes, we considered sequences
such as BB�CCDBB�CCDEDEDE (E is a short upward whistle-like sound). If so, then we
might expect the timing to be either �BB�CCDBB�CCD� (EDEDE) or �BB�CCDBB�CC�
(DEDEDE) whereby the parentheses indicate thematic breaks and resulting rhythmic group-
ings. However, this is not the case; the duration of the silent interval between D and E at the-
matic breaks does not differ from the duration of the silent interval between D and E within a
phrase (0.88±0.23 s to 1.23±0.33 s, [F�1,10�=4.5, p�0.05]) and the silent interval duration
between C and D at a break does not differ from the interval between C and D within a phrase
(0.54±0.16 s to 0.56±0.13 s, �F�1,21�=0.953�).

4. Discussion

The rhythmic structure acts to group the sounds into the phrases and themes that make up the
hierarchical humpback whale songs. While the duration of any sound is relatively constant
probably due to the articulatory process, the duration of the silent interval between two sounds
is strongly affected by the following sound and further affected by the other sounds within the
phrase.

A fundamental question is how whales learn the intricate songs that may span at least
150 sound units. One possible explanation is that the rhythmic structuring that occurs within
each phrase creates a repeating grouping pattern so that two or three sounds are heard together
as a rhythmic unit, separated from other sounds in the phrase that are heard individually. The
rhythm provides a set of timed slots, reference points, to which sounds can be attached. In all
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cases, the rhythmic structuring makes the phrases more coherent, creating repeating units such
as BA, CCC, or CCD that should be easy to sing, remember, repeat, and recognize. The end of
a phrase or theme occurs at the end of a rhythmic unit.

It still is unclear why particular rhythmic groups form. At least for these sounds, the
similarity between the frequency at the end of one sound and the frequency at the beginning of
the next sound does not predict the length of the silent interval. The silent interval for the BA,
BB, and BC pairs is independent of frequency separation. If that was the case, then the timing of
A and B would be reversed because the ending frequency of A is more similar to the beginning
frequency of B than vice versa. Thus, the rhythmic sequencing does not appear to be a function
of ease of articulation.

Furthermore, it is unclear how whales organize the song. The sounds, phrases, and
themes are not independent units that can be rearranged randomly. Miksis-Olds et al. (2008)
and Suzuki et al., (2006) showed that an empirical Markov model based on pair-wise sound
adjacencies cannot predict the constraint found in the songs. Based on these preliminary results,
the rhythmic groupings also are not simply based on pair-wise contingencies. For the BB�CCD
and the BBCCC phrases, the timing of sounds B and C is a function of the entire phrase se-
quence. However, it does not appear that the rhythmic grouping extends beyond the phrase level
based on this small set of songs.

In summary, the rhythmic grouping segments the sounds into repeating phrases sepa-
rated in time that should simplify the production and determine the perception of the entire
song. The same sound sequences with different rhythms are different songs.
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Abstract: Previous work on sound propagation past curved rough rigid
surfaces demonstrated substantial changes in the insertion loss in the shadow
zone due to the roughness ranging from +6 to −20 dB from their smooth
counterparts. These previous data also lead to new propagation modeling ef-
forts to incorporate the effects of roughness via an impedance model but the
data and modeling efforts were limited to a narrow range of roughness and
hill sizes. The current effort was designed to expand the range of roughness
and hill sizes in order to explore the range of influence of the roughness. The
work presented here confirms the effects of surface roughness as observed in
previous work and indicates where the effects of roughness begin to emerge
as well as where they transition between decreasing the insertion loss to in-
creasing the insertion loss.
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1. Introduction

Acoustic detection systems offer the prospect of long range and non line of site detection and
monitoring of targets or events such as tanks, cruise missiles, nuclear explosions, or chemical-
biological weapons, which may be difficult to detect by other methods. In order to fully exploit
acoustic signals, however, more work is needed to understand their propagation over realistic
terrain. Much work has progressed on propagation past individual terrain features such as a
barrier, a hill, or an earthen berm.1 Similarly, work has progressed on propagation over rough
but nominally flat surfaces2,3 including attempts to model roughness as an effective
impedance.4–9 Less has been done on the combination of large scale and small scale terrain
features such as roughness on a hill, which is the basis for the current work. Preliminary work in
this area7 indicated the presence of a so called creeping boundary wave that penetrated into the
shadow zone of the curved rough surface increasing sound levels relative to an equivalent
smooth surface at lower frequencies. At higher frequencies the effect of the roughness was to
decrease sound levels. The effect was able to be modeled by means of treating the roughness as
an effective impedance,10 which should help propagation modeling efforts, but this initial work
was for a limited range of frequency, roughness sizes, and radius of curvature. More recent
work11,12 has investigated an expanded range of frequency, roughness sizes, and radius of cur-
vature and is the basis of the manuscript. While this effort is nominally directed at outdoor
sound propagation, the scale model work reported here was conducted indoors to eliminate the
complicating factors of meteorology, which will surely impact the results and ultimately needs
to be incorporated into any realistic propagation scheme.

2. Experimental arrangement

A sketch of the geometry of the experimental arrangement is shown in Fig. 1. Data were re-
corded in the shadow zone, along the line of sight and along a vertical that traversed from the
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shadow into the bright zone behind the hill. The source was elevated above the ground and could
represent a source such as a helicopter or cruise missile. Data were collected at frequencies
ranging from 2 to 20 kHz over curved surfaces with radii of curvature that ranged from 1.25 to
10 m. Four surface types, in order of increasing roughness size, were considered: (1) smooth
varnished plywood, (2) sheets of Plexiglas light diffusers used in overhead lighting, (3) small
��1/4 in.� pea gravel (small gravel), and (4) larger ��1/2 in.� gravel (large gravel). The
roughness metric of interest is the nondimensional roughness length scale k� where k is the
acoustic wavenumber and � is the roughness length parameter discussed originally by Tolstoy
and Medwin, and more recently by Chambers and co-workers.2–6,8–10 The roughness length
parameter, �, incorporates the mean height, rms height, and correlation length of boss such as
protuberances embedded in an otherwise smooth surface. The mean height, standard deviation
in height, and correlation length were determined by tracing the roughness profile onto a sheet
of paper, which was scanned and digitized into a computer for analysis. These parameters
yielded roughness values2 for � of 0.08, 0.9, and 2.0 mm for the plex, small gravel, and large
gravel surfaces, respectively. This in turn provided roughness values of k� from 0.003 to 0.73.
The topography size kR, with R being the radius of curvature of the hill, ranged from 44 to 3661
as shown in Table 1. It should be noted that the previous work of Refs. 7 and 10 incorporated a
narrower range of surface features of k� from 0.09 to 0.22 and kR from 228 to 549.

The quantity of interest for comparative purposes is the insertion loss. Mathematically
it is posed as

IL = − 20 log10

�Pcurved�
Pfree field

= Lp�w/o hill� − Lp�w/hill� , �1�

where Pcurved represents the sound pressure in the presence of the curved surface, Pfree field
represents the sound pressure in the absence of the curved surface, and Lp represents the sound

Fig. 1. Geometry of the problem.

Table 1. Values of roughness scale and curvature used.

f �Hz�

2000 3000 5000 8000 10 000 12 000 20 000
�

�mm� k�

0.08 0.0029 0.0044 0.0073 0.012 0.015 0.02 0.03
0.90 0.033 0.049 0.082 0.13 0.16 0.20 0.33
2.00 0.07 0.11 0.18 0.29 0.37 0.44 0.73

R
�m� kR

1.25 45.8 68.7 114.4 183.1 228.9 274.6 457.7
2.50 91.5 137.3 228.9 366.2 457.7 549.3 915.5
5.00 183.1 274.6 457.7 732.4 915.5 1 098.5 1 830.9

10.00 366.2 549.3 915.5 1464.7 1 830.9 2 197.1 3 661.8
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pressure level in decibels. Physically, the insertion loss represents the loss (or gain for IL�0)
associated with the presence of the curved surface.

For these experiments, the peak to peak amplitude of the sound (tone burst) was mea-
sured at a point on or near the curved surface and compared to the sound that would have existed
in the absence of the curved surface at the same point. This reference sound level was deter-
mined from a signal that was measured before the experiment and away from the surface. This
reference signal was measured at 1 m and was then spherically corrected for each receiver
position. The ratio of the signal in the field to the signal that would have existed in free space
was used to determine the insertion loss via Eq. (1) where Pcurved represents either the curved
smooth surface or the curved rough surface.

Measurements were made along the surface, s, from a point 10 cm on the bright side of
the apex, past the apex, and 1 m deep into the shadow zone as depicted in Fig. 1. Data for f=3
and 20 kHz are presented in Figs. 2(a) and 2(b) where 0 cm represents the apex and positive
values of s are in the shadow zone and along the surface. As seen in Fig. 2(a), at low frequencies
and small roughness (k�=0.004 for the Plexiglas), there is little difference between propagation
past a smooth surface and rough one. At more modest roughness sizes (k�=0.049–0.11 for the
two gravel sizes) there is a noted decrease in the insertion loss (added sound) of 2–3 dB. At the
higher frequency shown in Fig. 2(b) one can observe a 6–7 dB decrease in the insertion loss for
the small roughness whose nondimensional roughness size is now k�=0.03. For the larger
roughnesses, �k�=0.33–0.73� one can observe an increase in the insertion loss of approxi-
mately 10 dB. This trend persisted across the data sets with no noticeable effect for extremely
small roughnesses �k��0.01�, a decrease in the insertion loss for small to modest roughness
sizes �0.01�k��0.1�, and an increase in the insertion loss for k��0.2. The decrease in inser-
tion loss (added sound) is attributed to a creeping boundary wave7 that penetrates into the
shadow zone. It is analogous to a surface wave above a porous surface. The increase in insertion
loss is attributed to incoherent scattering. The region 0.1�k��0.2 represents a transition zone
with a lower insertion loss in the deep portion of the shadow zone and a higher insertion loss
near the apex. The data for this region, as well as a more complete review of all the data, can be
found in Refs. 11 and 12.

A different view of the phenomena can be made looking at data along a vertical slice,
z, across the shadow zone as depicted in Figs. 3(a) and 3(b) for f=3 and 10 kHz. The abscissa is
the z axis as seen in Fig. 1 with 0 cm being on the surface at s=1 m deep in the shadow zone
and extending into the bright zone. In Fig. 3(a), one can see a negligible difference in the inser-

Fig. 2. Insertion loss along the surface in the shadow zone with R=2.5 m and �a� f =3 kHz and �b� f =20 kHz.
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tion loss between smooth and Plexiglas roughness surfaces �k�=0.004�. There is a 4 dB de-
crease in the small gravel surface �k�=0.049� and a 5 dB decrease in the large gravel surface
�k�=0.11�. This difference is confined near the surface as one might expect for a boundary/
surface wave. At the higher frequency reported in Fig. 3(b), one can note a 2–3 dB decrease in
the insertion loss for the Plexiglas �k�=0.015�, a 7–8 dB decrease in the small gravel �k�
=0.16�, and a 5–10 dB increase in the insertion loss for the large gravel �k�=0.37�. The increase
in the large gravel crosses the entire shadow and bright zone while the decrease in insertion loss
for the Plexiglas and small gravel is mostly contained near the surface.

3. Conclusions

The work presented here confirms and expands on the effects of surface roughness as observed
in previous work. For a sufficiently small roughness or low frequency �k��0.01� there is little
effect as would be expected from common sense. If the roughness is small enough the surface
appears smooth. As the roughness size or frequency is increased �0.01�k��0.1� there is a
decrease in the insertion loss (increased sound level) as compared to a smooth surface near the
surface boundary and in the deep shadow zone. As the roughness size or frequency is further
increased �k��0.2� the insertion loss is higher than that for the smooth surface at all locations
observed in the shadow zone. The region 0.1�k��0.2 is a transition zone with decreased
insertion loss (added sound) in the deep shadow zone and higher insertion loss in the bright
zone. In addition, for most of the data, and even for k��0.2 where the insertion loss on rough
surfaces is higher than on smooth surfaces, the insertion loss at the surface of the rough surface
is often lower than just above the surface suggesting some type of ducted boundary effect such
as a surface wave.
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Abstract: Fundamental frequency (F0) variation is one of a number of
acoustic cues normal hearing listeners use for guiding lexical segmentation
of degraded speech. This study examined whether F0 contour facilitates lexi-
cal segmentation by listeners fitted with cochlear implants (CIs). Lexical
boundary error patterns elicited under unaltered and flattened F0 conditions
were compared across three groups: listeners with conventional CI, listeners
with CI and preserved low-frequency acoustic hearing, and normal hearing
listeners subjected to CI simulations. Results indicate that all groups attended
to syllabic stress cues to guide lexical segmentation, and that F0 contours
facilitated performance for listeners with low-frequency hearing.
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1. Introduction

Many studies have demonstrated a benefit to speech understanding when the electric stimula-
tion provided by a cochlear implant (CI) is complemented by preserved low-frequency acoustic
hearing (e.g., Ching et al., 2004; Dorman et al., 2008; Gantz and Turner, 2004; Kiefer et al.,
2004; Tyler et al., 2002; von Ilberg et al., 1999). It has been hypothesized that the availability of
this low-frequency information allows for, among other things, higher quality fundamental fre-
quency (F0) representation than when stimulation is wholly electric (Brown and Bacon, 2009;
Chang et al., 2006; Kong et al., 2005; Qin and Oxenham, 2006; Turner et al., 2004). On this
view, access to the F0 contour may facilitate tracking of the speech signal, which leads to better
speech intelligibility, especially in noise.

The present investigation examined the hypothesis that the presence of the F0 contour
improves performance specifically by allowing a listener to better segment the acoustic stream
into its component words. This task of lexical segmentation is central to speech understanding.
Although it is conducted seemingly effortlessly in most listening situations, parsing speech that
is degraded or unreliable requires attention to prosodic contrasts, including variations in vowel
and syllable durations, F0, amplitude, and vowel quality (Cutler and Butterfield, 1992). In Eng-
lish and other so-called “stress-timed” languages, listeners tend to treat strong (stressed) syl-
lables as word-onsets, a strategy that is effective because of the statistical probabilities of Eng-
lish in which most words begin with stressed syllables (Cutler and Carter, 1987). This strategy is
particularly important when the speech signal is impoverished and the words cannot be imme-
diately recognized in the acoustic stream (Liss et al., 1998; Liss et al., 2002; Mattys, 2004;
Mattys et al., 2005). Further, it has been demonstrated that normal hearing (NH) listeners flex-
ibly use all available acoustic cues to syllabic stress, but that reductions in F0 variation are
especially detrimental to the task of lexical segmentation of degraded speech (Spitzer et al.,
2007). If the performance benefit accrued from the presence of low-frequency information is
due to improved F0 representation as a cue for lexical segmentation decisions, this will be
apparent in the patterns of lexical boundary errors (LBEs) that are elicited when F0 is present
and when it is not. Specifically, the proportion of predicted error types (e.g., erroneously insert-
ing a lexical boundary before a strong syllable than before a weak syllable) should be greater
when F0 contour information is available than when it is not.
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The purpose of the present study was to determine whether acoustic F0 contour infor-
mation is used to facilitate lexical segmentation by listeners fitted with CIs and a group of NH
controls subjected to CI simulations. We examined two groups of CI listeners, with different
capacities for representing low-frequency information: those with CIs, and those with implants
and residual low-frequency acoustic hearing in the ear opposite the implant (EAS). All partici-
pants transcribed utterances in which the F0 contour was either unaltered (normal) or flattened.
Participants with capabilities for low-frequency hearing (NH and EAS) transcribed these unal-
tered and flattened F0 phrases in an electric-only condition (a proxy for traditional CI, in which
they were not provided with low-frequency acoustic information) and in an electric-acoustic
condition (in which low-frequency acoustic information also was provided). It was hypoth-
esized that F0 flattening would reduce the listeners’ ability to discern strong and weak syllables
for the purposes of lexical segmentation in all conditions in which F0 could be sufficiently
represented. We predicted that, because F0 representation in the electric-only condition would
be poor, F0 flattening would have little effect on the proportion of predicted versus nonpre-
dicted LBEs in this condition for all three listener groups. However, EAS and NH listeners
should show detrimental effects of F0 flattening in the electric-acoustic condition, with lower
predicted-to-nonpredicted LBE ratios than would be elicited in the unaltered F0 condition. This
finding would confirm the listeners’ use of F0 variation for lexical segmentation, and provide a
source of the intelligibility benefit associated with the presence of low-frequency hearing.

2. Method

2.1 Participants

Twelve listeners with CIs and ten NH listeners participated in this study. Six of the CI patients
had conventional cochlear implants (CI). The other six possessed residual low-frequency hear-
ing in the non-implanted ear (EAS). The averaged hearing thresholds obtained from the non-
implanted ears of EAS subjects revealed a steeply sloping sensori-neural hearing loss, with
thresholds of 30 dB hearing loss (HL) through 250 Hz, and 70 dB HL by 750 Hz. Only two
conventional CI listeners had measurable auditory thresholds from the non-implanted ear of
less than 115 dB sound pressure level (SPL). One had audiometric thresholds of 85 dB SPL at
250 Hz, and 115 dB SPL at 500 Hz. The other had a flat, severe sensori-neural hearing loss from
250 to 8000 Hz, and an earplug was used to attenuate any audible low-frequency information
for this listener.

2.2 Speech stimuli

Eighty phrases were developed for LBE analysis in previous investigations (see Liss et al., 1998
for details). Briefly, they each consisted of six syllables (three to five words) that alternated in
syllabic stress (iambic or trochaic). A male speaker produced high fidelity digital recordings of
the phrases. These phrases were presented to all listeners in normal (unaltered) F0 and F0-
flattened conditions. F0 flattening was achieved by calculating the mean F0 (Hz) of each digi-
tized phrase using the pitch contour function in Computerized Speech Laboratory
(Computerized-Speech Lab (CSL), 2004). The F0 contour was then flattened to this mean value
using the numerical editor function in Analysis Synthesis Laboratory (2004); see Spitzer et al.,
2007 for details. The F0-flattened phrases were perceptually monotonous, with no perceptible
distortion.

CI simulations for the NH listeners were achieved by processing the phrases through a
15-channel vocoder (Litvak et al., 2007). Acoustic information from 350–5600 Hz was divided
into 15 logarithmically spaced analysis bands. The energy in each band was used to modulate
the amplitude of 15 spectrally-shaped noise bands. The center frequency of each output was
equal to the center frequency of the corresponding analysis band. All outputs had a spectral
peak at the center frequency and rolled off at a rate of 30 dB/octave from center. The manipu-
lation was intended to simulate the perceptual experience of listeners fitted with CIs.
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2.3 Procedures

Because of the different hearing modes among the three participant groups, data collection
procedures varied accordingly. The phrases were presented in a free field or under headphone
(distinctions described below) in a sound attenuated booth. Presentation amplitudes, regardless
of mode, were set at a comfortable listening level (65 dB SPL). Phrases were presented one time
each, without the opportunity for replay, using the ALVIN software program (Hillenbrand and
Gayvert, 2005). Listeners were instructed to use the computer keyboard to type exactly what
they heard, and they did not receive feedback about their response accuracy. Phrases were pre-
sented in blocks of 20.

All listeners transcribed blocks of unaltered and F0-flattened phrases. For the NH and
EAS listeners, these were transcribed in both an electric-only condition and in an electric-
acoustic condition. Obviously, it was not possible for the conventional CI participants to receive
the latter condition.

In the electric-only condition, phrases were presented via loudspeaker to the implanted
ear. A standard foam earplug was used to attenuate the signal in the non-implanted ear for the
EAS participants (see Gifford et al., 2008). CI simulated signals were presented to the NH
listeners at the left ear via headphones.

In the electric-acoustic condition, phrases were presented free field to the EAS listen-
ers. The NH listeners received the CI simulated phrases to the left ear to simulate electric hear-
ing. The right ear received phrases that had been passed through a low-pass filter with a cutoff
frequency of 500 Hz (sixth order Butterworth) to simulate residual low-frequency hearing.

2.4 Analysis

Listener transcripts were coded independently by two judges proficient in LBE analysis. As per
standard consensus procedures, codes were compared and discrepancies were either resolved or
omitted from the analysis (see Liss et al., 2002 for details). Dependent variables included the
total number of LBEs committed, and the type (insertion or deletion) and location (before
strong or weak syllables) of LBEs. Thus, errors could be of one of four types: lexical boundary
insertion or deletion occurring either before a strong or weak syllable (IS, IW, DS, and DW).
Examples of each type are provided in Table 1. Based on predictions generated from the metri-
cal segmentation strategy hypothesis (Cutler and Carter, 1987), if listeners attend to syllabic
stress to segment the speech stream, they will be most likely to erroneously insert lexical
boundaries before strong syllables (i.e., treat a strong syllable as a word-onset), and erroneously
delete lexical boundaries before weak syllables (i.e., treat a weak syllable as the second, or
greater, syllable of a word). Thus, IS and DW errors are of the predicted type. Ratios of pre-
dicted error types also were calculated (IS+DW/total errors); higher ratios indicate greater
reliance on—and quality of—syllabic stress information to segment the phrases.

Pearson chi-square analyses were conducted to determine if LBEs were distributed
differently across type (insertion/deletion) and location (before strong/weak syllables) within
each of the pools of LBEs. Additional chi-square analyses were conducted to identify differ-
ences in distributions between unaltered and F0-flattened LBE pools within condition, whereby

Table 1. Examples of the four possible categories of LBEs, based on type �insertion or deletion� and location �before
strong or weak syllables�. The bolded text �insertions before strong �IS� and deletions before weak �DW�� are the
categories predicted by the metrical segmentation strategy hypothesis �Cutler and Butterfield, 1992�.

LBE Before a strong syllable Before a weak syllable

Insertion Target: “account for who could knock” “its harmful note abounds”
Response: “he got so he could knock” “its hard to know abounds”

Deletion Target: “and spoke behind her sin” “push her equal culture”
Response: “and spoke behind person” “pressure equal culture”
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the proportions of errors elicited by F0-unaltered were treated as the expected cell values, and
the F0-flattened were the observed cell values. Significant differences were regarded as a rejec-
tion of the null hypothesis that the values were sampled from the same distribution. A p-value of
0.05 was selected for all analyses.

3. Results and discussion

Table 2 contains the group performance data across conditions, as well as the results of the
chi-square analyses. The first novel observation is that all groups in all conditions produced
patterns of LBEs that align with the metrical segmentation strategy for predicted errors, with
ten significant chi-square tests confirming differential distributions across LBE type and loca-
tion. In all cases, insertions errors occurred more frequently before strong than before weak
syllables; and deletion errors occurred more often before weak than before strong. This is fur-
ther exemplified in Fig. 1, which shows the total proportions of predicted LBEs across groups
and conditions. The ratio values on the ordinate range from 0.5 (reflecting instances in which
predicted and nonpredicted errors occur equally often) to a value of 1 (in which all errors are of
the predicted type). This figure is important in showing that all values exceeded 0.5, which is
consistent with the explanation that listeners attended to available syllabic stress cues to guide
lexical segmentation, even when F0 was not among those cues. These cues likely include varia-
tions in syllable durations, dispersion of vowel formant frequencies, and amplitude envelope
modulations. Thus, as for NH listeners, those fitted with CI appear to rely on syllabic stress cues
for lexical segmentation and to flexibly use the cues that are available and reliable to accomplish
this task.

All groups showed evidence of attending to syllabic stress, but the primary question of
this study is whether the flattening of F0 made a difference in LBE distributions. The relative
heights of the bars in Fig. 1 suggest this to be the case for all conditions. Recall that we expected
to see differences only in instances in which F0 was adequately represented. Returning to the
final column of Table 2, we see the chi-square results of pitting the F0-flattened LBE distribu-
tions against those generated by the unaltered phrases. As predicted, these distributions were not
different for the CI group, and they were different for the EAS and NH in the electric-acoustic
condition. However, we also see that the F0 flattening served to significantly reduce adherence

Table 2. Performance values for all listener groups across listening conditions �electric-only or electric-acoustic�
with unaltered or F0-flattened phrases. Data columns contain mean intelligibility �% words correct and standard
error�, the proportions of types of LBEs �insertions or deletions, before strong or before weak syllables�, and the total
number of LBEs per condition. The final two columns contain p-values for the �2 analyses conducted on each
condition LBE pool, and differences between distributions derived from F0-flattened stimuli relative to unaltered for
each condition.

Groups Condition Phrases

% words
correct
�SE�

%
IS

%
IW

%
DS

%
DW

Total
LBE

��2df =1�
p-value

��2df =3�
p-value

EAS
N=6

E-only F0-flat 32 �4.3� 33 21 16 30 82 0.003
0.000

E-only Unaltered 4 �3.1� 51 9 14 26 78 0.000
E-A F0-flat 50 �2.4� 52 25 10 13 63 0.03

0.000
E-A Unaltered 56 �3.2� 57 9 16 18 56 0.002

CI
N=6

E-only F0-flat 25 �6.5� 49 20 10 21 72 0.000
0.08

E-only Unaltered 34 �6.5� 59 13 7 21 55 0.000

NHL
N=10

E-only F0-flat 40 �3.7� 38 17 13 32 121 0.000
0.03

E-only Unaltered 43 �2.3� 46 9 15 30 134 0.000
E-A F0-flat 48 �2.4� 45 28 10 17 109 0.03

0.000
E-A Unaltered 68 �3.5� 60 7 5 28 60 0.000
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to the predicted error patterns for the EAS and NH groups in the electric-only condition as well.
A likely explanation is that the electric-only condition did not effectively eliminate low-
frequency and F0 information for these listeners who were capable of processing it. However, it
also is of interest that, even though insignificant, the CI listeners showed the tendency for lower
adherence to the predicted LBE patterns in the F0-flattened condition. It will be important to
explore the possibility that even poorly represented F0 contour information can facilitate lexical
segmentation.

These patterns of results support the hypothesis that syllabic stress information is ex-
ploited by listeners with CIs for the purposes of lexical segmentation, in much the same way
that NH listeners deal with the CI simulation. Further, the presence of an F0 contour was shown
to facilitate lexical segmentation decisions in EAS listeners, and this thereby points to a specific
source of perceptual benefit afforded by the presence of low-frequency hearing.

4. Conclusion

Listeners fitted with CI appear to behave much like NH listeners in the deciphering of degraded
speech in that they attend to syllabic stress cues to guide lexical segmentation. The present
investigation provides evidence for the informative role of F0 as one of these cues. Specifically,
F0 variation appears to be used, to the extent possible, to mark strong and weak syllables for the
purposes of lexical segmentation. The data also provide preliminary support for the hypothesis
that at least some of the performance benefit enjoyed by EAS listeners may be traceable to the
availability of a high resolution F0 contour for facilitating lexical segmentation.
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Abstract: Scattering from a rough surface in an ocean waveguide is de-
scribed in a new derivation from a two-way coupled-mode representation.
The general formalism, which contains scattering effects to all orders, is trun-
cated to the first-order terms of an iterative (Born) expansion. Both two- and
three-dimensional ocean waveguide geometries are discussed. By reducing
the mode functions in terms of plane wave reflection coefficients, the off-
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1. Introduction

A two-way coupled-mode fomulation1–3 is demonstrated to produce a kernel that describes the
scattering from rough interfaces in ocean waveguides.4,5 This approach to deriving the scatter-
ing kernel is new. A Born approximation solution of the coupled-mode equations to lowest
order in the mean square roughness characterizes the scattering. The purpose of this paper is to
discuss the details of this derivation beginning with the general solution to the two-way mode
coupling equation and proceeding to the scattering kernel in the Born approximation. This work
is motivated by recent workshops on reverberation modeling6 in which issues concerning the
representation and accuracy of the Born approximation have been examined with several mod-
els. The basic set of workshop problems was horizontally stratified environments in two- and
three-dimensions with various scattering kernels for surface and/or bottom interfaces.

2. Coupled-mode formalism

In this section the formalism defined in Refs. 1–3 is used to derive the scattered field. The
important steps to deriving the scattering kernel for both two- and three-dimensions are pre-
sented, beginning with the exact coupled-mode formalism.

The total pressure field p�r ,z ,�� for an acoustic source in a fluid medium at a single
frequency in D=2 or D=3 dimensions is given by the solution to the equation

��r
2 +

�2

�z2 + k2�r,z��p = − QS�����r − rs���z − zs� , �1�

where Q�Q0�p0� makes explicit the reference pressure amplitude �p0�, typically 1 µPa, at ref-
erence range r0, typically 1 m, for the source spectrum S��� relative to a point source in an
infinite medium, i.e.,
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Q0 = � 4

�H0
�1��ksr0��

, D = 2

4�r0, D = 3.
� �2�

In Eq. (1), the source is located at �rs ,zs�. The wavenumber is ks=� /cs, where the sound speed
cs and density �s are the values at the source depth. The Fourier transform convention is s�t�
= �1/2��	−�

� S���e−i�td�. The solution p=QS���G to Eq. (1) is obtained with the Green’s func-
tion G�r ,z ,rs ,zs ,�� given by

��r
2 +

�2

�z2 + k2�G = − ��r − rs���z − zs� . �3�

For fluid layers both p and G satisfy continuity of pressure and normal displacement across
interfaces. In terms of range dependent normal mode depth functions �n�r ,z� and the associated
radial functions Rn�r�, the Green’s function solution is

G = 

n=1

�

Rn�r��n�r,z� . �4�

Then, the coupled-mode radial equation is1–3

��r
2 + km

2 �r��Rm�r� = −
1

�s
�m�r,zs���r − rs� − 


n

�B̄mn�r� · �r + C̄mn�r��Rn�r� . �5�

The coupling coefficients are

B̄mn�r� = 2
0

� 1

��z�
�m�r,z��r�n�r,z�dz + Imn

B �r� � B̃mn + Imn
B , �6�

C̄mn�r� = 
0

� 1

��z�
�m�r,z��r

2�n�r,z�dz + Imn
C �r� � C̃mn + Imn

C , �7�

where B̄mn and C̄mn are referred to as the first and second coupling coefficients, respectively, and
where Imn

B and Imn
C are the interface coupling coefficients introduced by Fawcett7 to ensure con-

servation of energy. To lowest order, with the coupling due explicitly to roughness on some
interface at H=h0+h�r�, where h0 is the mean depth of the relevant interface for which the

modal eigenvalues are km�r�= k̄m=const, the coupling coefficients are

B̄mn
�0��r� = B̄mn

�0��rh�r� = Bmn
A �rh�r� , �8�

C̄mn
�0��r� = 1

2 B̃mn
�0��r

2h�r� . �9�

The symmetric and antisymmetric parts of the first coupling coefficient are

B̃mn
�0� = 1

2 �B̃mn
�0� + B̃nm

�0�� + 1
2 �B̃mn

�0� − B̃nm
�0�� � Bmn

S + Bmn
A , �10�

and Bmn
S =−Imn

B .1–3 In the Rutherford form of the coupling coefficients2,8 Bmn
A =2��mn

A

−�mn
A � / �k̄m

2 − k̄n
2� for the off-diagonal components with

�mn
A = �m

�0��h0��n
�0��h0�� 1

�2

� k̄n
2 + k̄m

2

2
− k2

2� −
1

�1

� k̄n
2 + k̄m

2

2
− k1

2�� , �11�
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�mn
A =

�2

�1

��m
�0��h0�
�z

��n
�0��h0�
�z

� 1

�1
−

1

�2
� , �12�

and

Bmn
S = − �m

�0��h0��n
�0��h0�� 1

�1
−

1

�2
� , �13�

where �m
�0��z� is the mode function for the environment with H=h0. The subscripts 1 and 2 on

the sound speed and density parameters in Eqs. (11)–(13) refer to the values on opposite sides
of the rough interface. The conservation of energy7,8 dictates that the diagonal components have

the explicit forms B̄mm
�0� �r�=0 and C̄mm

�0� �r�= �1/2�Bmm
S �r

2h�r�.
The radial Green’s function gm�r ,r�� satisfies ��r

2+km
2 �gm�r ,r��=−��r−r��and has the

zeroth-order �H=h0 ,km�r�= k̄m=const� solution

gm
�0��r,r�� =�− eik̄m·�r−r��/�2ik̄m� , D = 2

iH0
�1��k̄m · �r − r���/4, D = 3.

� �14�

In Eq. (14), as well as the remaining equations, for D=2 the radial vector r has only one com-

ponent, xî. For both D=2 and D=3 by convention k̄m � r−r� in gm
�0��r ,r��.

In terms of the radial Green’s function, Eq. (5) has the solution

Rm�r� =
1

�s
gm�r,rs��m�r,zs� + dD−1r�


n

gm�r,r���B̄mn�r�� · �r� + C̄mn�r���Rn�r�� . �15�

The first term on the right side of Eq. (15) is the direct blast component, and the second (inte-
gral) term is the scattered field from the rough interface.

The zeroth-order solution of the radial equation satisfies

��r
2 + k̄m

2 �Rm
�0��r� = −

1

�s
�m

�0��zs���r − rs� , �16�

and is

Rm
�0��r� = gm

�0��r,rs�
1

�s
�m

�0��zs� . �17�

Substituting Rm
�0��r� for Rm�r� in the right side of Eq. (15), and replacing all modal quantities by

their values for H=h0, produces the first-order correction for the radial wave function

Rm
�1��r� = dD−1r�


n

gm
�0��r,r���B̄mn

�0��r�� · �r� + C̄mn
�0��r���gn

�0��r�,rs�
1

�s
�n

�0��zs� . �18�

The derivative terms in Eq. (18) operating on the zeroth-order radial Green’s functions

(in asymptotic form for D=3) give �r�gm
�0��r ,r��= ik̄mgm

�0��r ,r��,and the derivative operators act-
ing on the roughness h�r� are integrated by parts and transferred to the Green’s functions. For
instance, with Eqs. (8)–(10), the first term in the square brackets in Eq. (18) becomes
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 dD−1r�gm
�0��r,r��Bmn

A �r�h�r�� · �r�gn
�0��r�,rs�

= dD−1r�kn · �kn − km�Bmn
A h�r��gm

�0��r,r��gn
�0��r�,rs� . �19�

Similarly, the second term in the square brackets in Eq. (18) is

1

2
 dD−1r�B̃mn

�0��r�
2 h�r��gm

�0��r,r��gn
�0��r�,rs�

= −
1

2
 dD−1r��kn − km� · �kn − km�B̃mn

�0�h�r��gm�r,r��gn�r�,rs� . �20�

Thus,

Rm
�1��r� = dD−1r�

1

�s
gm

�0��r,r��

n

gn
�0��r�,rs��n

�0��zs�Imnh�r�� , �21�

where the scattering matrix is

Imn � � 1
2Bmn

A �k̄n + k̄m� · �k̄n − k̄m� − 1
2Bmn

S �k̄n − k̄m� · �k̄n − k̄m�� . �22�

For the off-diagonal terms, Eq. (22) can be written as

Imn =
k1

2

�1
���1

�
− 1� k̄m

k1

k̄n

k1
cos 	 + �1 −


2

�
���m

�0��h0��n
�0��h0�

− � ��m
�0��h0�
�z

��n
�0��h0�
�z

�� − 1�
k1

2 �� �
k1

2

�1
Îmn, �23�

and for the diagonal terms,

Imm =
k1

2

�1
��1

�
− 1��cos 	 − 1�

k̄m
2

k1
2���m

�0��h0��2 �
k1

2

�1
Îmm, �24�

where 
=k2 /k1, �=�2 /�1, and 	=cos−1�k̄m · k̄n / k̄mk̄n� is the azimuthal bistatic scattering angle.
This form of the scattering matrix has several advantages that will be discussed at the end of this
section. For convenience, incoming �n� and outgoing �m� mode source amplitudes, one for z
=zs and one for z=h0, can be defined by

Pj�r,r�� =
Q0gj�r,r���j

�j
, �25�

where

�j

�j
= ��n

�0��zs�/�s, j = n

�m
�0��z�/�1, j = m .

� �26�

The total pressure p=pd+ps is the sum of the direct blast and scattered components
that can be written as

pd�r,z,�� = QS���

m

�m
�0��z�

1

�s
�m

�0��zs�g�r,rs� , �27�
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ps�r,z,�� = �p0�S���

mn

F0

k1
2

2
Îmn

1

�2���D−1�/2
0

�

dD−1r�Pm�r,r��Pn�r�,rs�h�r�� , �28�

where

F0 = ��
�

2
�H0

�1��k1r0�� �
1

�k1r0

, D = 2

1

r0
, D = 3.� �29�

The right side of Eq. (28) describes the propagation to the receiver of the field in mode m from
a source [referenced to Q0, see Eq. (25)] at each position r� on the scattering interface. The
mode m source at the scattering interface is produced by the field in mode n propagated to the
interface at position r� in the direct blast from the source at �rs ,zs� (also referenced to Q0) and
then scattered to mode m. The r0 factor in F0 comes from the Q0 reference for the source at each
r�.

The scattered pressure time series is obtained by Fourier transforming Eq. (28) to the
time domain. Let

Xmn�r�,t� =
1

2�


−�

�

d�S���e−i�t�p0�F0

k1
2

2
ÎmnPm�r,r��Pn�r�,rs� , �30�

which is a real-valued function. Then, the time dependence of the scattered pressure is

Ps�t� = 

mn

1

�2���D−1�/2
0

�

dD−1r�Xmn�r�,t�h�r�� . �31�

The scattered intensity time series averaged over an ensemble of interface roughnesses is

�Ps
2�t�� = 


mn



m�n�

1

�2��D−1
0

�

dD−1r�dD−1r�Xmn�r�,t�Xm�n��r�,t��h�r��h�r��� . �32�

The ensemble average �h�r��h�r��� of the product of the interface roughness at r� and r� can be
related to the Fourier transform of the roughness power spectrum W��� and to the spatial cor-
relation C�r�−r�� of the roughness,4 i.e.,

�h�r��h�r��� = dD−1�W���e−i�·�r�−r�� = �h2�C�r� − r�� , �33�

where �h2� is the ensemble averaged mean square roughness. Then, the scattered intensity is

�Ps
2�t�� =

1

�2��D−1
−�

�

dD−1��K��,t��2, �34�

where

K��,t� � �W���

mn


−�

�

dD−1r�Xmn�r�,t�e−i�·r�, �35�

Furthermore, by applying Parseval’s theorem the scattered intensity can be written as

�Ps
2�t�� = 

−�

�

dD−1r�K2�r�,t� . �36�

The quantity K�r� , t� is the Fourier transform of K�� , t�, i.e.,
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K�r�,t� =
1

�2��D−1
−�

�

dD−1�ei�·r�K��,t�

= 

mn

1

�2��D−1
−�

�

dD−1�ei�·r��W���Xmn��,t� = 

mn

Xmn�r�,t��W�k̄m − k̄n� , �37�

where

Xmn��,t� � 
−�

�

dD−1r�Xmn�r�,t�e−i�·r�, �38�

and from Eqs. (14), (25), (26), and (30) Xmn�� , t� �2��D−1���− k̄m− k̄n�.
Finally, the scattered intensity time series is

�Ps
2�t�� = � 1

2�


−�

�

d�e−i�t�p0�S���

m,n

Tmn
−�

�

dD−1r�Pm�r,r��Pn�r�,rs��2

, �39�

where the scattering kernel is

Tmn
2 =

k1
4

4
F0

2Îmn
2 W�k̄n − k̄m� . �40�

In Eq. (40) the scattering kernel, through the r0 dependence in F0
2, has the correct dimensions of

inverse length (area) for D=2 �D=3�, which have been omitted in previous papers.4,5,9 For

bistatic scattering and W�k̄n− k̄m�=W��k̄n− k̄m��

�k̄n − k̄m�2 = �k̄n − k̄m cos 	�2 + �k̄m�2 sin2 	 . �41�

The representation of Eqs. (23)–(26) and Eqs. (39) and (40) in a model calculation is
facilitated by a comparison with the usual modal expansion for the field on the bottom at �r� ,h0�
from a source with reference amplitude Q0�p0� at �r ,zs�, i.e., p�r� ,h0 ,rs ,zs�
= �p0�


n

Pn�r� ,rs��n
�0��h0�.Similarly, the usual modal expansion for the field from a source with

reference amplitude Q0�p0� on the bottom at �r� ,h0� to the receiver at �r ,z� is p�r ,z ,r� ,h0�
= �p0�


m

Pm�r ,r���m
�0��h0�.

The Moe–Jackson (MJ) form of the scattering kernel4,5 can be obtained from Eq. (40)
by introducing �m, the plane wave reflection coefficient for the interface at h0, in terms of which

��m
�0��h0�
�z

=
i�1,m�m

�0��h0��1 − �m�
�1 + �m�

, �42�

where �1,m=�k1
2− k̄m

2 is the vertical wavenumber at the interface. Then, the off-diagonal com-
ponents of the scattering kernel are

Tmn
2 = � �m

�0��h0��n
�0��h0�

�1 + �m��1 + �n��2

�MJ��n,�m� , �43�

where the arguments of �MJ are the mode angles, e.g., �m=cos−1�km /k1�. In terms of the mode
angles with �1,m=k1 sin �m, the MJ scattering kernel is
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�MJ = �k1
4F0

2/4����1/� − 1�cos �m cos �n cos 	 + �1 − 
2/���

��1 + �m��1 + �n� + �� − 1�sin �m sin �n�1 − �m��1 − �n��2W�k̄n − k̄m� , �44�

with the correct dimensions as derived for Tmn
2 . The bracketed expression in Eq. (43) converts

the mode function �n
�0��h0� ��m

�0��h0�� into the downgoing (upgoing) wave component that is
incident on (scattered from) the rough surface, consistent with the derivations of scattering from
plane waves.4,5 For the diagonal components of the scattering kernel, the quantity in braces in
Eq. (44) is replaced by �1/�−1��1−cos 	��1+�m�2 cos2 �m, which differs from the MJ form
because of the energy conservation requirements for the mode coupling coefficients.

There are several advantages in expressing the scattering kernel in terms of mode
functions and mode function derivatives via Eqs. (23), (24), and (40), instead of mode angles
and reflection coefficients with Eqs. (43) and (44). First, the scattering from a pressure release
interface (�m=0, �m=−1) is accounted for automatically, whereas the bracketed expression on
the right side of Eq. (43) is indefinite. Indeed, for such interfaces, Eqs. (23) and (40) produce the
usual result for the off-diagonal components of the acoustic scattering kernel from a rough sea
surface.5 Also, the scattering of attenuated or evanescent modes, for which �1,m and �m are
complex, is accounted for straightforwardly. Finally, the factor �k1

4F0
2 /4� in the MJ scattering

kernel [Eq. (44)] for two-dimensions is seen to be equal to k1
3 /4r0 only asymptotically.5

The coupling coefficient C̄mn produces significant contributions to the scattering ker-
nel Tmn

2 and must be included to derive Eq. (40). This fact suggests that the assumption8 in some

mode coupling treatments that C̄mn is higher order in �rh�r� compared to B̄mn needs to be
re-examined.

3. Conclusion

The pressure field time series produced by scattering from a rough interface can be derived from
a two-way coupled-mode formalism for two- or three-dimensional environments. The solution
of the coupled range equation to lowest order in the mean square roughness produces a Born
approximation for the scattering kernel in terms of the mode coupling coefficients. The deriva-
tion involves a spatial transform of the roughness into its power spectrum. The off-diagonal
scattering kernel components derived thereby are equivalent to the off-diagonal components of
the MJ scattering kernel with proper dimensions.

This derivation for the scattering kernel is valid for an arbitrary horizontal layering
profile2,3 and avoids the calculation of a reflection coefficient that is extraneous to a reverbera-
tion model constructed with propagated fields determined from modes that already incorporate
reflection effects.
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using adaptive beam forming (L)
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The impulse response of the seabed can be extracted from sea surface ambient noise by
cross-correlating the time series from an upward and a downward steered beam. When the steering
for each beam is standard minimum variance adaptive beam forming it has been found that the
impulse response for significant echoes appears to have the same amplitude but opposite sign. A
mathematical explanation is offered for this strange phenomenon. Crucial contributing factors are
that the cross-spectral density matrix for the vertical array typically consists of the sum of a Toeplitz
matrix and a much weaker Hankel matrix and that it is ill-conditioned.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3126345�
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I. INTRODUCTION

It has been shown that high fidelity sub-bottom profiles
can be obtained from ocean ambient noise by cross-
correlating the upward and downward steered beams of a
drifting vertical array.1,2 By using earlier theorems3 one ob-
tains an impulse response from the surface noise, which,
through its sign, retains a faithful record of the sub-bottom
impedance changes from layer to layer �see Figs. 5, 6, 11,
and 14 of Ref. 2�.

Recently adaptive beam forming �ABF� has been used
instead of conventional beam forming4 �CBF� on sub-sets of
the data reported in Ref. 2. Evidently this provides, among
other things, a high degree of robustness against interference
from passing ships. When ABF is applied to both the experi-
mental results and the simulated waveforms that were de-
scribed in Ref. 2 there appears to be an anomalous sign dif-
ference between the CBF and the ABF solutions. That is to
say that �despite the ABF’s built in constraint that beam am-
plitude should equal plus one in the steer direction� the am-
plitude of the ABF-derived impulse response in the vicinity
of significant echoes, in particular, the main seabed return, is
almost exactly minus that of the CBF response. Elsewhere,
although amplitudes are comparable, there are no particular
similarities in detail. Figure 1 shows an example from an
experiment with a moored array at Site 1 on the Malta
Plateau2 averaged over about 30 min. This paper gives an
analytical explanation for this peculiar phenomenon.

II. THEORY

The time differential of the normalized cross-correlation
of the two beam time series is equivalent to the impulse
response of the seabed that would have been received with a
point impulsive source at the array’s center.2 This process
including filtering, beam forming, cross-correlation, and time
differentiation can be written very efficiently in the fre-
quency domain. The up-beam amplitude using conventional
frequency domain beam forming is

U = �
n

N

un
�xn/N , �1�

where un is the steering vector for the N hydrophones and xn

are the Fourier transforms of the time series for each hydro-
phone. Here the un are pure phase terms �complex with unit
amplitude� and the N ensures unit response. Thus, defining
the down beam D with steering vector dn in the same way as
in Eq. �1�, the cross-spectral density �CSD� of the up and
down beams is just �U����D�����, and the cross-
correlation is the inverse Fourier transform �IFT� of this.
Note that “ �” denotes complex conjugate and that the down
beam is exactly the complex conjugate of the up beam.
Clearly filtering �see Ref. 2� can be incorporated in this
scheme and so can time differentiation since it corresponds
exactly to multiplication by −i� before the inverse trans-
form; however, for clarity, they will be omitted in the follow-
ing discussions. The result can also be normalized by the
standard deviations of the up and down beam powers,2 but
this has no influence on the discussion here. To make com-
parisons with ABF it is convenient to write the CSD of thea�Electronic mail: harrison@nurc.nato.int
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up-down beams �steering vectors u and v� in terms of the
noise field’s CSD matrix R and to remain in the frequency
domain. Whereas the power in a conventional beam, say u, is
given by u†Ru /N2 �“ †” meaning conjugate transpose�, the
CSD of the up-down conventional beams is

CC��� = d†Ru/N2. �2�

In contrast, the ABF minimum variance distortionless
response5 has optimum steering weights given by

wo =
R−1s

s†R−1s
, �3�

where s is the desired steer direction and “�1” denotes ma-
trix inverse. Assuming no shading in the CBF, and assuming
that the ABF up-down beams are formed independently, the
ABF response is then

CA��� = � R−1d

d†R−1d
	†

R
R−1u

u†R−1u
=

d†R−1u

�d†R−1d��u†R−1u�
,

�4�

where d and u are again pure phase terms. Because R is, by
definition, Hermitian, its inverse must also be Hermitian and
therefore positive-definite. So the two terms in the denomi-
nator are positive scalars �for each frequency�, whereas the
term in the numerator is complex. Therefore the problem is
to find out why the scalar �at each frequency� d†R−1u has the
opposite sign to d†Ru and also to check the relative ampli-
tudes.

There are three contributing factors to the problem, as
we shall see: the symmetry of R vs the symmetry of the
matrix conj�d�uT, the weak part of R that depends on the
travel time to the seabed, and the fact that R is typically
ill-conditioned.

Typical behavior of R is described in Refs. 6–8. Con-
sidering the direct and �once� bottom reflected paths from a
noise source to hydrophone n the spatial coherence Rnm be-
tween a hydrophone pair contains four terms, which are
weighted by noise directionality and integrated over all
angles. The integrand is of the form

exp�ik�zn − zm�S� + VV � exp�− ik�zn − zm�S�

+ V exp�ik�Z − �zn + zm��S�

+ V � exp�− ik�Z − �zn + zm��S� , �5�

where V is the reflection coefficient, S is the modulus sine of
the elevation angle, k is the acoustic wavenumber, zn and zm

are hydrophone depths from array center, and Z is path
length from array center to seabed and back. Note that the
subsequent angle integration, time differentiation, and cross-
correlation conspire to select just the vertically up and down
components so angle dependence is of no concern here. Re-
garding these terms as elements of a matrix, the first two
terms have Toeplitz symmetry but the third and fourth have
Hankel symmetry �constant values running at right angles to
the main diagonal�. So R can be thought of as the sum of a
Toeplitz and a Hankel matrix

R = T + H . �6�

Furthermore the crucial path length to the seabed Z only
occurs in H. The CBF response, Eq. �2�, is a double sum
over hydrophones, and it can also be seen as the sum of an
element-by-element product of R with the matrix conj�d�uT.
The latter matrix is Hankel because d is the conjugate of u
and so the matrix contains terms of the form exp�ik�zn

+zm��. It is therefore much more sensitive to the Hankel
component of R than the Toeplitz component. The last term
in Eq. �5�, for instance, matches perfectly for all hydro-
phones, leaving only V � exp�−ik�Z�� �after the hydrophone
double sum�. None of the other terms match �to beam form-
ing accuracy�. In addition, even residuals of these other
terms will be eliminated by the final IFT since the only part
of R that contains contributions near the time Z /c is H. All
contributions from T arrive at very early times comparable
with travel across the array. Therefore the only significant
contribution to the CBF CSD is

CC��� = d†Hu/N2. �7�

The ABF equivalent is seen by substituting Eq. �6� in Eq. �4�
as follows:

CA��� = a � d†�T + H�−1u , �8�

where a is shorthand for the scalar denominator. Using the
Woodbury identity9 the inverse can be expanded in several
ways, a convenient way being

R−1 = �T + H�−1 = T−1 − T−1H�I + T−1H�−1T−1

= T−1 − T−1H�T−1T + T−1H�−1T−1

= T−1 − T−1H�T−1R�−1T−1 = T−1 − T−1HR−1. �9�

Thus

CA��� = a � d†�T−1 − T−1HR−1�u . �10�

Now T is Hermitian and Toeplitz, so its inverse is also Her-
mitian but not quite Toeplitz, and we will return to this later.
Furthermore for the same reason that T does not contain the
two-way path length Z, neither does T−1. Therefore the IFT
will contain no contribution from T−1 at time Z /c. We can

FIG. 1. An experimental example of adaptive �solid line� vs conventional
�dashed� beam formed seabed impulse response derived from ambient noise.
Typically the adaptive response has the same amplitude but opposite sign
from the conventional.
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therefore write the relevant part of the CSD, i.e., the part that
does contain the bottom reflection, as

CA��� = − a � d†T−1HR−1u . �11�

Since Eq. �11� contains a negative sign and a positive num-
ber a, the difference between it and Eq. �7� depends on the
behavior of T−1 and R−1. In this context R is almost identical
to T because H is extremely small. �Remember that Eq. �5�
has to be integrated over angle, and this eventually results in
an extra term of order ikZ in the denominator of H, with a
much smaller term in the denominator of T, resulting in T
being much larger than H.� It is easy to demonstrate, for
instance, using the analytical form, Eq. �5� above �or from
Refs. 6–8�, or using simulations or experimental data that
both T and R are typically ill-conditioned. This can be un-
derstood from a number of points of view, perhaps the sim-
plest being that an upper limit to the number of conceivable
pieces of information contained in R �essentially its rank� is
the number of independent beams that can be formed. With
only surface sources, N hydrophones, and frequencies f be-
low the design frequency fo, this number is Nf / �2fo�, i.e.,
always less than N. The effect of this rank deficiency can be
understood by considering the singular value decomposition
of R=usv† where since R is Hermitian the unitary matrices
u and v are equal. The ill-conditioning means that the diag-
onal matrix s contains only a small number of significant
singular values. Because the inverse of R can be expressed
as R−1=upv† where p is also a diagonal matrix with ele-
ments equal to the reciprocal of those of s �but re-ordered�, p
has a large number of significant elements on the diagonal
and therefore can be approximated by a constant times the
identity matrix. Since u=v and u is unitary R−1=upv†


buu†=bI where b is a large number. The same argument
applies to T–1 so Eq. �11� becomes

CA��� 
 − ab2 � d†Hu . �12�

This establishes that the sign of CA��� is opposite to that of
CC��� for all frequencies. By definition, a is the product of
the denominators on the right of Eq. �4�. Making use of the
shape of R again we see that

d†R−1d 
 b � d†Id = b � d†d = b � N . �13�

The similar result for u leads to a=1 / �bN�2 and substituting
Eq. �7� in Eq. �12� we have

CA��� 
 − CC��� . �14�

Since this is true for all frequencies �below the design fre-
quency� the ABF impulse response looks identical to the
CBF one except that its sign is reversed, and note that CBF
has the correct sign.2 Q.E.D.

III. CONCLUSIONS

The performance of passive sub-bottom profiling by
cross-correlating beams can be improved with ABF. In the
adaptive case the derived seabed impulse response has been
found by this author to have the opposite sign to the conven-
tional beam formed impulse response in all experimental and
simulated data to date. This paper has offered a mathematical
explanation for this peculiar phenomenon. The proof relies
on the fact that the noise’s cross-spectral-density matrix con-
sists of the sum of a Toeplitz matrix and a much weaker
Hankel matrix, and that it is typically ill-conditioned. Al-
though the proof is approximate, applying the ABF and CBF
numerical algorithms to the analytical form given in Eq. �5�
results in almost exact amplitude agreement, given the sign
change. Evidently ABF works even though the noise CSD
matrix is ill-conditioned. One suspects that this matrix be-
comes well-conditioned in the presence of interfering ship-
ping, hence improving performance over CBF.
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Effect of a stack on Rayleigh streaming cells investigated by
laser Doppler velocimetry for application to thermoacoustic
devices (L)
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A preliminary study was conducted to observe the influence of a stack on the Rayleigh streaming
pattern for application to thermoacoustic devices. The velocity field was estimated from laser
Doppler velocimetry measurements in a resonator first without a stack; then a stack was placed at
various positions along the resonator axis for various acoustic levels. It was observed that adding a
stack locally modifies the streaming pattern and that new streaming vortices appear. When the stack
position approaches the location of the streaming velocity maximum or when the acoustic velocity
amplitude is increased, the amplitude of additional acoustic streaming vortices at the ends of the
stack increases. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3126342�

PACS number�s�: 43.25.Nm �RR� Pages: 3514–3517

I. INTRODUCTION

A schematic thermoacoustic refrigerator is basically
composed of a closed tube, a resonator, in which a sinusoidal
stationary plane wave of high amplitude is maintained and in
which a stack is placed, as shown in Fig. 1. In this configu-
ration, the length of the tube corresponds to a half-
wavelength. The stack placed in the resonator is subjected to
an oscillating flow due to the stationary acoustic wave. When
the geometry and the material of the stack are suitably cho-
sen, a temperature difference between the two ends of the
stack is set up because of the thermoacoustic effect. To take
advantage of the thermoacoustic effect, the ends of the stack
are connected to heat exchangers.

The induced heat flow present along the stack is very
sensitive to other possible flows in this region. Among po-
tential sources of thermoacoustic heat flow disturbance, Ray-
leigh streaming �associated with local mass and thus heat
flow� can have an important influence on the efficiency of
thermoacoustic machines. “Acoustic streaming” refers to the
second order steady velocity that is induced by and superim-
posed on the dominating first order acoustic velocity. Among
the different kinds of streaming, Rayleigh streaming owes its
origin to the viscous interaction between the sound field and
a solid boundary. In a two-dimensional resonator with rigid
walls in which a � /2 standing wave is set up, streaming
vortices are present on either sides of the central axis with a
periodicity of � /4 along this axis, as shown by Fig. 2�a�,
with �=c / fac the acoustic wave length, c the velocity of
sound, and fac the acoustic frequency. Outer vortices are
present in the core guide that is for R−5���r�−R+5��,
with R the tube radius, ��=�2� /� the boundary layer thick-
ness, � the kinematic viscosity of the fluid, and �=2�fac the
angular acoustic frequency. In the near wall region, the inner
streaming vortices have directions of rotation opposite to
those of the outer.

Streaming was first modeled by Rayleigh1 in 1883 for
wide channels �in which the boundary layer thickness is neg-

ligible in comparison to the channel width and the wave-
length is big compared to the tube radius�, his solution de-
scribes the outer streaming vortices. Streaming vortices are
quite well characterized for slow streaming both
theoretically1–5 and experimentally6–8 in the case of a � /2
empty resonator but the effect of an obstacle has never been
investigated before. The object of this study is to determine
if Rayleigh streaming pattern is modified by setting an ob-
stacle in the guide.

Streaming velocity field was investigated experimentally
using laser Doppler velocimetry �LDV� in a half-wavelength
cylindrical resonator first without stack; then a stack was
placed at various positions along the wave guide axis for
various acoustic levels. Section II provides an overview of
the procedure and of the method used to calculate streaming
velocity and Sec. III presents results of measurements to-
gether with their comparison to the available theoretical ex-
pectations.

II. PROCEDURE

A. Experimental apparatus

The setup used to observe the phenomenon of acoustic
streaming is shown in Fig. 3 and consists in a cylindrical
�two dimensional� tube connected at each end to a loud-
speaker so that a � /2 high level standing wave is sustained in
the guide. Loudspeakers are connected to each end of the
wave guide via connecting tubes designed empirically to
avoid separation effect related to singularities when changing
cross section, as shown by Fig. 4. The main part of the wave-

Loudspeaker

Stack Resonator

Hot heat
exchanger

Cold heat
exchanger

FIG. 1. Sketch of a basic thermoacoustic refrigerator.
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guide is a glass cylinder of inner radius R=19.5 mm that is
simply surrounded by air. The waveguide itself is filled with
atmospheric air. The total length of the wave guide is little
bigger than � /2 �L=1.9 m� and the resonant frequency fac is
88 Hz �with an adiabatic speed of sound taken to be c
=342 m /s at 18 °C�. Frequency of resonance was deter-
mined with signal of pressure given by microphone that is
placed in the wall of the waveguide. Frequency of resonance
corresponds to the frequency with the maximum of pressure.
For this frequency, the boundary layer thickness ��, of order
of 0.23 mm, is a very small fraction of the acoustic wave-
length �. Because streaming vortices have a � /4 periodicity,
two Rayleigh streaming cells along the guide length are ex-
pected.

Wood smoke is introduced into the guide to render the
flow visible. A wave generator provides the loudspeaker in-
put signal, whose frequency and amplitude are controlled, as
well as a trigger reference signal, used to synchronize the
LDV system. The parameters of the LDV system are ad-
justed for sound measurements.9 Preliminary LDV measure-
ments were performed to determine the amplitude of acous-
tic particle velocity. The axial particle velocity is measured
both along the centerline of the guide and across the cross
section.

The stack introduced in the resonator consists of a ce-
ramic monolith with square channels, as shown by Fig. 5.
This thermally insulating material withstands repeated high-
amplitude thermal cycling and large temperature gradients,
making it useful in thermoacoustic machines. From a ther-
moacoustic point of view, the ceramics monolith with square
channels offers the advantage of constituting a rigid and
regular structure of small parallel channels, thus multiplying
the surface offered to the thermoacoustic exchanges between
the fluid and material. Note that in this preliminary study, no

heat measurements were performed in the system. The thick-
ness of the channel partition is e=0.12 mm, the size of the
square channel side is d=0.92 mm, and the length of the
stack along the axis of the tube is ls=0.08 m. In our case, the
ratio d /���4, thus in each channel of the stack, viscous
effects notably modify the profile of acoustic velocity in the
section of the channel. To have a maximum temperature
variation between the two ends of the stack, the stack posi-
tion in the resonator must lie between a pressure antinode
and a velocity antinode nearer a pressure antinode10 thus
between � /8 and � /4 on the experimental setup.

Particle velocity was measured by LDV for different po-
sitions of the stack along the wave guide axis and at different
acoustic levels as given by Table I. In this table, A is the
acoustic velocity amplitude and

ReNL = �A

c
�2� R

��
�2

�1�

is the nonlinear Reynolds number. ReNL compares inertia and
viscosity and determines the degree to which the streaming
velocity field is distorted. The case ReNL�1 corresponds to
slow streaming and the case ReNL�1 is referred to as “non-
linear streaming” or fast streaming. The thermoacoustic de-
vices operate at fast streaming so that ReNL�1, but all the-
oretical studies available in the literature assume the
streaming to be slow. For a given nonlinear Reynolds num-
ber, measurements in the centerline of the guide �r=0� are
made for several position of the stack along the x-axis: xs

=� /4, xs=7� /32, xs=5� /32, and xs=� /8, with xs the posi-
tion of the midpoint of the stack. For a given position of the
stack, xs=5� /32, measurements in the centerline of the guide
are made for two acoustic levels and thus for two nonlinear
Reynolds numbers: ReNL=2 and ReNL=4. All the measure-
ments were performed at this resonance frequency.

FIG. 3. Diagram of the experimental apparatus.

FIG. 4. Connecting tube.

FIG. 5. Photograph of the stack.

(b)(a)

(c)

FIG. 2. Streaming velocity field for R /�v�4. In �a�, the acoustic streaming
vortices in a � /2 resonator are depicted. In �b�, the variation of axial stream-
ing velocity with respect to the transverse coordinate r is depicted for x
=� /8. In �c�, the variation of axial streaming velocity with respect to the
axial coordinate x is depicted for r=0.
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B. Determination of axial streaming velocity

The axial velocity is estimated from LDV signal that is
characterized by irregular sampling and nonuniform density
over the acoustic period. Furthermore, in the adverse condi-
tion induced by the proximity of the wall, the signal is com-
posed of very few data. A specific signal post-processing
strategy is then proposed.11 The first step of this method
consists in bringing back the axial velocity issued from LDV
measurement on one acoustic period Tac=1 / fac. Then the
date points are sorted per growing time and averaged over
regular time step on the acoustic period. The time step used
for averaging is chosen to ensure the presence of at least one
velocity measurement. Streaming axial velocity u2 is then
calculated by averaging the velocity points over the period.

Preliminary studies12 show that measurements should be
performed more than 26 min after the acoustic field is
switched on so that streaming steady state is reached. Once
the steady-state has been reached, it is important to evaluate
how many samples are needed to ensure convergence of
streaming velocity. Again, preliminary studies show that
40 000 samples or more are needed for streaming velocity to
reach its convergence.

Finally, the influence of connecting tube on the stream-
ing pattern12 was studied, and it was shown that the stabili-
zation distance for the streaming is 0.34 m �for A�29 m /s
and fac=88 Hz�.

III. RESULTS

Streaming velocity measurements are compared to the
theoretical expression of Rayleigh that is valid for slow
streaming �ReNL�1�:

u2,Rayleigh�x,r� =
A2

4c
	1

2
e−2R�1+	�/�� + e−R�1+	�/��


cos�R�1 + 	�
��

� + 2e−R�1+	�/��


sin�R�1 + 	�
��

� +
3

4
−

9	2

4

 , �2�

where x is the axial coordinate, k is the complex wave num-
ber, and 	=r /R with r the distance to the waveguide center.
In previous works,8,13 it was shown that for ReNL�1 the
value of the centerline streaming velocity is a little smaller
than the prediction given by Rayleigh theory.

Figure 6 presents the axial streaming velocity measure-
ments in the centerline of the guide �r=0�, u2,c, for ReNL

=4, without stack �Fig. 6�a�� and with stack at different po-
sitions: xs�� /8 �Fig. 6�b��, xs=5� /32 �Fig. 6�c��, xs

=7� /32 �Fig. 6�d��, and xs=� /4 �Fig. 6�e��.
For ReNL=4, in the empty guide, the velocity in the

centerline of the guide, u2,c, is close to the Rayleigh theory
�see Fig. 6�a�� in agreement with our previous experimental
study of acoustic streaming in standing wave guides.12 When
the stack is introduced, the streaming centerline velocity is
modified on both sides of the stack whatever the position of
the stack in the waveguide. However, at this level �ReNL

=4�, apart from the area close to the stack, the configuration
of Rayleigh streaming is not fundamentally modified. The
closest the stack gets to the maximum of streaming velocity
�located at � /8�, the more disturbed the streaming velocity
is. Because vortex edge is represented by zero crossing of the
streaming velocity �see Fig. 2�c��, Fig. 6 shows that new
vortices appear at the ends of the stack. This figure also
shows that when the stack is moved toward xs=� /8, the
amplitude of the vortices generated at the ends of the stack
increases and the distance along which the measured velocity
differs from the expectation increases too.

Figure 7 represents the measured acoustic streaming ve-
locity in the centerline of the guide for a given position of
the stack �xs=5� /32� and for two acoustic levels correspond-
ing to two nonlinear Reynolds numbers: ReNL=2 �Fig. 7�a��
and ReNL=4 �Fig. 7�b��. Figure 7 shows that when the Rey-
nolds number ReNL increases, the amplitude of the vortices

TABLE I. Experiments characteristics �fac=88 Hz�.

Position xs A �m/s� ReNL

� /4 8.2 4.0
7� /32 7.9 3.7
5� /32 8.0 3.8
� /8 8.2 4.0

5� /32 5.3 1.7

FIG. 7. Axial streaming velocity measurements in the centerline of the
guide ��� compared with the theoretical expression of Rayleigh �—� with
stack at xs=5� /32 for ReNL=2 �a� and ReNL=4 �b�.

FIG. 6. Axial streaming velocity measurements in the centerline of the
guide ��� for ReNL=4 compared with the theoretical expression of Rayleigh
�—� without stack �a� and with stack at the position xs�� /8 �b�, xs

=5� /32 �c�, xs=7� /32 �d�, and xs=� /4 �e�. The gray zone corresponds to
the stack.
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generated at the ends of the stack increases and the distance
along which the measured velocity differs from the expecta-
tion increases too.

Figure 8 represents the streaming velocity measurements
for xs�� /8 and ReNL=4 in the centerline of the guide �Fig.
8�a�� and across the guide half section for different positions
along the x axis �Figs. 8�b�–8�f��. The vertical dotted lines in
Fig. 8�a� represent the ends of vortices defined by the axial
streaming velocity zero crossing �see Fig. 2�c��. Therefore,
the profiles given by Figs. 8�b� and 8�c� are along the same
vortex. These two streaming velocity profiles have a similar
overall shape with two outer vortices detected. Here also a
streaming vortex is recognized by streaming velocity u2=0
crossing, corresponding to the center of the vortex �see Fig.
2�b��. The profiles given by Figs. 8�e� and 8�f� also corre-
spond to a single vortex different from the one shown by
Figs. 8�b� and 8�c� �they are separated by two dotted lines in
Fig. 8�a��. Compared to the profiles further away from the
stack considered above �Figs. 8�b� and 8�c��, these profiles
are even more different from theoretical expectation. These
two streaming velocity profiles have also an overall similar
shape. Figure 8�d� corresponds to another vortex and the
shape of streaming velocity profiles is different from the pre-
viously mentioned ones. It is therefore possible to detect sev-
eral vortices in the stack end region. The streaming velocity
profiles have essentially the same shape within a single given
vortex, but the profiles in two different vortices may be quite
dissimilar.

IV. CONCLUSION

A preliminary study of the effect of a stack on Rayleigh
streaming was carried out in order to understand streaming
phenomena in thermoacoustic devices. A stack was intro-
duced at various positions in a waveguide to study its effects
on streaming vortices. It is observed that adding a stack in
the streaming pattern modifies the latter and that new stream-
ing vortices appear in the vicinity of the stack. When the
stack position approaches a maximum of the streaming ve-
locity, the amplitude of additional vortices at the ends of the

stack increases and the stabilization length for streaming ve-
locity on the both sides of the stack increases too. Similar
tendencies were observed when the acoustic velocity ampli-
tude was increased. Because streaming in the vicinity of the
stack end is complex and has a high amplitude, heat effects
can be expected to be important and complex at the ends of
the thermoacoustic stack where heat exchangers are located.
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It has recently been shown that statistically optimized near field acoustic holography based on
measurement with an array of pressure-velocity transducers makes it possible to distinguish between
sources on the two sides of the array and thus suppress the influence of a disturbing source �F.
Jacobsen and V. Jaud, J. Acoust. Soc. Am. 121, 1550–1558 �2007��. However, the suggested
technique uses a transfer matrix optimized for the source under test and may be expected to perform
less well when the disturbing source is not placed symmetrically on the other side of the array, and
this will usually be the case. In this letter, a modified method is presented.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3127128�
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I. INTRODUCTION

In conventional planar near field acoustic holography
�NAH�, it is a necessary condition that the sound sources are
confined to half space �say, z�0�, whereas the other half
space is source-free and free-field conditions obtain.1,2 How-
ever, in many realistic situations, this condition cannot be
satisfied because of reflections or disturbing sources. If the
disturbing sources cannot be removed, a sound field separa-
tion technique should be applied to eliminate the influence of
the disturbing sound. Such sound field separation techniques
based on double layer pressure measurements have been in-
vestigated for years.3–6 An alternative single layer technique
for separating the primary source from the disturbing source
was recently proposed by Jacobsen and Jaud.7 This method
is based on the statistically optimized version of NAH
�SONAH� developed by Hald et al.,8,9 and requires measure-
ment of both the sound pressure and the normal component
of the particle velocity in the measurement plane. Yet another
method for separating sound field contributions using
pressure-velocity measurement has been proposed by Bi and
Chen.10 Their method combines the double layer technique
with the equivalent source method, and the particle velocity
is obtained from a finite difference approximation.

The transfer matrices employed by Jacobsen and Jaud’s
method have been optimized for the primary source.7 Thus
one might perhaps expect a reduced performance when the
primary source and the disturbing source are not located
symmetrically with respect to the measurement plane, as an-
ticipated in Ref. 7. The purpose of this letter is to examine
the matter and present an improvement to the method that
extends it to the general case where the location of the dis-
turbing source is arbitrary on the side of the measurement

plane opposite to that of the primary source. The modified
method is compared with the original method in a simulation
study as well as experimentally.

II. THE SINGLE LAYER METHOD AND A MORE
GENERAL VERSION

The so-called p-u method described in Ref. 7 combines
a pressure-based SONAH prediction with a particle velocity-
based prediction, the idea being that the two estimates should
be identical if the sound is coming from the primary source
but have an opposite sign if the sound is coming from a
disturbing source located directly opposite to the measure-
ment plane from the primary source because of the fact that
the particle velocity is a vector whereas the pressure is a
scalar. Thus the sound pressure in a grid of N points �rs,n� in
the prediction plane �z=zs� generated only by the primary
source can be expressed as the average of a weighted sum of
measured pressure and particle velocity signals measured at
N positions �rh,n� in the hologram plane �z=zh�,

p1
T�rs� = 1

2 �pT�rh�Cpp + uz
T�rh�Cvp� , �1�

where T denotes matrix transpose, p1�rs� is a column vector
with the predicted pressures due to the primary source, and
p�rh� and uz�rh� are column vectors with the measured pres-
sures and particle velocities generated both by the primary
source and the disturbing source. The two N�N transfer
matrices Cpp and Cvp are determined by requiring that an
infinite set of propagating and evanescent elementary waves
of the form

�m�r� = e−j�kx,mx+ky,my+kz,mz�, m = 1,2, . . . ,M, M → � ,

�2�

originating from the primary source plane, satisfy Eq. �1�
with optimal accuracy �with the ej�t sign convention�. This
implies that

a�Author to whom correspondence should be addressed. Electronic mail:
zybmy1997@163.com
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B = ACpp, �A�mn = �m�rh,n�, �B�mn = �m�rs,n� , �3�

and that

− j��� Bdzs = ACvp, �4�

from which the two transfer matrices are determined; see
Refs. 7–9.

A modified version of this method is described in what
follows. The configuration is shown in Fig. 1, where ps1 is
the sound pressure generated only by the primary source in
the prediction plane, which may coincide with the primary
source plane or may be between the source and the measure-
ment plane, and ps2 is the sound pressure generated only by
the disturbing source on the other side of the measurement
plane.

The pressure and the particle velocity generated by both
sources in the measurement plane can be written as sums of
two contributions:

pT�rh� = ps1
T Cpp1 + ps2

T Cpp2, �5�

uz
T�rh� = ps1

T Cpv1 − ps2
T Cpv2, �6�

where Cpp1 and Cpv1 are determined from

A = BCpp1 �7�

and

�− 1/�j������A/�zh� = BCpv1. �8�

However, the transfer matrices for the disturbing source are
different. They should be optimized for elementary waves
coming from the disturbing source, and therefore they should
be determined by another set of propagating and evanescent
elementary waves:

�m�r� = e−j�kx,mx+ky,my−kz,mz�, m = 1,2, . . . ,M, M → � .

�9�

The two transfer matrices Cpp2 and Cpv2 can now be deter-
mined in the same way as Eqs. �7� and �8� by replacing A
and B with �A�mn=�m�rh,n� and �B�mn=�m�rs,n�. Finally,
combining Eqs. �5� and �6� gives the pressure generated by
the primary source,

ps1
T = �uz

T�rh� + pT�rh�Cpp2
−1 Cpv2��Cpv1 + Cpp1Cpp2

−1 Cpv2�−1.

�10�

It should be mentioned that the Tikhonov regularization
is needed when all transfer matrices are computed.

III. A SIMULATION STUDY

To examine the performance of the modified method, a
simulation study has been carried out. A test case with two
monopoles not located at symmetrical positions was exam-
ined. One monopole was regarded as the primary source and
placed at ��0.2, 0, �0.2� �x, y, z, coordinates in m�, and the
other one was regarded as the disturbing source and placed at
�0.2, 0, 0.1� on the other side of the measurement plane,
which was located at z=0. The sound pressure and normal
component of the particle velocity were “measured” in a grid
of 10�10 points with dimensions 2�2 m2, and noise was
added to the measured data corresponding to a signal-to-
noise ratio of 20 dB.

Figure 2�a� shows the “true” undisturbed sound pressure
at 500 Hz along the x-axis in the measurement plane, and the
reconstructed undisturbed pressure in the same plane deter-
mined using the original p-u method based on Eq. �1� and
the new version based on Eq. �10�. It can be seen that the
new version of the p-u method gives much better results than
the original version. Other test cases �not shown� have con-
firmed this observation.

Figure 2�b� shows the effect of moving the disturbing
source to the position ��0.2, 0, 0.2�, which is symmetrical

FIG. 2. �Color online� True and reconstructed undisturbed pressure along
the x-axis at 500 Hz with the primary and secondary source placed nonsym-
metrically �a� and placed symmetrically �b�.

FIG. 1. �Color online� Configuration.
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with respect to the measurement plane. Not surprisingly, the
original p-u method performs very well in this case, in fact,
even slightly better than the alternative method.

IV. EXPERIMENTAL RESULTS

An experiment has been carried out in a large anechoic
room at the Technical University of Denmark. A loudspeaker
mounted in a sphere and an “experimental monopole” served
as the primary source and the disturbing source, respectively.
The latter device, described in Ref. 11, consists of a tube
driven by a loudspeaker. The sound pressure and the particle
velocity were measured at 11�11 points with a single 1/2
in. p-u sound intensity probe produced by Microflown. The

measurement plane with dimensions 25�25 cm2 was lo-
cated at z=0, and the measurement was carried out with the
two sources operating together and with only the primary
source turned on. This plane also served as prediction plane.
Three test cases were examined: a symmetrical case �1� with
the primary source at �0,0 ,−0.05� �coordinates in m� and the
disturbing source at �0, 0, 0.05�, a nonsymmetrical case �2�
with the primary source at �0,0 ,−0.05� and the disturbing
source at ��0.05, 0.05, 0.05�, and yet another nonsymmetri-
cal case �3� with the primary source at ��0.075, 0, �0.08�
and the disturbing source at �0.075, 0.05, 0.14�.

Figures 3–5 show the pressure generated by two sources
together, the undisturbed pressure generated by the primary
source, reconstructed using the method based on Eq. �1�, and
reconstructed using the modified method based on Eq. �10�,
and relative errors between the undisturbed pressure and the
reconstructed pressure obtained by Eqs. �1� and �10�, at three

FIG. 3. �Color online� True and reconstructed pressure along the x-axis at
320 Hz in case 1 �a�, case 2 �b�, and case 3 �c�. Solid line: total pressure; line
with circles: true pressure generated by the primary source; line with
crosses: reconstruction based on Eq. �10�; line with stars: reconstruction
based on Eq. �1�. The global errors are also given.

FIG. 4. �Color online� As in Fig. 3 but at 528 Hz.
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different frequencies, 320, 528, and 1016 Hz, respectively. In
the symmetrical case 1, both methods perform reasonably
well, although the original method is clearly better than the
modified method at 1016 Hz. However, in the two nonsym-
metrical cases �2 and 3�, the method based on Eq. �10� is
somewhat better than the original method based on Eq. �1�,

in particular, at low frequencies. It should finally be men-
tioned that the reconstructed phase has also been examined.
The results, not shown, showed a similar tendency.

V. CONCLUSIONS

The single layer p-u method proposed by Jacobsen and
Jaud can separate sound field contributions coming from the
two sides of the measurement plane and performs well in
some cases. However, the primary source and the disturbing
source are usually not located symmetrically, and in such
cases the alternative version described and examined in this
letter somewhat performs better.
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English listeners largely disregard suprasegmental cues to stress in recognizing words. Evidence for
this includes the demonstration of Fear et al. �J. Acoust. Soc. Am. 97, 1893–1904 �1995�� that
cross-splicings are tolerated between stressed and unstressed full vowels �e.g., au- of autumn,
automata�. Dutch listeners, however, do exploit suprasegmental stress cues in recognizing
native-language words. In this study, Dutch listeners were presented with English materials from the
study of Fear et al. Acceptability ratings by these listeners revealed sensitivity to suprasegmental
mismatch, in particular, in replacements of unstressed full vowels by higher-stressed vowels, thus
evincing greater sensitivity to prosodic goodness than had been shown by the original native listener
group. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117434�

PACS number�s�: 43.71.Hw, 43.71.Es �RSN� Pages: 3522–3525

I. INTRODUCTION

Stressed and unstressed syllables in English differ both
suprasegmentally and segmentally. Word recognition experi-
ments in English have shown, however, that listeners attend
primarily to the segmental structure, and to a great extent
disregard suprasegmental cues to stress. Mis-stressing dis-
rupts word identification only or principally when vowel
quality is altered �Bond and Small, 1983; Cutler and Clifton,
1984; Slowiaczek, 1990�, and the processing of minimal
stress pairs where vowel quality does not differ, e.g., insight/
incite, has in many differing experiments been shown to de-
pend on contextual criteria rather than on assigned stress
�Cutler, 1986; Slowiaczek, 1991; Small et al., 1988; see Cut-
ler, 2005, for a full review of the word recognition evidence�.

A most telling finding was provided by Fear et al.
�1995�, who studied the production and perception of syl-
lables varying in vowel quality �full, reduced� and stress.
Vowel quality is the segmental reflection of English stress
variation. Vowels bearing �primary or secondary� stress are
always full, and reduced vowels are always unstressed. The
reverse implications, though, do not hold; some full vowels
do not bear stress, or conversely: some unstressed vowels are
not reduced. English thus effectively has three syllable types:
stressed with a full vowel �common�, unstressed with a re-
duced vowel �common�, and unstressed but with a full vowel
�rare�. Despite their rarity, the latter cases are crucial for
understanding use of stress variation in speech perception.

The study of Fear et al. �1995� centered on sets of four
vowel-initial words; each set comprised one word in which
the initial vowel bore primary stress, one with an initial
vowel bearing secondary stress �and primary stress on the
third or fourth syllable�, one with an unstressed initial vowel
�and primary stress on the second syllable�, and one with a
reduced initial vowel. The four stimulus types can be re-
ferred to as P, S, U, and R, respectively, and an example set

is autumn, automation, automata, atomic. Thus the initial
vowel of automata, a U case, i.e., unstressed but with full
vowel quality, is crucial; the central question of Fear et al.
�1995� amounted to whether listeners treated U as more like
R �because it was unstressed�, as more like P or S �because it
had a full vowel�, or as a true separate case. Table I gives the
sentence contexts for this set; it can be seen that phonetic and
prosodic context was kept as similar as possible. The full set
of materials is listed in Fear et al., 1995.

In their study, 12 speakers produced all word sets in
sentence context at two speech rates. Acoustic analyses
showed that the four vowel types differed, at both rates. P
and S differed in duration �P was longer� and these two
stressed vowels as a class were distinct from U, and U from
R, on duration, F0, intensity, and spectral quality. The acous-
tic foundation was thus in place for U vowels to function as
cases different from either stressed �P/S� or R vowels.

To examine listeners’ perception of �in particular� U
vowels, the vowels were exhaustively cross-spliced within
each word set, giving 16 stimuli per set. In shorthand terms
in which each stimulus is referred to as a vowel �P, S, U, or
R� followed by a body �from a word normally having P, S, U,
or R vowel�, the set for autumn would be PP, SP, UP, and RP,
i.e., the P vowel �of autumn� or the S vowel �of automation�,
or the U vowel �of automata�, or the R vowel �of atomic�,
each followed by the body of autumn �normally having an
initial P vowel�. The acceptability of these 16 item types was
rated by listeners, who heard them either in a neutral envi-
ronment, offering no contextual support regarding the iden-
tity of the word, or in a meaningful context, in which it was
clear what each word should be �see Table I�; the meaningful
sentences were spoken at two speech rates: normal or fast.

Fear et al. �1995� distinguished four possible hypoth-
esised outcomes of this perception test. The outcomes were
principally distinguished by different patterns of statistical
associations for the six stimulus types involving U vowels
cross-spliced with another vowel. Two hypotheses assumed
that U vowels would be treated as unlike either stressed ora�Electronic mail: anne.cutler@mpi.nl
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reduced vowels, and postulated a grouping linking US, SU,
UP, PU, RU, and UR because they would all be perceived as
mismatching. The other two hypotheses postulated a single
category boundary, either based on vowel quality, with RU
and UR items �different vowel quality expected versus real-
ized� grouping distinctly from SU, US, PU, and UP �same
quality�, or on difference magnitude, with PU and UP �two
steps apart� grouping distinctly from US, SU, UR, and RU
�all one step apart�. The results of Fear et al. �1995� most
strongly supported a vowel-based categorical distinction.
The acceptability ratings fell into distinct sets, linked by no
statistical association, and overall SU, US, PU, and UP items
were in one set, and RU and UR in the other. Further, corre-
lation analyses of the listeners’ ratings with acoustic proper-
ties of the stimuli showed the ratings to be more strongly
related to measures of vowel quality than to any supraseg-
mental dimension. Fear et al. �1995� concluded that although
the production data did not support a categorical distinction,
listeners acted as if there were one anyway.

English stress is very similar to that in other Germanic
languages such as Dutch and German �van der Hulst, 1999�,
but the vowel-based categoricality apparent in English listen-
ers’ responses is not seen in other Germanic languages for
which listening evidence is plentiful. Mis-stressing in Dutch
harms word identification even when vowel quality is un-
changed �van Heuven, 1985�, and suprasegmental informa-
tion is used in the processing of Dutch minimal stress pairs
�Cutler and van Donselaar, 2001�. In both Dutch and Ger-
man, word fragments cause inhibition of stress-mismatching
words �van Donselaar et al., 2005; Friedrich, 2002�, whereas
this inhibition is absent in English �Cooper et al., 2002�; thus
admi-from admiration does not effectively inhibit admiral,
whereas in Dutch, domi- of final-stress dominant �“domi-
nant”� does inhibit initially-stressed dominee �“pastor”�. Sen-
sitivity to suprasegmental cues to stress level is greater in
German- or Dutch-speakers than in English-speakers.

When such speakers acquire English as a second lan-
guage, the cues to stress level that they encounter and use in
their native language will—as acoustic analyses of Fear et al.
�1995� showed—also be available in the English they hear.
Indeed, Cooper et al. �2002� found that Dutch listeners out-
performed native English listeners in use of suprasegmental
information. In the present study, Dutch listeners were ex-

posed to the cross-spliced materials created by Fear et al.
�1995�, and their responses were compared with those of the
native listeners in the original study.

II. METHOD

A. Materials

The stimuli of Fear et al. �1995� in the meaningful con-
text, in which it was clear what each word should be, were
selected for the present study. �Preliminary tests suggested
that both the fast-speech condition and the neutral environ-
ment, offering no contextual cues to word identity, were dif-
ficult for non-native listeners.� There were 80 items: five
word sets of four words each, each word occurring in four
vowel versions. All versions contained the same word body
in its sentence context, but differed in whether the initial
vowel was original or was spliced in from another word of
the same set. Thus in the example sentence “…but autumn is
the time for apples,” the word autumn could be, as described,
a PP, SP, UP, or RP token. The test items were preceded, as
in the original study, by a practice set of cross-spliced ver-
sions of upper, upset, appeal in sentence context.

B. Participants and procedure

Twenty-four Nijmegen University undergraduates, all
native Dutch speakers with high proficiency in English,
heard the sentences over Sennheiser headphones from disk,
and followed written instructions �in Dutch� to rate the natu-
ralness of the critical word specified for each sentence on a
scale from 1 to 5, with 1 signifying that the word’s prosodic
form was completely wrong, 5 that it was completely right.

III. RESULTS

A. Acceptability ratings

Mean acceptability ratings were computed for each ver-
sion of each word. The mean ratings for the 16 stimulus
types �four words with four vowels each�, averaged across
the five word sets, are shown in Fig. 1 in order of rated

TABLE I. Example stimulus set.

Initial
syllable
stress

Example
word Sentence context

P �primary� Autumn Summer is the time for berries,
but autumn is the time for apples.

S �secondary� Automation The factory once employed 80,
but automation reduced this by half.

U �unstressed� Automata The workers were treated as if they weren’t
humans, but automata to be programmed.

R �reduced� Atomic Armies used to be a country’s main defense,
but atomic weapons changed all that.

2

2.5

3

3.5

4

4.5

5

PP RR SP UU US PS SS RU UP SU RS PU SR UR RP PR

M
ea
n
ra
tin
g

FIG. 1. Mean acceptability ratings �across participants and word sets� given
by Dutch listeners to the 16 stimulus types, coded in vowel-body order �so,
SP is a secondary-stressed vowel on the word body of the primary-stressed
set member�. Ratings were on a scale of 1–5, with maximum acceptability at
5. Ratings of word types linked by underlining do not differ statistically.
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acceptability. As Figs. 5, 6, and 7 in Fear et al., 1995 show,
the original acceptability ratings plotted in this way showed a
clear discontinuity, both in the meaningful context used here,
as in the neutral environment, and overall. The present re-
sults are not discontinuous in this way, already suggesting
that for the Dutch listeners no single over-riding cue is as-
cribed greatest weight in judging acceptability.

Statistical difference between these means was tested, as
in the original study, by multiple comparisons; the associa-
tion lines under the stimulus types in the figure link sets
which are not statistically different from one another. In the
original study, again, the multiple comparison results pro-
duced distinct sets; in both Fig. 7 of Fear et al., 1995 for the
meaningful context and Fig. 6 for the neutral context, despite
differences in the precise ordering, the full set of 16 stimulus
types always fell into two sets linked by no association lines.
Here, this is not so; the four highest-rated stimuli are linked
by no association lines to the five lowest-rated, but there is
overlap across the seven stimulus types in between.

Of the four possible hypotheses set out by Fear et al.
�1995�, the two postulating a single category boundary are
thus not supported by the present data. Instead, Fig. 1 shows
a single association running from US to UR. Fear et al.
�1995� predicted this if all cross-splicings involving U vow-
els were treated as mismatches, i.e., U vowels were treated as
differing from both stressed and from reduced vowels.

B. Cross-experiment comparisons

Fear et al. �1995� conducted no analyses across partici-
pants, but in order to compare the response patterns of the
present participant group with those of the original listeners,
the raw data of Fear et al. �1995� was re-coded and mean
ratings for each stimulus type were computed for each lis-
tener. The same values were computed for the present par-
ticipants. Because the Dutch listeners’ ratings were distrib-
uted over a different range than those of the native speakers,
each group’s ratings were converted to z-scores for a com-
parison across subjects via t-tests �uncorrelated means�.

No effects of listener group were observed for most
stimulus types. Just as the identity conditions were rated
most highly by both listener groups, so the vowel quality
differences were rated least highly by both. Significant dif-
ferences emerged in exactly two conditions: U words with
vowel replaced by a more highly stressed vowel �i.e., PU,
SU�. In each case ratings were significantly lower from the
Dutch than from the native listeners �t�46�=2.285, p=0.027
for PU, t�46�=2.292, p=0.027 for SU�.

C. Correlations of acceptability with acoustic factors

The acoustic properties of each stimulus token had been
recorded by Fear et al. �1995�, who conducted correlation
analyses between their listeners’ ratings for each token and
measures of the difference between that token’s original and
substituted vowel in duration, intensity, F0, and spectral
quality �expressed as the difference between F1 and F2 on a
log scale�. They found, as described, that the ratings were
more strongly related to the vowel measure than to any of the
suprasegmental measures �of which one, F0, was not related

to the ratings at all, largely because the values for the speak-
er’s tokens did not differ widely on this measure�.

The same analyses were conducted for the present data.
Again, the F0 measures did not predict listeners’ ratings.
There were significant correlations of rated acceptability
with differences in duration �r�59�=−0.483, p�0.001� and
intensity �r�59�=−0.526, p�0.001�. In contrast to the native
listener group, the present listeners did not show as system-
atic an effect of vowel quality difference; the correlation
which had been the strongest for the native group did not
reach significance here �p=0.088�.

IV. DISCUSSION

The pattern of results found by Fear et al. �1995� with
English listeners was not replicated here. The listener ratings
of cross-spliced stimuli in Fear et al. �1995� were best de-
scribed by a statistical model involving a vowel-based cat-
egory distinction: stimuli in which vowel quality was pre-
served were statistically indistinguishable, and were rated
significantly better than stimuli in which vowel quality was
altered. Such a categorical division was not observed here;
instead, there was a more gradient distribution across the
ratings received by the stimulus types, with overlapping sta-
tistically motivated groupings, including one spanning the
six cross-splicings involving U vowels. The responses of the
original listeners correlated most strongly with a vowel qual-
ity measure, while the present responses correlated more
strongly with acoustic measures of intensity and duration.

Direct comparisons between the two response sets
showed that the differences principally occurred with words
containing U vowels. Substitutions of a more stressed vowel
�the PU and SU cases� were significantly less acceptable to
the present Dutch listeners than to the original group.

Note that the converse of this finding is that in general,
the ratings given by these non-native listeners were not sig-
nificantly different from those of native listeners. Like listen-
ers of Fear et al. �1995�, the present group rated the items
with an original vowel most highly, and the cross-spliced
items where both segments and suprasegmentals mismatched
least highly. The difference emerged precisely with the cru-
cial case in which the mismatch was exclusively supraseg-
mental. By focusing on this case, using the paradigm devised
by Fear et al., �1995� it has been possible to discern a differ-
ence between these listener groups who are otherwise per-
forming at an equivalently high level.

The findings suggest that Dutch listeners have a rather
more refined appreciation of prosodic goodness than do Eng-
lish listeners. Specifically, they have a notion of what words
with U �unstressed but full� vowels should sound like. There
is good reason why they should have such a concept; U
vowels are far more common in Dutch than they are in Eng-
lish. Cognate pairs abound to illustrate this: the first syllables
of cigar, parade, banana, and the second syllables of panda,
cobra, and octopus are all reduced in English, while the
equivalent syllables in Dutch sigaar, parade, banaan, panda,
cobra, and octopus all have full U vowels. Substitution of P
or S vowels in place of the U vowel in such words would
violate listeners’ preconceptions. Cooper et al. �2002� found
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that English syllables such as mus- from music versus mu-
seum could be more accurately attributed by Dutch than by
English listeners, and the difference was greatest with the
unstressed case �mus- from museum�. English-speaking par-
ticipants in that study actually performed significantly below
chance with these cases. Dutch-speaking participants per-
formed significantly above chance with the same items.

Another feature of the present results is also indicative
of sensitivity to prosodic goodness. The present Dutch lis-
tener group produced a completely consistent response pat-
tern with respect to direction of a mismatching cross-splice;
mismatches in which the inserted vowel was less stressed
than the original vowel were always rated more highly than
mismatches in which a more highly stressed vowel replaced
a less stressed �thus, as can be seen from Fig. 1, the rating for
SP is above that for PS, UP above PU, US above SU, RP
above PR, RS above SR, and RU above UR�. This is in
accord with what happens in natural speech—casual-speech
processes lead to both suprasegmental and segmental reduc-
tion, so that citation forms are realised naturally in less
stressed form. The reverse situation, i.e., higher stress than in
the citation form, can also happen �in contrastive stress on
morphemes, e.g., He said IGnited not United�, but is far less
likely.

This internal consistency, too, was absent from the re-
sponses found by Fear et al. �1995�. For their English listen-
ers, substitution of a more highly stressed vowel for a U
vowel actually led to a higher rating than the reverse opera-
tion �with the same items as used here, SU was rated higher
than US, and PU higher than UP�. If, as Fear et al. �1995�
proposed, the English listeners have internalized a vowel-
based distinction �full versus reduced� only, then it may be
that a P or S vowel better matches to their notion of what a
full vowel should sound like than a U vowel does.

There are good reasons for English listeners to attend
less to suprasegmental information in speech than listeners
of other languages do. The payoff, in terms of reduction in
the competitor population in spoken-word recognition, is sig-
nificantly less in English than it is in Dutch and other lan-
guages �Cutler et al., 2004; Cutler and Pasveer, 2006�. Eng-
lish listeners can easily distinguish parade from paradise
during the first syllable, because the vowels in the two words
are different; Dutch listeners can distinguish the cognate
words parade and paradijs as quickly as this only if they can
use suprasegmental cues in the initial syllables, because even
though the stress is different, the vowel quality is the same.

In comparison to native listeners, non-native listeners
are in general disadvantaged. However, the present findings
join those of Cooper et al. �2002� as evidence that listening
skills encouraged by the native language might sometimes,
when deployed in non-native listening, help to compensate
for the disadvantages. The processing of stress is not the only
case in which Dutch listeners to English appear to outdo
native listeners; Broersma �2005, 2008� also observed that
Dutch listeners can display more sensitivity than English lis-
teners in distinguishing voicing contrasts at the end of Eng-
lish syllables. In that case, the native language, where voic-
ing can contrast only syllable-initially, encouraged attention
to cues within the consonant to distinguish the voicing fea-

ture. Dutch listeners could then use such cues also for Eng-
lish syllable-final contrasts, whereas for English listeners,
vowel duration was an over-riding cue. In the stress case, the
greater frequency of U vowels in Dutch has caused listeners
to store knowledge of the acoustic differences between such
vowels and vowels bearing stress. This knowledge can be
deployed in recognizing Dutch words �e.g., to rule out pa-
rade during the pa- of paradijs�. Even though the payoff is
undoubtedly less in English than in Dutch, the same acoustic
differences do obtain and hence the native listening skills can
be transferred. In English, then, a Dutch listener could in
principle call on these skills to determine, fractionally earlier
than a native English listener, that automatic is being uttered,
and not automata.
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A model for sound absorption by spheroidal particles
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This paper describes a mathematical model for the scattering of acoustic waves in dispersions of
prolate or oblate non-spherical particles. Based on fundamental equations of change for mass,
momentum, and energy, wave equations are derived and solved in spheroidal coordinates. The
examination of the boundary-value problem of an aligned spheroidal particle in a continuous
medium, excited by a plane wave, leads to a description of the viscoinertial, thermal, and diffractive
phenomena. The model is analogous to the Epstein–Carhart–Allegra–Hawley theory for spherical
particles, and suggests itself for studying non-sphericity in the acoustic analysis of industrial
dispersions. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3119623�

PACS number�s�: 43.20.Hq, 43.35.Bf �RR� Pages: 3526–3538

I. INTRODUCTION

Acoustic techniques for the analysis of dispersed system
typically involve, first, capturing the response of the system
to an acoustic signal and, second, interpretation of these data.
The second part can cause considerable difficulty, as the in-
formation of interest is typically hidden in the measured data
in a non-obvious way. Predictive models based on first prin-
ciples can offer convenient data analysis without empirical
calibration. Well-known models for dispersions of spherical
particles or droplets include the model of
Epstein–Carhart–Allegra–Hawley,1,2 also referred to as
ECAH theory, and coupled-phase models such as that of
Dukhin and Goetz.3,4 These models have found use, for ex-
ample, in the determination of the solid content and particle
size �and distribution� from acoustic attenuation spectra.5–8

To address the fact that industrial systems often involve
non-spherical particles, this work implements an axisymmet-
ric spheroidal particle geometry into the ECAH theory, as an
approximation of the various shapes in real systems. As il-
lustrated in Fig. 1, these objects are formed by rotation of an
ellipse about its major �prolate spheroid� or minor axis �ob-
late spheroid�. Alternative approaches toward the generaliza-
tion of the ECAH framework to non-spherical geometries are
reported, for example, for cylindrical obstacles9,10 such as
fiber suspensions, and by Datta and Shah11 who used an
ECAH type of model �yet without thermal transport� in sphe-
roidal coordinates to derive solutions for the limiting cases of
spheres and cylinders. Earlier work on acoustic scattering by
spheroidal objects was narrower in scope and limited to
rigid, elastic, soft, or penetrable scatterers without thermal
transport mechanisms;12–21 see also Ye’s review paper.22 Yet
other ways of dealing with spheroidal scatterers are within
the coupled-phase concept23,24 or the transition matrix.25 A
similar separation-of-variables approach as in the ECAH
theory was also used in spheroidal electromagnetic
problems.26–29

This paper presents the background of the suggested
spheroidal model, including its differential equations and as-
sumptions, the corresponding wave equations, and the solu-
tion in prolate and oblate coordinates in terms of spheroidal
wave functions by a separation of variables. The boundary

conditions of a spheroidal particle in an infinite continuous
medium, excited by a plane compressional wave, leads to a
system of algebraic equations. This provides the model equa-
tions for the physical phenomena in and around the spheroid
and thereby, for example, the attenuation imparted to an
acoustic wave by a dispersion of spheroidal particles.

II. SPHEROIDAL COORDINATES

The particle under investigation is best described in
spheroidal coordinates, where its surface corresponds to a
constant value of the radial coordinate �. The definitions and
the notation of Flammer30 will be largely adopted throughout
this work, where prolate coordinates �� ,� ,�� are related to
rectangular coordinates �x ,y ,z� as follows:

x = a�1 − �2�1/2��2 − 1�1/2 cos � , �1�

y = a�1 − �2�1/2��2 − 1�1/2 sin � , �2�

z = a�� . �3�

Oblate coordinates are defined in a similar way, except that
��2+1� appears in place of ��2−1� in Eqs. �1� and �2�. The
radial coordinate �=1, . . . ,� �prolate� or �=0, . . . ,� �oblate�
defines the distance from the origin. The angles �=
−1, . . . ,1 and �=0, . . . ,2� are analogous to cos � and � in
spherical coordinates. The constant a defines the semifocal
distance of the spheroid, the z axis is its axis of revolution.

Instead of � and a, a spheroidal particle can also be
characterized by its eccentricity � �aspect ratio; ratio of the
longest to the shortest axis� and the radius req of a sphere of
equivalent volume. The values of � and a can be recovered
by

� = �
�

��2 − 1�1/2 prolate

1

��2 − 1�1/2 oblate,� �4�
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a = �
req

��3 − ��1/3 prolate

req

��3 + ��1/3 oblate.� �5�

These relations follow from the half-axis lengths of the re-
spective spheroid, which are a� and either a��2−1�1/2 �pro-
late� or a��2+1�1/2 �oblate�,30 and its volume, which is 4� /3
times the product of the three half-axes.

Except for Eqs. �4� and �5�, the oblate and the prolate
cases are analogous. This paper presents only the prolate
equations. The oblate versions can be obtained at any time
by replacing � and a in a prolate relation by i�obl and −iaobl,
where �obl and aobl are those of Eqs. �4� and �5�.

For some vector operations used below, scale factors
will be required, as defined by h�

2 = ��x /���2+ ��y /���2

+ ��z /���2, etc.31 With Eqs. �1�–�3�, this results in

h� =
a��2 − �2�1/2

�1 − �2�1/2 , �6�

h� =
a��2 − �2�1/2

��2 − 1�1/2 , �7�

h� = a�1 − �2�1/2��2 − 1�1/2. �8�

Using the coordinates in the order �� ,� ,�� ensures a right-
handed coordinate system.30

III. DIFFERENTIAL EQUATIONS

The model of this paper is based on the fundamental
principles of mass, momentum, and energy conservation,
simplified for linear acoustic waves and vanishing overall
motion. Linearity implies small deviations of all variables
�e.g., �	 for the density 	� from their values at rest �e.g., 	0�
and therefore �	
	0 in 	=	0+�	. This allows writing the
equations of change for mass, momentum, and energy with-
out second-order terms such as ��	�2,31,32

	−1�	

�t
= − �� · v� , �9�

	
�v
�t

= − �� · �� , �10�

	
�u

�t
= − �� · q� − p�� · v� , �11�

where 	 is the density, t is the time, v is the velocity vector,
� is the stress tensor, u is the internal energy, q is the heat
flux, and p is the pressure. These relations can be trans-
formed into an equivalent potential representation.32,33 This
transformation makes use of Helmholtz’ theorem to express
the velocity vector v in terms of a scalar potential � and a
vector potential A by means of v=−i��−��+�A�, where
the vector potential A is assumed to be non-divergent with-
out loss of generality, thus � ·A=0, and the scalar potential
is split into a “compressional” and a “thermal” component,
�=�c+�t. By assuming harmonic oscillations with an an-
gular frequency � and thus an e−i�t dependence for all states,
whereby time derivatives �� /�t� become equivalent to �−i��,
and by assuming a linear stress–strain relation and Fourier’s
law for the heat transfer, the above equations can be trans-
formed into the following scalar and vector equations:

��2 + kc
2��c = 0, �12�

��2 + kt
2��t = 0, �13�

��2 + ks
2�A = 0 , �14�

with the wavenumbers kc �compressional�, kt �thermal�, and
ks �shear�,

kc =
�

c
+ i�, kt = 	 i�	cp

�

1/2

, ks = 		�2

�

1/2

�15�

or in products with the semifocal distance a:

cc = kca, ct = kta, cs = ksa . �16�

The symbols c �without subscript�, �, cp, and � stand for the
sound speed and attenuation in the medium under consider-
ation, heat capacity, and thermal conductivity, respectively. �
is either the shear modulus G �for solids�, or equal to −i�
times the shear viscosity �for liquids�, or G�− iG� �for vis-
coelastic materials�.34

When focusing on a specific coordinate system, the sca-
lar components of the vector equation �14� can be written
out.31,35 In the axisymmetric case, � ·A=0 implies that A
consists of only one non-vanishing component, A= �0 0 A��,
which is also not a function of the azimuthal angle �,
whereby two components of Eq. �14� vanish identically. In
prolate coordinates, the third component of Eq. �14� becomes

in
co

m
in

g
w

av
e

z

x

y

z

x

y

FIG. 1. A prolate �left� and an oblate spheroid �right� in
a plane wave.
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	�2 + ks
2 −

1

a2��2 − 1��1 − �2�
A� = 0. �17�

Equations �12�, �13�, and �17� define a system of three scalar
elliptic Helmholtz equations for the potentials �c, �t and
A= �0 0 A��. A Helmholtz equation can be solved by separa-
tion of variables: using R���S���T��� for the potential and
multiplying the equation with ��2−1��1−�2���2

−�2�−1�RST�−1 allow to identify parts that depend solely on
�, �, or �, respectively; each part needs to be constant to be
able to fulfill the equation for arbitrary values of the inde-
pendent variables.

The part that depends on �, that is, �1 /T��2T /��2, can
be set to −mc

2 when solving Eq. �12�, to −mt
2 for Eq. �13�, and

to 1−ms
2 for Eq. �17�. The solutions of this equation are

cos�mc/t�� and sin�mc/t�� in the compressional and thermal
cases, and cos��ms

2−1�1/2�� and sin��ms
2−1�1/2�� in the shear

case. Because of the axial symmetry of the problem at hand,
where the solution is not a function of �, it is clear that mc

=mt=0 and ms=1 �Ref. 36� and thus T���=1. The parts that
depend on � or � can in turn be split into two independent
ordinary differential equations using the eigenvalue �mn as
separation constant. With the present choice of separation
constants, this leads to the same pair of equations for the
compressional, thermal, and the shear case:

�

��
	��2 − 1�

�

��
Rmn�c,��
 − 	�mn − c2�2

+
m2

�2 − 1

Rmn�c,�� = 0, �18�

�

��
	�1 − �2�

�

��
Smn�c,��
 + 	�mn − c2�2

−
m2

1 − �2
Smn�c,�� = 0. �19�

The solution of these equations are the radial and angular
spheroidal wave functions, respectively, usually denoted as
Rmn and Smn, or actually linear combinations thereof for all n
and m. Both functions exist in two kinds, which are both a
solution of the respective second-order differential equation.
Both kinds need to be retained in the radial case, done here
by Rmn

�3� =Rmn
�1� + iRmn

�2� and Rmn
�1�. In the angular case, the function

of the second kind Smn
�2� is irregular at �= �1 and is thus not

considered. The remaining Smn
�1� �Smn for simplicity� can be

expanded in terms of orthogonal Legendre polynomials
Pn

m��� and a coefficient dr
mn�c�,30

Smn�c,�� = �
r=0

�

dr
mn�c�Pm+r

m ��� , �20�

where dr
mn=0 for m+n+r=odd or r�0; otherwise dr

mn fol-
lows from a recurrence relation.30 The associated Legendre
polynomial is Pr

m�����1−�2�m/2�dm /d�m�Pr
0���.

A. General solution

Built according to R���S���T��� as defined above, the
solutions of Eqs. �12�, �13�, and �17� can be written as

�c = �
n=0

�

�
r=0

�

in�2n + 1�fcdr
0n�cc�Pr

0��� , �21�

�t = �
n=0

�

�
r=0

�

in�2n + 1�f tdr
0n�ct�Pr

0��� , �22�

A� = �
n=0

�

�
r=0

�

in�2n + 1�fsdr−1
1n �cs�Pr

1��� , �23�

with, for convenience, the following shorthands:

fc = AnR0n
�3��cc,�� + ĀnR0n

�1��cc,�� , �24�

f t = BnR0n
�3��ct,�� + B̄nR0n

�1��ct,�� , �25�

fs = CnR1n
�3��cs,�� + C̄nR1n

�1��cs,�� , �26�

where An, Ān, Bn, B̄n, Cn and C̄n are integration constants to
be defined by the boundary conditions. Note that a form of
Eq. �20� with a shifted r was used in Eq. �23�, Smn�c ,��
=�r=1

� dr−1
mn �c�Pm+r−1

m ���, where the sum can be started at r
=0 as in the original series because of dr

mn=0 for r�0. Be-
cause of the arbitrarily introduced factor in�2n+1�, above
potentials converge to the ECAH theory1,2 in the spherical
limit, where �→�, a�→r*, �→cos �, and

Rmn
�1��c,�� ——→

spherical

jn�kr*� , �27�

Rmn
�3��c,�� ——→

spherical

hn�kr*� , �28�

Smn�c,�� ——→
spherical

Pn
m�cos �� , �29�

dr
mn�c� ——→

spherical 1 for r = n − m

0 otherwise,
� �30�

with the spherical Bessel functions jn and hn.

B. Special forms of the solution

Equation �21� can represent a plane compressional
wave. This can be seen from the general description of a
plane wave with wavenumber kc in prolate coordinates �Eq.
�5.3.3� in Ref. 30�

�c0 = �
n=0

�

�
m=0

�

2in 2 − �0m

Nmn�cc�
Smn�cc,cos �0�Rmn

�1��cc,��

Smn�cc,��cos m�� − �0� , �31�

where �0m is the Kronecker delta. �0 and �0 define the propa-
gation direction of the plane wave. The time factor e−i�t is
suppressed for readability. For propagation in positive z di-
rection, �0=�0=0, in which case all terms with m�0 vanish
identically. This can be seen by rewriting Smn�c ,1� with Eq.
�20�, and noting that Pr

m�1� is zero for m�0 �or unity for
m=0�. In this case, the normalization constant N0n is
�r=0

� �2�dr
0n�2 / �2r+1�� �Eq. �3.1.33� in Ref. 30�, and the

above equation simplifies to
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�c0 = �
n=0

�
in�r=0

� dr
0n�cc�

�r=0
� �dr

0n�cc��2/�2r + 1�
R0n

�1��cc,��S0n�cc,�� .

�32�

This can be brought into the standard form of Eq. �21� by
means of

fc0 = An
0R0n

�1��cc,�� , �33�

with

An
0 =

��r=0
� dr

0n�cc��/�2n + 1�
�r=0

� �dr
0n�cc��2/�2r + 1�

. �34�

The index 0 was introduced to denote the incoming wave.
Note that An

0 approaches unity in the spherical limit with Eq.
�30�.

Equations �21�–�26� can also represent “secondary”
waves, e.g., as created inside and around a particle in re-
sponse to a primary wave. Outside the particle �index 1 be-
low�, the potentials cannot contain Rmn

�1�, as this function �as
its spherical analog jn� becomes infinite for �→�. This re-
duces Eqs. �24�–�26� to

fc1 = AnR0n
�3��cc,�� , �35�

f t1 = BnR0n
�3��ct,�� , �36�

fs1 = CnR1n
�3��cs,�� . �37�

Instead, within the particles �index 2 below�, Rmn
�3� cannot be

used, as this function �as its spherical analog hn� becomes
infinite for �→0 and thus

fc2 = ĀnR0n
�1��c̄c,�� , �38�

f t2 = B̄nR0n
�1��c̄t,�� , �39�

fs2 = C̄nR1n
�1��c̄s,�� . �40�

Bars have been used for properties of the particles �Ā , c̄� vs
the continuous medium �A ,c�.

IV. MODEL EQUATIONS

The above framework is used below to describe a sphe-
roidal particle in a compressional plane wave. Because of the
different physical properties in the particle and the surround-
ing medium, secondary waves are created inside �index 2�
and around the particle �index 1� as a response to the incident
wave �index 0�. The descriptors of these waves

�An ,Bn , . . . , C̄n of Eqs. �35�–�40�� are determined below from
boundary conditions for the velocity, temperature, heat flux,
and the stress at the particle surface. This will produce six
equations for the determination of the six unknowns, Eqs.
�44�, �48�, �54�, �55�, �59�, and �63� below, in analogy to Eqs.
�8a–f� in Ref. 2 for the spherical case.

A. Velocity in radial direction

The derivation starts from the definition of the velocity
in terms of the potentials, v= �−i�� �−��+�A�. By re-

solving the �-operators for general orthogonal coordinates
using scale factors,31 the � component of this vector relation
can be written as follows:

v�/�− i�� = − ��� + ��  A = −
1

h�

��

��

−
h�

h�h�h�

��h�A��
��

. �41�

The scale factors are given by Eqs. �6�–�8�, and noting that
�=�c+�t, the potentials can be expressed by Eqs.
�21�–�23�. This introduces terms in Pr

0 and Pr
1, which can be

collected in Pr
0 using the recurrence relation d /d���1

−�2�1/2Pr
1����=−r�r+1�Pr

0��� �follows when rewriting Eq.
�8.5.2� in Ref. 37 with the associated Legendre polynomial
as defined after Eq. �20��. This results in

v� = �
n=0

�

�
r=0

�
�− i��in�2n + 1�

a��2 − �2�1/2 · �− ��2 − 1�1/2�dr
0n�cc�fc�

+ dr
0n�ct�f t�� + r�r + 1�dr−1

1n �cs�fs�Pr
0��� , �42�

with f���f /��. This is a general relation between the poten-
tials and the resulting radial velocity which can be used for
the incoming wave �index 0� as well as for the secondary
waves around �index 1� and inside the particle �index 2�.
Since the waves and the resulting velocities can be superim-
posed due to the linearity of the problem, the continuity in
radial velocity requires v�0+v�1=v�2 at the particle boundary,
and thus

�
n=0

�

− ��2 − 1�1/2�dr
0n�cc��fc0� + fc1� � − dr

0n�c̄c�fc2�

+ dr
0n�ct�f t1� − dr

0n�c̄t�f t2� � + r�r + 1��dr−1
1n �cs�fs1

− dr−1
1n �c̄s�fs2� = 0 for r = 0, . . . ,� . �43�

Bars distinguish properties of the particulate phase from
those of the continuous phase. Note that the summation over
r has been dropped due to the orthogonality of the Legendre
polynomials, which requires that each term in the series
needs to vanish individually for every r �0, . . . ,�� to achieve
validity for arbitrary values of �. In turn, this allowed drop-
ping Pr

0���, and the boundary condition is therefore now en-
tirely independent of �. With Eqs. �33�–�40� for the short-
hands f , Eq. �43� becomes

�
n=0

�

An
0dr

0n�cc�R0n
�1���cc,�� + Andr

0n�cc�R0n
�3���cc,��

+ Bndr
0n�ct�R0n

�3���ct,�� − Cnr�r + 1�dr−1
1n �cs�R1n

�3��cs,��/��2

− 1�1/2 − Āndr
0n�c̄c�R0n

�1���c̄c,�� − B̄ndr
0n�c̄t�R0n

�1���c̄t,��

+ C̄nr�r + 1�dr−1
1n �c̄s�R1n

�1��c̄s,��/��2 − 1�1/2 = 0 for r

= 0, . . . ,� . �44�

As opposed to the spherical case, the summation over n
needs to be retained, as the expression does not contain an
orthogonal function in n. Note that because of dr

mn=0 for
m+n+r=odd �see Eq. �20��, the terms in the sum vanish
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identically for every other n. Even and odd modes are there-
fore coupled among themselves, but are decoupled from each
other.

B. Velocity in tangential direction

The tangential velocity is handled along the same lines
as the radial component. With v= �−i���−��+�A�, the
tangential velocity can be written out as follows:31

v�/�− i�� = − ��� + ��  A = −
1

h�

��

��

+
h�

h�h�h�

��h�A��
��

. �45�

With �=�c+�t and A� from Eqs. �21�–�23�, the scale fac-
tors from Eqs. �6�–�8�, and by rewriting Pr

0 in terms of Pr
1

using the definition of the associated Legendre polynomial
�see after Eq. �20��, one arrives at

v� = �
n=0

�

�
r=0

�
�− i��in�2n + 1�

a��2 − �2�1/2 	− dr
0n�cc�fc − dr

0n�ct�f t

+
�

��
��2 − 1�1/2dr−1

1n �cs�fs
Pr
1��� . �46�

The boundary condition v�0+v�1=v�2 at the particle surface,
with the incoming �index 0� and the secondary waves �index
1 outside the particle, index 2 inside�, then becomes

�
n=0

�

− dr
0n�cc��fc0 + fc1� + dr

0n�c̄c�fc2 − dr
0n�ct�f t1

+ dr
0n�c̄t�f t2 +

�

��
��2 − 1�1/2�dr−1

1n �cs�fs1

− dr−1
1n �c̄s�fs2� for r = 1, . . . ,� �47�

and, with f from Eqs. �33�–�40�,

�
n=0

�

An
0dr

0n�cc�R0n
�1��cc,�� + Andr

0n�cc�R0n
�3��cc,��

+ Bndr
0n�ct�R0n

�3��ct,�� − Cndr−1
1n �cs��R1n

�3���cs,����2

− 1�1/2 + R1n
�3��cs,���/��2 − 1�1/2�

− Āndr
0n�c̄c�R0n

�1��c̄c,�� − B̄ndr
0n�c̄t�R0n

�1��c̄t,��

+ C̄ndr−1
1n �c̄s��R1n

�1���c̄s,����2 − 1�1/2 + R1n
�1��c̄s,���/��2

− 1�1/2� = 0 for r = 1, . . . ,� . �48�

Regarding the summation over r and the dropping of the
Legendre polynomial, the same comments apply as before
Eq. �44�. Also note that, as Eq. �46� vanishes identically for
r=0 because of P0

1=0, Eqs. �47� and �48� are invalid for r
=0.

C. Temperature fluctuation and heat flux

In a similar way as the velocity, also the temperature
fluctuation can be computed from the potentials. This rela-

tion can be written as T=bc�c+bt�t, which can be obtained
in the derivation of the wave equations,1,2,32 with

bc = −
�

c1
2�
	�2 − � c1

2

�
+

4�

3	
�kc

2
 , �49�

bt = −
�

c1
2�
	�2 − � c1

2

�
+

4�

3	
�kt

2
 , �50�

c1
2 = c2 − 4 Re���/�3	� , �51�

� = cp/cv = 1 + c1
2�2Tabs/cp, �52�

where � is the ratio of the specific heats, � is the thermal
volumetric expansion, � is the quantity defined after Eq.
�16�, c is the sound speed, c1 is the modified sound speed as
defined in Ref. 2, and Tabs the average absolute temperature
in Kelvin. With Eqs. �21� and �22�, the temperature can then
be written as

T = �
n=0

�

�
r=0

�

in�2n + 1��bcdr
0n�cc�fc + btdr

0n�ct�f t�Pr
0��� .

�53�

With Eqs. �33�–�40�, the boundary condition T0+T1=T2 for
the superposition of the incoming wave �index 0� and those
in the continuous phase �1� and the particle �2� results in

�
n=0

�

An
0bcdr

0n�cc�R0n
�1��cc,�� + Anbcdr

0n�cc�R0n
�3��cc,��

+ Bnbtdr
0n�ct�R0n

�3��ct,�� − Ānb̄cdr
0n�c̄c�R0n

�1��c̄c,��

− B̄nb̄tdr
0n�c̄t�R0n

�1��c̄t,�� = 0 for r = 0, . . . ,� . �54�

As before, the summation over r and thus also Pr
0 were

dropped due to the orthogonality of the Legendre polynomi-
als. The boundary condition for the radial component of the
heat flux follows from Eq. �53� with Fourier’s law q=
−��T:

�
n=0

�

An
0�bcdr

0n�cc�R0n
�1���cc,�� + An�bcdr

0n�cc�R0n
�3���cc,��

+ Bn�btdr
0n�ct�R0n

�3���ct,�� − Ān�̄b̄cdr
0n�c̄c�R0n

�1���c̄c,��

− B̄n�̄b̄tdr
0n�c̄t�R0n

�1���c̄t,�� = 0 for r = 0, . . . ,� .

�55�

D. Shear stress

The derivation of the stress tensor components is some-
what more involved than the above, although it follows the
same principles. The reason is that the terms in the series are
a more complicated function of the angle � than before.
Whereas previously, the dependence on � was only through
the orthogonal Legendre polynomial �which immediately
justifies looking at every r individually and in turn allows
dropping Pr

m and thus all � dependence�, the present case
necessitates the use of recurrence relations to remove �.
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The starting point is Newton’s law of viscosity for liq-
uids, or analogous Hooke’s law for solids, which both define
a linear relation between material deformation and the result-
ing stress. Two components of the stress tensor are relevant
in the present context: the �-directed shear stress in a plane
perpendicular to the � axis, ���, and the normal stress in �
direction, ���. In the first case, Newton’s and Hooke’s law
can be written as ���=−���v+ ��v�T��� / �−i��, where � is
the symbol in Eq. �15�. The terms in the square bracket cor-
respond to a rate of strain, and can be resolved as follows:31

��v + ��v�T��� =
h�

h�

�

��

v�

h�

+
h�

h�

�

��

v�

h�

. �56�

With Eqs. �42� and �46� for v� and v�, and Eqs. �6� and �7�
for the scale factors, an expression with infinite sums in n
and r is obtained. In addition to applying the product rule for
d /d� and d /d� �leaving either the terms before or after the
opening square bracket of Eqs. �42� and �46� intact�, one can
also make use of Pn

1���= �1−�2�1/2dPn
0��� /d� �see after Eq.

�20�� to obtain

��� = �
n=0

�

�
r=0

�
�− ��in�2n + 1�

a2��2 − �2�2 ��2 − �2��− ��2 − 1�1/2�dr
0n�cc�fc� + dr

0n�ct�f t�� + r�r + 1�dr−1
1n �cs�fs�Pr

1���

+ 2��1 − �2�1/2�− ��2 − 1�1/2�dr
0n�cc�fc� + dr

0n�ct�f t�� + r�r + 1�dr−1
1n �cs�fs�Pr

0��� + ��2 − �2���2 − 1�1/2	− dr
0n�cc�fc�

− dr
0n�ct�f t� +

�2

��2 ��2 − 1�1/2dr−1
1n �cs�fs
Pr

1��� − 2���2 − 1�1/2	− dr
0n�cc�fc − dr

0n�ct�f t +
�

��
��2 − 1�1/2dr−1

1n �cs�fs
Pr
1���� .

�57�

As opposed to the previous cases, where the dependence on
� was identical in all sums with only either Pr

0��� or Pr
1���,

the present series contain also other dependencies on �:

�2 dr
0n Pr

1��� → Eq. �A8� ,

�2 dr−1
1n Pr

1��� → Eq. �A9� ,

�2 r�r + 1�dr−1
1n Pr

1��� → Eq. �A10� ,

��1 − �2�1/2 dr
0n Pr

0��� → Eq. �A11� ,

��1 − �2�1/2r�r + 1�dr−1
1n Pr

0��� → Eq. �A12� .

With the identities in Appendix A �using the equations indi-
cated above�, the series in Eq. �57� can be replaced by

equivalent ones that contain the dependence on � only
through Pr

1���:

��� = �
n=0

�

�
r=0

�
�in�2n + 1�
a2��2 − �2�2 �tc

t0�cc�fc + tc
t1�cc�fc� + tc

t0�ct�f t

+ tc
t1�ct�f t� + ts

t0�cs�fs + ts
t1�cs�fs� + ts

t2�cs�fs��Pr
1��� .

�58�

The expressions for t are given in Appendix B. As the t are
independent of �, the only � dependence is now in terms of
Pr

1���, which, however, cancels out in the usual way when
building the boundary condition ���,0+���,1=���,2 at the par-
ticle boundary:

�
n=0

�

An
0��tc

t0�cc�R0n
�1��cc,�� + tc

t1�cc�R0n
�1���cc,��� + An��tc

t0�cc�R0n
�3��cc,�� + tc

t1�cc�R0n
�3���cc,��� + Bn��tc

t0�ct�R0n
�3��ct,��

+ tc
t1�ct�R0n

�3���ct,��� + Cn��ts
t0�cs�R1n

�3��cs,�� + ts
t1�cs�R1n

�3���cs,�� + ts
t2�cs�R1n

�3���cs,��� − Ān�̄�tc
t0�c̄c�R0n

�1��c̄c,��

+ tc
t1�c̄c�R0n

�1���c̄c,��� − B̄n�̄�tc
t0�c̄t�R0n

�1��c̄t,�� + tc
t1�c̄t�R0n

�1���c̄t,��� − C̄n�̄�ts
t0�c̄s�R1n

�1��c̄s,�� + ts
t1�c̄s�R1n

�1���c̄s,��

+ ts
t2�c̄s�R1n

�1���c̄s,��� = 0 for r = 1, . . . ,� . �59�

Note that as already in the case of the tangential velocity, this expression is not meaningful for r=0 because of P0
1=0 in Eq.

�58�.
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E. Normal stress

The stress in normal direction to the particle surface, ���,
can be derived in a similar way as the tangential stress. The
expressions are somewhat longer due to a more complicated
form of Newton’s and Hooke’s law in this case,

��� = ��2kc
2 − ks

2��c + ��2kt
2 − ks

2��t − ���v + ��v�T���/

�− i�� , �60�

where � is the symbol in Eq. �15�. The first two terms on the

right-hand side represent contributions from the hydrody-
namic pressure and the volumetric expansion,32,33 whereas
the last expression corresponds to the geometric strain of
deformation. The latter is given by31

��v + ��v�T��� =
2

h�
	 �v�

��
+

v�

h�

�h�

��
+

v�

h�

�h�

��

 .

With Eqs. �42� and �46� for the velocities, the scale factors of
Eqs. �6�–�8�, and Eqs. �21� and �22� for the potentials, Eq.
�60� then becomes

��� = �
n=0

�

�
r=0

�
− 2�in�2n + 1�

a2��2 − �2�2 − ��2 − �2�2�cc
2 − cs

2/2�fcdr
0n�cc�Pr

0��� − ��2 − �2�2�ct
2 − cs

2/2�f tdr
0n�ct�Pr

0��� + ��2 − �2���2 − 1�1/2 �

��

�− ��2 − 1�1/2�dr
0n�cc�fc� + dr

0n�ct�f t�� + r�r + 1�dr−1
1n �cs�fs�Pr

0��� − ���2 − 1�2�− ��2 − 1�1/2�dr
0n�cc�fc� + dr

0n�ct�f t�� + r�r

+ 1�dr−1
1n �cs�fs�Pr

0��� − ��1 − �2�1/2	− dr
0n�cc�fc − dr

0n�ct�f t + dr−1
1n �cs�

�

��
��2 − 1�1/2fs
Pr

1���� . �61�

As already for the shear stress, this expression contains nu-
merous dependencies on �,

�2 dr
0n Pr

0��� → Eq. �A5� ,

�4 dr
0n Pr

0��� → Eq. �A7� ,

�2 r�r + 1� dr−1
1n Pr

0��� → Eq. �A6� ,

��1 − �2�1/2 dr
0n Pr

1��� → Eq. �A13� ,

��1 − �2�1/2 dr−1
1n Pr

1��� → Eq. �A14� ,

which need to be removed using the recurrence relations in-
dicated above. The result is the following expression for the

normal stress with the desired simple dependence on �
through only the Legendre polynomial Pr

0���:

��� = �
n=0

�

�
r=0

�
− 2�in�2n + 1�

a2��2 − �2�2 �tc
r0�cc�fc + tc

r1�cc�fc�

+ tc
r2�cc�fc� + tc

r0�ct�f t + tc
r1�ct�f t� + tc

r2�ct�f t� + ts
r0�cs�fs

+ ts
r1�cs�fs��Pr

0��� . �62�

The shorthands t are independent of �, details can be found
in Appendix B. This form of the normal stress allows the
construction of the corresponding boundary condition ���,0

+���,1=���,2 at the particle boundary �0=incoming wave, 1
=wave around the particle, 2=wave inside the particle� as
follows:

�
n=0

�

An
0��tc

r0�cc,cs�R0n
�1��cc,�� + tc

r1�cc�R0n
�1���cc,�� + tc

r2�cc�R0n
�1���cc,��� + An��tc

r0�cc,cs�R0n
�3��cc,�� + tc

r1�cc�R0n
�3���cc,��

+ tc
r2�cc�R0n

�3���cc,��� + Bn��tc
r0�ct,cs�R0n

�3��ct,�� + tc
r1�ct�R0n

�3���ct,�� + tc
r2�ct�R0n

�3���ct,��� + Cn��ts
r0�cs�R1n

�3��cs,��

+ ts
r1�cs�R1n

�3���cs,��� − Ān�̄�tc
r0�c̄c, c̄s�R0n

�1��c̄c,�� + tc
r1�c̄c�R0n

�1���c̄c,�� + tc
r2�c̄c�R0n

�1���c̄c,��� − B̄n�̄�tc
r0�c̄t, c̄s�R0n

�1��c̄t,��

+ tc
r1�c̄t�R0n

�1���c̄t,�� + tc
r2�c̄t�R0n

�1���c̄t,��� − C̄n�̄�ts
r0�c̄s�R1n

�1��c̄s,�� + ts
r1�c̄s�R1n

�1���c̄s,��� = 0 for r = 0, . . . ,� . �63�

In the usual way, the orthogonality of the Legendre polyno-
mial allowed to consider each r in Eq. �62� individually, and
in turn to drop Pr

0.

V. DISCUSSION

The model consists of Eqs. �44�, �48�, �54�, �55�, �59�,
and �63�, providing six algebraic equations for the determi-
nation of An ,Bn ,Cn �waves in the continuous phase� and
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Ān , B̄n , C̄n �waves within the particle�. These equations are
analogous to Eqs. �8a–f� in Ref. 2 for the spherical case and
converge to those in the spherical limit. The zeroth-order

coefficients C0 and C̄0 are not used �as dr
mn=0 for n�m in

Eq. �23��; the parity between equations and unknowns is
maintained by noting that Eqs. �48� and �59� are undefined
for r=0. The system is completely determined by the size
and shape of the spheroid ��=�pro and a=apro, or �= i�obl and
a=−iaobl, of Eqs. �4� and �5�� and the physical properties of
the continuous phase and the particle.

In contrast to the spherical case,2 where the model equa-
tions can be solved individually for every n, the spheroidal
model equations are connected for different n because of the
summation n=0, . . . ,�. This coupling is among all even
modes n=0,2 ,4 , . . . ,� on the one hand, and all odd modes
n=1,3 ,5 , . . . ,� on the other, as discussed after Eq. �44�. It is
therefore impossible to compute, e.g., A0 without also com-
puting A2 ,A4, etc.

In practice, thanks to the fact that the series converge for
higher n, the evaluation can usually be restricted to some
nmax. The number of equations then follows from r
=0, . . . ,nmax. If sufficient accuracy is obtained when drop-
ping, for example, all orders n�5, one obtains an 1818
system of equations from n=1,3 ,5 and r=1,3 ,5 for the odd
modes, and a 1616 system from n=0,2 ,4 and r=0,2 ,4
for the even modes �where the zeroth-order mode contributes
only a 44 subsystem�. The convergence can be verified by
augmenting nmax until the coefficients of interest converge to
the desired accuracy. Larger values of the eccentricity � typi-
cally require a higher nmax.

A. Using the solutions

After solution of the model equations, the values of

An ,Bn , . . . , C̄n can, e.g., be used to produce the velocity field
shown in Fig. 2. The underlying equation is v=
−i��−��+�A�. At this point, it is important to introduce
the time factor e−i�t, a factor which is implicitly assumed in
the wave equations but was omitted in the definition of the
incident wave in Eq. �31�. The real part of the resulting com-
plex velocity is the actual physical quantity, vactual

=Re�−i��−��+�A�e−i�t�.32

The solution also leads to the attenuation of an acoustic
wave by the particles in the system. Assuming that all par-
ticles in the system contribute in a linear way, the attenuation
� is given by

� = −
3�

2kc
2req

3 �
n=0

�

�2n + 1�Re�An� , �64�

where � is the volume fraction occupied by dispersed
particles.2,33 As the computation of attenuation is based on
waves at a large distance from the particle, where the sphe-
roidal wave functions approach their spherical counterparts
with �→�, see Eqs. �27�–�30�, Eq. �64� is identical as in the
spherical theory.

B. Model comparison

Figure 3 shows a comparison between the suggested
model and that of Babick and Richter.24 The attenuation
spectra were produced for the limiting case of axisymmetric
aligned prolate and oblate spheroids with an aspect ratio of 3
and an equal-sphere diameter of 1 �m. Aligning to the scope
of Babick and Richter’s coupled-phase model, the present

n = 0 n = 1 n = 2

FIG. 2. Flow around an oblate spheroid ��=3�. The figure shows axisymmetric compression in the thermal mode �n=0�, particle drag in the viscoinertial mode
�n=1�, and the first higher-order mode �n=2� for silica in water �Ref. 6�, an equivalent-sphere diameter of 300 nm, 5 MHz, and �t=93°.
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FIG. 3. Viscoinertial attenuation from the suggested model �lines� and that
of Babick and Richter �symbols� �Ref. 24� for silica in water �Ref. 6�, an
equivalent-sphere diameter of 1 �m, an eccentricity of �=3, and a particle
concentration of 10 vol %. All terms but n=1 were dropped from Eq. �64� to
restrict the model to viscoinertial effects.
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model was restricted to viscoinertial losses by using only the
n=1 term in Eq. �64�. The figure shows good agreement
between the two models, both for the prolate and oblate as
well as the spherical case.

C. Modes

The contribution of the different modes is shown in Fig.
4. Although the viscoinertial losses �n=1� are dominant, the
thermal losses �n=0� and higher-order modes �redirective
scattering� become increasingly important at higher frequen-
cies. This is particularly true for n=0 with peaks around
60–70 MHz, but also n=2 is significant. This suggests that
the long-wavelength assumption, the basis of common sim-
plifications such as the restriction to viscoinertial losses,
breaks down relatively early for spheroidal scatterers.

The interpretation of n=0 as axisymmetric compressions
and n=1 as viscoinertial drag, and their relative importance
for systems of low and high density contrast, appears to be
independent of particle shape. This is shown in Fig. 5. Re-
gardless of the aspect ratio, and for prolate as well as oblate
particles, n=0 dominates systems of low density contrast
such as the polystyrene latex in Fig. 5�a�, with a density of
1.05 g /cm3 for polystyrene vs 1 g /cm3 for water. This type
of system is governed by local axisymmetric compressions
�n=0 in Fig. 2� and the resulting thermal fluxes. Instead,
systems of high density contrast such as the colloidal silica
in Fig. 5�b�, with 2.2 vs 1 g /cm3, are dominated by the vis-
coinertial mode �n=1�, where the overall particle motion and
the resulting viscous drag �n=1 in Fig. 2� result in strong
acoustic attenuation.

VI. CONCLUSIONS

A new model for the acoustic analysis of spheroidal sus-
pended particles was presented. The wave equations for the
compressional, thermal, and shear waves were solved in
spheroidal coordinates and used to describe an aligned spher-
oid in an infinite embedding medium. The resulting model is

a system of six algebraic equations, representing the conti-
nuity of velocity, stress, temperature, and heat flux at the
particle boundary.

The spheroidal model is analogous to the spherical
ECAH theory1,2 and also converges to the latter in the spheri-
cal limit; however, its model equations and their solution are
considerably more involved. The reason is that the angular
spheroidal functions Smn are not orthogonal, as opposed to
the analogous Legendre polynomials Pn

m in the spherical
case. The recurrence relations which are therefore needed for
the elimination of the angular position � from the model
equations introduce a cumbersome coupling among all even
and among all odd modes.

The model predictions are in good agreement with Bab-
ick and Richter’s viscoinertial model.24 However, the sug-
gested model offers a more comprehensive description of the
transport phenomena and the resulting thermal, viscoinertial,
and higher-order scattering losses. It is therefore not re-
stricted to viscoinertial attenuation in high density-contrast
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FIG. 5. The first three terms �n=0,1 ,2� in the series of Eq. �64�. Regardless
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ation is dominated by the thermal mode �n=0� for low density contrast �a�
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systems, and can be useful for the validation of simpler mod-
els, for example, to verify the validity of the common long-
wavelength assumption.
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APPENDIX A: RECURRENCE RELATIONS

A number of recurrence relations for Legendre polyno-
mials are used in the derivation of the stress tensor. They are
based on the following identities:

�Pr
0 =

r + 1

2r + 1
Pr+1

0 +
r

2r + 1
Pr−1

0 , �A1�

�Pr
1 =

r

2r + 1
Pr+1

1 +
r + 1

2r + 1
Pr−1

1 , �A2�

�1 − �2�1/2Pr
0 =

1

2r + 1
Pr+1

1 −
1

2r + 1
Pr−1

1 , �A3�

�1 − �2�1/2Pr
1 = rPr−1

0 − r�Pr
0. �A4�

These identities follow from Eq. �8.5.3� in Ref. 37 with �
=0 and 1, and Eq. �8.5.5� with �=1 and 0, keeping in mind
the specific definitions of the associated Legendre polyno-
mial Pr

m �see after Eq. �20� vs their Eq. �8.6.6��. The argu-
ment � of all Pr

m is suppressed for readability.
In this work, the left-hand sides of Eq. �A1�–�A4� appear

in series of r=0, . . . ,�. This allows to deduce more specific
relations. A first relation is obtained by multiplying Eq. �A1�
with �dr

0n and summing for r=0, . . . ,�:

�
r=0

�

�2dr
0nPr

0 = �
r=1

�

�dr−1
0n r

2r − 1
Pr

0 + �
r=−1

�

�dr+1
0n r + 1

2r + 3
Pr

0.

In the series on the right-hand side, a variable transformation
rnew=rold+1 or rnew=rold−1, respectively, was used to obtain
all polynomials with the same index. Noting r and r+1 in the
numerators, the series on the right-hand side can be started at
r=0 without loss of generality. By reinserting Eq. �A1� for
�Pr

0 on the right-hand side, and repeating the variable trans-
formation to obtain the Legendre polynomials with the same
index r, one obtains an expression without � on the right-
hand side �except in Pr

0����:

�
r=0

�

�2dr
0nPr

0 = �
r=0

� 	dr−2
0n �r − 1�r

�2r − 3��2r − 1�

+ dr
0n 2r2 + 2r − 1

�2r − 1��2r + 3�

+ dr+2
0n �r + 2��r + 1�

�2r + 5��2r + 3�
Pr
0. �A5�

Similar relations are obtained from Eq. �A1�–�A4� with this
iterative procedure of summation, index shifting, and appli-
cation of recurrence relations. For instance, when multiply-
ing Eq. �A1� with �r�r+1�dr−1

1n , this procedure leads to

�
r=0

�

�2r�r + 1�dr−1
1n Pr

0 = �
r=0

� 	dr−3
1n �r − 2��r − 1�2r

�2r − 3��2r − 1�

+ dr−1
1n r�r + 1��2r2 + 2r − 1�

�2r − 1��2r + 3�

+ dr+1
1n �r + 3��r + 2�2�r + 1�

�2r + 5��2r + 3� 
Pr
0.

�A6�

A third relation is obtained from Eq. �A1� after multiplica-
tion with �3dr

0n and going through above procedure �how-
ever, several times due to the higher power of ��:

�
r=0

�

�4dr
0nPr

0 = �
r=0

� 	dr−4
0n �r − 3��r − 2��r − 1�r

�2r − 7��2r − 5��2r − 3��2r − 1�
+ dr−2

0n 2�2r2 − 2r − 7��r − 1�r
�2r − 5��2r + 3��2r − 1��2r − 3�

+ dr
0n 3�2r4 + 4r3 − 6r2 − 8r + 3�

�2r − 3��2r − 1��2r + 5��2r + 3�
+ dr+2

0n 2�2r2 + 6r − 3��r + 2��r + 1�
�2r − 1��2r + 3��2r + 7��2r + 5�

+ dr+4
0n �r + 4��r + 3��r + 2��r + 1�

�2r + 9��2r + 7��2r + 5��2r + 3�
Pr
0. �A7�

The procedure can also be applied to Eq. �A2� instead of Eq. �A1�. Multiplication of Eq. �A2� with �dr
0n yields
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�
r=0

�

�2dr
0nPr

1 = �
r=0

� 	dr−2
0n r − 2

2r − 3

r − 1

2r − 1

+ dr
0n 2r2 + 2r − 3

�2r − 1��2r + 3�

+ dr+2
0n r + 3

2r + 5

r + 2

2r + 3

Pr

1. �A8�

Instead, upon multiplication of Eq. �A2� with �dr−1
1n , the pro-

cedure leads to

�
r=0

�

�2dr−1
1n Pr

1 = �
r=0

� 	dr−3
1n r − 2

2r − 3

r − 1

2r − 1

+ dr−1
1n 2r2 + 2r − 3

�2r − 1��2r + 3�

+ dr+1
1n r + 3

2r + 5

r + 2

2r + 3

Pr

1, �A9�

whereas, upon multiplication of Eq. �A2� with �r�r+1�dr−1
1n ,

the procedure leads to

�
r=0

�

�2r�r + 1�dr−1
1n Pr

1 = �
r=0

� 	dr−3
1n �r − 2�2�r − 1�2

�2r − 3��2r − 1�

+ dr−1
1n r�r + 1��2r2 + 2r − 3�

�2r − 1��2r + 3�

+ dr+1
1n �r + 2�2�r + 3�2

�2r + 5��2r + 3�
Pr
1. �A10�

When multiplying Eq. �A3� with �dr
0n, the procedure of sum-

mation, index shifting, and insertion of Eq. �A2� leads to

�
r=0

�

��1 − �2�1/2dr
0nPr

0 = �
r=0

� 	dr−2
0n 1

2r − 3

r − 1

2r − 1

+ dr
0n 1

�2r − 1��2r + 3�

+ dr+2
0n �− 1�

2r + 5

r + 2

2r + 3

Pr

1, �A11�

whereas after multiplication of Eq. �A3� with �r�r+1�dr−1
1n ,

the procedure leads to

�
r=0

�

��1 − �2�1/2r�r + 1�dr−1
1n Pr

0

= �
r=0

� 	dr−3
1n �r − 2��r − 1�2

�2r − 3��2r − 1�
+ dr−1

1n r�r + 1�
�2r − 1��2r + 3�

+ dr+1
1n �− 1��r + 2�2�r + 3�

�2r + 5��2r + 3� 
Pr
1. �A12�

Finally, two more relations are obtained from Eq. �A4�.
When multiplied with �dr

0n, the procedure leads to �with Eq.
�A1��:

�
r=0

�

��1 − �2�1/2dr
0nPr

1 = �
r=0

� 	dr−2
0n �r − 2��r − 1��− r�

�2r − 3��2r − 1�

+ dr
0n r�r + 1�

�2r − 1��2r + 3�

+ dr+2
0n �r + 1��r + 2��r + 3�

�2r + 5��2r + 3� 
Pr
0.

�A13�

When Eq. �A4� is instead multiplied with �dr−1
1n , the proce-

dure yields

�
r=0

�

��1 − �2�1/2dr−1
1n Pr

1 = �
r=0

� 	dr−3
1n �r − 2��r − 1��− r�

�2r − 3��2r − 1�

+ dr−1
1n r�r + 1�

�2r − 1��2r + 3�

+ dr+1
1n �r + 1��r + 2��r + 3�

�2r + 5��2r + 3� 
Pr
0.

�A14�

APPENDIX B: STRESS TENSOR COEFFICIENTS

The full expressions for the shorthands in the shear
stress ��� �Eqs. �58� and �59�� are as follows:

tc
t0�c� = dr

0n�c�2���2 − 1�1/2. �B1�

tc
t1�c� = 2��2 − 1�1/2	dr−2

0n �c�
�r − 3��r − 1�

�2r − 1��2r − 3�
+ dr

0n�c�

� 2�r − 1��r + 2�
�2r − 1��2r + 3�

− �2�
+ dr+2

0n �c�
�r + 2��r + 4�

�2r + 3��2r + 5�
 . �B2�

ts
t0�c� = dr−3

1n �c�	 1

�2 − 1
− �r − 4��r − 1�
 �r − 2��r − 1�

�2r − 3��2r − 1�

+ dr−1
1n �c���2r�r + 1� −

2�4 − �2

�2 − 1

+

2r2 + 2r − 3

�2 − 1
− �2r2 + 2r − 5�r�r + 1�

�2r − 1��2r + 3�
� + dr+1

1n �c�

	 1

�2 − 1
− �r + 2��r + 5�
 �r + 2��r + 3�

�2r + 3��2r + 5�
. �B3�
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ts
t1�c� = − 2�	dr−3

1n �c�
�r − 2��r − 1�

�2r − 3��2r − 1�

− dr−1
1n �c�

2r�r + 1�
�2r − 1��2r + 3�

+ dr+1
1n �c�

�r + 2��r + 3�
�2r + 3��2r + 5�
 . �B4�

ts
t2�c� = − ��2 − 1�	dr−3

1n �c�
�r − 2��r − 1�

�2r − 3��2r − 1�
+ dr−1

1n �c�

� 2r2 + 2r − 3

�2r − 1��2r + 3�
− �2�

+ dr+1
1n �c�

�r + 2��r + 3�
�2r + 3��2r + 5�
 . �B5�

The expressions in the normal stress ��� �Eqs. �62� and �63��
are

tc
r0�c, c̃� = �c2 −

c̃2

2
��− dr−4

0n �c�
�r − 3��r − 2��r − 1�r

�2r − 7��2r − 5��2r − 3��2r − 1�
+ dr−2

0n �c�2�r − 1�r
�2 −

2r2 − 2r − 7

�2r − 5��2r + 3�
�2r − 3��2r − 1�

− dr
0n�c�

�2r − 1��2r + 3��4 − 2�2r2 + 2r − 1��2 +
3�2r4 + 4r3 − 6r2 − 8r + 3�

�2r − 3��2r + 5�
�2r − 1��2r + 3�

+ dr+2
0n �c�

�r + 1��r + 2�2�2 −
2�2r2 + 6r − 3��r + 2��r + 1�

�2r − 1��2r + 7�
�2r + 3��2r + 5�

− dr+4
0n �c�

�r + 4��r + 3��r + 2��r + 1�
�2r + 3��2r + 5��2r + 7��2r + 9�

�
− dr−2

0n �c�
�r − 2��r − 1�r

�2r − 3��2r − 1�
+ dr

0n�c�
r�r + 1�

�2r − 1��2r + 3�
+ dr+2

0n �c�
�r + 1��r + 2��r + 3�

�2r + 3��2r + 5�
. �B6�

tc
r1�c� = �dr−2

0n �c�
�r − 1�r

�2r − 3��2r − 1�

+ dr
0n�c�	 2r2 + 2r − 1

�2r − 1��2r + 3�
− 1


+ dr+2
0n �c�

�r + 1��r + 2�
�2r + 3��2r + 5�� . �B7�

tc
r2�c� = ��2 − 1�dr−2

0n �c�
�r − 1�r

�2r − 3��2r − 1�

+ dr
0n�c�	 2r2 + 2r − 1

�2r − 1��2r + 3�
− �2


+ dr+2
0n �c�

�r + 1��r + 2�
�2r + 3��2r + 5�� . �B8�

ts
r0�c� =

�

��2 − 1�1/2dr−3
1n �c�

�r − 2��r − 1�r
�2r − 3��2r − 1�

− dr−1
1n �c�	 r�r + 1�

�2r − 1��2r + 3�
+ r�r + 1���2 − 1�


− dr+1
1n �c�

�r + 1��r + 2��r + 3�
�2r + 5��2r + 3� � . �B9�

ts
r1�c� = − ��2 − 1�1/2dr−3

1n �c�
�r − 2�2�r − 1�r
�2r − 3��2r − 1�

+ dr−1
1n �c�	 2r2�r + 1�2

�2r − 1��2r + 3�
− r�r + 1��2


+ dr+1
1n �c�

�r + 1��r + 2��r + 3�2

�2r + 3��2r + 5� � . �B10�

Note that all expressions produce the correct spherical limit.
With a�→r*, �→cos � �where r* and � denote the radial
and angular spherical coordinates�, dr

mn of Eq. �30�, and �
→�, Eq. �58� and �62� can be rewritten by resolving the
infinite series in r. The terms in Eq. �58� then simplify to the
expressions in the ECAH theory:1,2,32

�in�2n + 1�

a2��2 − �2�2
f�

r=0

�

tc
t0�c�Pr

1��� ——→
spherical 2�in�2n + 1�

�r*�2
fPn

1�cos �� ,

�in�2n + 1�

a2��2 − �2�2

df

d�
�
r=0

�

tc
t1�c�Pr

1��� ——→
spherical

−
2�in�2n + 1�

r*

df

dr*
Pn

1�cos �� ,

�in�2n + 1�

a2��2 − �2�2
f�

r=0

�

ts
t0�c�Pr

1��� ——→
spherical

�in�2n + 1��n�n + 1� − 2�

�r*�2
fPn

1�cos �� ,
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�in�2n + 1�

a2��2 − �2�2

df

d�
�
r=0

�

ts
t1�c�Pr

1��� ——→
spherical

0 �result � �−1� ,

�in�2n + 1�

a2��2 − �2�2

d2f

d�2�
r=0

�

ts
t2�c�Pr

1��� ——→
spherical

�in�2n + 1�
d2f

�dr*�2
Pn

1�cos �� .

This is also true for the terms in Eq. �62�:

− 2�in�2n + 1�

a2��2 − �2�2
f�

r=0

�

tc
r0�c,cs�Pr

0��� ——→
spherical

�in�2n + 1��2k2

− ks
2�fPn

0�cos �� ,

− 2�in�2n + 1�

a2��2 − �2�2

df

d�
�
r=0

�

tc
r1�c�Pr

0��� ——→
spherical

0 �result � �−2� ,

− 2�in�2n + 1�

a2��2 − �2�2

d2f

d�2�
r=0

�

tc
r2�c�Pr

0��� ——→
spherical

2�in�2n

+ 1�
d2f

�dr*�2
Pn

0�cos �� ,

− 2�in�2n + 1�

a2��2 − �2�2
f�

r=0

�

ts
r0�c�Pr

0��� ——→
spherical

2�in�2n + 1�n�n + 1�

�r*�2
fPn

0�cos �� ,

− 2�in�2n + 1�

a2��2 − �2�2

df

d�
�
r=0

�

ts
r1�c�Pr

0��� ——→
spherical

−
2�in�2n + 1�n�n + 1�

r*

df

dr*
Pn

0�cos �� .
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The partial-wave series for the scattering of an acoustic helicoidal Bessel beam by a sphere centered
on the axis of the beam is applied to the calculation of the acoustic radiation force by the beam on
the sphere in an inviscid fluid. The term “helicoidal” refers to a type of beam having an axial
amplitude null and an azimuthal phase gradient. Such a beam is known as an acoustic vortex and
only the case of a vortex having a unit magnitude topological charge is considered. There is no
monopole contribution to the radiation force. Radiation force examples are computed for a soft
sphere, a fixed rigid sphere, a movable rigid sphere, an aluminum sphere in water, and an acrylic
sphere in water. Beam parameters are found for the rigid sphere and the aluminum and acrylic cases
in which the radiation force is directed opposite the propagation direction of the beam. Negative
radiation forces appear to be associated with relatively weak scattering into the backward
hemisphere. Some aspects of the low frequency scattering of plane waves and helicoidal Bessel
beams are examined for movable rigid spheres.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3119625�
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I. INTRODUCTION

While there has been a long history of research into the
acoustic radiation force on spheres caused by propagating
waves,1–3 there have been relatively few investigations of the
radiation force caused by propagating acoustic beams.3–6 The
present investigation extends prior research5,6 on the radia-
tion forces produced by acoustic Bessel beams to the special
case of an acoustic Bessel beam having an axial null in the
amplitude and an exp�i�� phase factor where � denotes the
azimuthal angle. In this analysis the sphere is taken to be
centered on the axis of the beam. The compact analytical
expressions for the axial radiation force derived here make
use of Marston’s exact solution for the acoustic scattering for
the case of a sphere in an inviscid fluid centered on the axis
of the beam.7 Since this analysis of the scattering and of the
radiation force neglects the effects of viscosity, the results
obtained may only be directly relevant for cases where the
radius of the sphere is large in comparison to the oscillating
thermal-viscous boundary layer produced by the incident
wave in the vicinity of the sphere in real fluids.5 This sim-
plified analysis should assist the development of models that
include viscous stresses. For a discussion of acoustic radia-
tion forces on small spheres, see Ref. 8. For sufficiently large
spheres viscous corrections are found experimentally to be
small.2,9

The spatial part of the complex velocity potential for a
generalized Bessel beam in an ideal fluid may be expressed
as follows in cylindrical coordinates:7,10

�Bm�z,R,�� = �0im exp�i�z + im��Jm��R� , �1�

where �0 is an amplitude constant, m is an integer, z is the
axial coordinate, R is the radial coordinate, � is an azimuthal

angle, Jm is a Bessel function of order m, � /k=sin �, � is a
beam parameter, and the factor im is included for conve-
nience. The exp�−i�t� time convention is assumed and the
axial wave vector � is k cos � where k=� /c0 where c0 is the
speed of sound in the surrounding fluid. The beam parameter
�=arccos�� /k�=arcsin�� /k� has the geometric significance
of a conic angle illustrated in Fig. 1 of Ref. 5 in Durnin’s
representation of a Bessel beam.10–12 The first-order complex
acoustic velocity of the beam is given by uBm=��Bm and the
complex first-order acoustic pressure is pBm= i��0�Bm,
where �0 is the density of the surrounding fluid. The physical
pressure of the generalized Bessel beam becomes the real
part of pBm�z ,R ,��exp�−i�t�. For an ordinary Bessel beam,
m=0 and the beam has an axial maximum. Marston’s prior
analysis of the axial radiation force concerns the m=0 beam
case13 and various examples: rigid spheres, fluid spheres,
solid elastic spheres, and evacuated spherical shells.5,6 The
present paper concerns the axial radiation force for beams
having m=1.

Bessel beams with an integer azimuthal index m�0 in
Eq. �1� are examples of an acoustic vortex,14,15 also known
as an acoustic helicoidal wave.16 Such acoustic waves have
an axial phase singularity where the index m is sometimes
referred to as the topological charge14 of the wave. The dis-
tinguishing feature of the helicoidal Bessel beam solution of
the Helmholtz equation is that the beam propagates without
spreading. There are other linear acoustical vortices having
different radial and axial dependences but in all cases the
amplitude vanishes on the axis of the beam.14–16

One remarkable property of the radiation force calcu-
lated for spheres placed on the axis of an ordinary Bessel
beam �i.e., a beam having m=0�, is that for some material
properties and beam parameters, conditions have been found
where the axial force is directed opposite to the direction of
the beam propagation.5,6 That condition is described as aa�Electronic mail: marston@wsu.edu
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negative radiation force. For non-absorbing spheres in a
plane propagating wave in an ideal fluid, the radiation force
is predicted to be non-negative.5 Some predictions are given
in the present analysis of negative radiation forces on loss-
less isotropic spheres placed on the axis of a helicoidal
Bessel beam with m=1.

One of the reasons for giving attention to conditions for
generating negative axial forces is that this condition sug-
gests the feasibility of pulling a sphere toward the acoustic
source in contrast to the usual case in which objects tend to
be pushed away from the source of the sound �though excep-
tions are known for some diverging waves3,17�. Other ways
to acoustically pull an object closer to an acoustic source
include reflecting some of the beam back toward a source so
as to generate a quasistationary wave or by introducing a
counter-propagating wave with a second source.18 In that
case, however, the direction of the force depends strongly on
the axial position of the sphere.19,20 In contrast to the quasis-
tationary or dual-beam acoustic tweezers for the manipula-
tion of small objects, the single acoustic beam case may have
potential advantages. Consequently improved understanding
of mechanisms for generating negative radiation forces in
propagating acoustic beams should be helpful. Acoustic de-
vices for manipulating small objects15–21 are a potential al-
ternative to the more widely used laser-based optical
devices.10,22,23

Because analytical forms for the scattering by spheres
illuminated by acoustic Bessel beams having m=0 and m
=1 are only available when the sphere is placed on the beam
axis, analytical results concerning the transverse stability of
spheres in these beams are not available. When the sphere is
on the beam’s axis, the transverse force vanishes by symme-
try. There has been some effort to apply elementary ray
methods to the analysis of acoustic radiation forces on par-
ticles displaced from the axis of focused acoustic beams;21

however in the opinion of the present author, a modified
approach will likely be needed to account for resonances that
appear to strongly influence the scattering24 and radiation
force6 on some small objects. Electromagnetic resonances
are also known to influence the optical radiation force on
some small objects.23,24 It has been possible to verify the
analytical results for the acoustic radiation force on a sphere
in the case of a beam with m=0 by applying the finite-
element method �FEM� to compute the local first-order
acoustic amplitudes needed in the evaluation of the second-
order radiation stress tensor.25 It may eventually be possible
to use FEM to predict the radiation forces and stability of
spheres displaced from the axis of acoustic beams; however,
a FEM computation of that type is complicated by the lack of
axial symmetry. Marston’s force expression5 based on far-
field scattering has also been verified by the propagating
wave limit of Mitri’s near-field analysis of radiation stresses
on spheres.19 When considering the stability of dielectric
spheres in optical beams, it is common to find that stability
in beams having an axial intensity minimum10,26,27 differs
from the case of a Gaussian beam which has an axial maxi-
mum. For example, using a beam having an axial minimum,
with a bright surrounding doughnut, Unger and Marston26

were able to optically trap gas bubbles in water. That tech-

nique has been extended by various groups.27–29 The rel-
evance to the present investigation is that it is plausible that
the transverse stability of spheres in acoustic Bessel beams
will depend on the index m in Eq. �1�.

Though the analysis here is limited to the case of an
ideal Bessel beam, it is reasonable to expect that the results
are relevant to spheres in acoustic beams generated with a
transducer having a finite aperture provided that the distance
of the sphere from the source transducer is somewhat less
than aT / tan �, where aT is the lateral radius of the source.
Close-to and beyond the distance aT / tan �, it is known that
the incident wave is no longer well approximated by a Bessel
beam.10–12

Though the derivation given here is for beams described
by Eq. �1� with m=1, the result for the radiation force also
applies to beams described by Eq. �1� having m=−1. That is
because for the isotropic spheres considered, the direction
and magnitude of the force cannot depend on reversing the
handedness of the acoustic beam.

While this paper concerns the axial acoustic radiation
force on spheres, it is noteworthy that if a sphere absorbs
acoustic energy, helicoidal waves should also generate an
axial radiation torque on the sphere.16 That prediction is con-
sistent with prior research into the radiation torques on
spheres produced by electromagnetic waves.22,30 Though not
specifically concerned with spheres, recent experiments have
demonstrated radiation torques caused by helicoidal beams
incident on symmetric objects.31,32 The results in Sec. II may
be used for beams described by �B1 in Eq. �1�, to find the
radiation force on an absorbing sphere for cases where the
partial-wave scattering coefficients are known.

This paper is organized as follows. Section II gives the
analysis of the radiation force in a way which closely paral-
lels the prior analysis of the m=0 case.5 Section III discusses
the application to fixed rigid and perfectly soft spheres.
Negative forces on a rigid sphere are found to be possible for
a situation with reduced acoustic scattering into the back-
ward hemisphere. Section IV discusses the radiation force
and scattering for an acrylic sphere. Section V discusses the
radiation force and scattering for an aluminum sphere in wa-
ter and for a movable rigid sphere having the same density as
aluminum. Section VI summarizes conclusions and discusses
other examples and applications. Appendix A reviews the
scattering by a helicoidal Bessel beam having m=1 and dis-
cusses the expansion of the beam in terms of spherical
waves. Appendix B lists some relevant properties of Leg-
endre functions and discusses the evaluation of certain inte-
grals. Appendix C discusses scattering by movable rigid
spheres and makes a comparison with the scattering of plane
waves by an aluminum sphere. Some of the examples dis-
played in Secs. III and IV were selected because of related
cases important in the history of research on acoustic radia-
tion pressure.1–3

II. AXIAL RADIATION FORCE ON THE SPHERE

The following analysis involves the far-field scattering
by the sphere. This approach uses the property of the radia-
tion stress tensor ST for an ideal fluid that � ·ST=0. The
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divergence theorem allows the integral for the radiation force
on the object to be evaluated on a surface located a large
distance from the object.33,34 In the present case this surface
is taken to be a spherical surface �designated as Sr� of radius
r with kr�1. In various cases it has been verified that when
evaluating radiation forces on objects in ideal fluids, this
far-field procedure predicts forces in agreement with near-
field evaluations of the radiation stress.19,25,35 The radiation
force �Eq. �9� of Wei et al.34� is expressed in terms of the
real-valued time-varying first-order pressure p and velocity u
through the surface integrals:

F = �
Sr

ST · dA = − �
Sr

�0�uu� · dA

+ �
Sr

��0

2
�	u	2� −

1

2�0c0
2 �p2�
dA ,

where the area differential dA is directed radially outward
and �� �� denotes a time average of the quantity in the brack-
ets. The time average of the products in the above equation
may be expressed as one-half of the real part of the product
of the first corresponding complex quantity with the complex
conjugate of the second corresponding complex quantity.36

The quantities p and u each involve a superposition of inci-
dent and scattered amplitudes. The complex velocity poten-
tial of the scattering is given by Eqs. �A1� and �A2� and for
the incident wave the partial-wave expansion of �B1 from
Eq. �A5� is used. The expressions are simplified by taking
the amplitude factor �0 to be real. In prior applications of
this method to radiation forces on spheres, the velocity po-
tential �S of the scattered wave had no dependence on azi-
muthal angle �. In the present case, though �S is propor-
tional to exp�i��, the ratio of the azimuthal-to-radial first
order velocity magnitude is �r sin 	�−1	��S /��	 / 	��S /�r	
= �kr sin 	�−1 in the far field. That ratio vanishes when kr
→
. �The dependence near 	=0 is unimportant because �S

vanishes as 	 approaches 0 and � from the form of Eq.
�A2�.� It follows that there are no alterations to the form of
the radiation stress integrals given by Marston.5 These inte-
grals of the axial radiation stress follow from Lee and
Wang’s expressions33 by using the normalization for the scat-
tering given in Eq. �A1� and by letting w=cos 	, where 	 is
the scattering angle relative to the axis of the beam �see Fig.
1 of Marston5�. In the application of Lee and Wang’s expres-
sions for the stress integrals, the integrals which contain only
the incident wave �without cross terms involving the scat-
tered waves� may be omitted. That is because in the absence
of a sphere, there is no scattering ��S=0� and the radiation
force must vanish. A similar approach was used by Wei et
al.34,35 to simplify integrals for the radiation force on cylin-
ders. Showing explicitly the azimuthal integration, the axial
radiation force, Eqs. �3�–�6� of Marston,5 becomes

Fz = − ��0k2�I1 + I2 − I3� , �2�

I1 = �2��−1��0a/2�2�
0

2� �
−1

1

	F�w,��	2wdwd� , �3�

I2 = ��0ra/4��Re��
0

2� �
−1

1

�B1
*F�w,��eikrwdwd� ,

�4�

I3 = ��0ra/4�k�

�Im��
0

2� �
−1

1

���B1/�z�*F�w,��eikrdwd� , �5�

where a is the radius of the illuminated sphere and * denotes
complex conjugation and Re and Im designate real and
imaginary parts of a complex quantity. As explained in Ap-
pendix B, the integrals may be evaluated using the far-field
partial-wave representations of the scattering F and of �B1

given in Appendix A and by using properties of the associ-
ated Legendre functions Pn

m�w�. As in the ordinary beam
case, the integrals reduce to expressions involving the real
and imaginary parts n and �n of partial-wave coefficients
which describe the scattering of plane waves by the sphere
reviewed in Appendix A. Let b=cos � where � denotes the
beam parameter discussed in Sec. I. From Appendix B the
results for I1 and I23= I2− I3 are

I1 = �2�0/k�2�
n=1




�n + 1�−1�nn+1 + �n�n+1�

�Pn
1�b�Pn+1

1�b� , �6�

I23 = 2��0/k�2�
n=1




�n + 1�−1�n + n+1�Pn
1�b�Pn+1

1�b� . �7�

The expression for I1 is similar in appearance to the corre-
sponding expression in the m=0 case5 with the factors �n
+1�Pn�b�Pn+1�b� replaced by �n+1�−1Pn

1�b�Pn+1
1�b�. In ad-

dition, the term with n=0 is suppressed in I1 and in I23. That
is expected since by symmetry7 the helicoidal beam does not
excite the partial wave in Eq. �A2� having n=0. It is conve-
nient to express the axial radiation force using a dimension-
less radiation force function Yp�ka ,�� which is related to
force as previously5 by

Fz = ��a2��I0/c0��1/cos ��Yp�ka,�� , �8�

where in the present case I0= ��0c0 /2��k�0�2 cos � becomes a
quantity that has units of an acoustic intensity �in W /m2� that
characterizes the intensity of the beam parallel to the z axis.
The actual intensity in the z direction is only proportional to
I0 in the case of a beam having m=1. The factor I0 /cos � is
given by ��0c0 /2��k�0�2 in terms of the amplitude coefficient
�0. From Eq. �2� and Eqs. �6�–�8�, it follows that

YP = − �2/ka�2�
n=1




�n + n+1 + 2�nn+1 + �n�n+1��

��n + 1�−1Pn
1�b�Pn+1

1�b� . �9�

This result has the same form as the m=0 case, Eq. �10b� of
Ref. 5, with �n+1�Pn�b�Pn+1�b� replaced by �n
+1�−1Pn

1�b�Pn+1
1�b� and the omission of a term with n=0.

When � is 90°, the product of Pn
1�cos ��Pn+1

1�cos �� van-
ishes for all n so that Yp and Fz vanish as expected from
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symmetry. Unlike the m=0 case, however, Yp and Fz vanish
when � vanishes since the product Pn

1�cos ��Pn+1
1�cos ��

also vanishes in that limit. Experience in evaluating Eqs. �9�
and �A2� indicates that terminating the series with n in ex-
cess of24 1.6ka introduces a negligible error when ka�1.
When ka exceeds 4, for most cases it is more than sufficient
to terminate the series when n exceeds 2+ �1.5ka�.

III. FORCE ON RIGID AND SOFT SPHERES

The coefficients in Eq. �9� are evaluated from the defi-
nitions in Eq. �A4� where the function sn�ka� is given by the
solution for the plane-wave scattering, Eq. �A3�. For a fixed
rigid sphere13 sn=−hn

�2��ka�� /hn
�1��ka��, where hn is a

spherical Hankel function of the indicated kind and primes
denote differentiation. It is appropriate to investigate the
rigid case since that sphere has no elastic vibration and the
plane-wave radiation force1,5 and scattering13 are well
known. Figure 1 shows Yp from Eq. �9� for a beam having
m=1 and cos �=0.4. This value of � was selected because
Yp is negative in the region 1.64�ka�1.84. This is an un-
anticipated result because for all cases investigated with an
ordinary Bessel beam, beams having m=0 in Eq. �1�, Yp is
non-negative for a fixed rigid sphere.5 Furthermore, it has
been demonstrated analytically5 that Yp is non-negative for
plane-wave illumination of all spheres having 	sn	=1. For the
situation in Fig. 1, the most negative value occurs with
�ka ,Yp�= �1.74,−0.001 47�. Increasing � causes the ka re-
gion having Yp�0 to expand and the magnitude of the nega-
tive parts tend to grow for up to �=76°. Figure 2 shows the
rigid sphere Yp �scaled by a factor of 1000� for ka=1.74.
While the peak magnitude in the negative region is less than
the peak in the positive region, the general order of magni-
tude is similar to Yp in the positive region.

Figure 1 also shows Yp for the case of a perfectly soft
sphere. In that case the n and �n are evaluated by taking11

sn=−hn
�2��ka� /hn

�1��ka�. The resulting Yp is non-negative and
remains so for the whole range of the beam parameter � :0
���90°. The behavior of the function Yp in this case is

important for understanding the response of gas-filled
bubbles in liquids. The perfectly soft sphere provides a
smooth background on which resonance features associated
with the modes of bubbles are superposed. While for a com-
plete description of the scattering by a gas bubble, it is es-
sential to include the effects of thermal and viscous
dissipation,37 a correction which is sometimes neglected,38

the smoothly varying behavior of Yp of a perfectly soft
sphere is relevant to applications in which helicoidal Bessel
beams are used to manipulate bubbles.

As previously noted,5,6 in the case of ordinary Bessel
beams, the regions of negative Yp are correlated with regions
of �ka ,�� for which the scattering is weak in the regions of
the backwards hemisphere, that is, the scattering is weak for
90° �	�180°. It is instructive to examine the 	 dependence
of 	F	 from Eq. �A2� for situations considered in Fig. 1. Fig-
ure 3 shows 	F	 for the rigid and soft spheres with ka values
selected to lie close to the condition of the extrema in Fig. 1.
As a consequence of the symmetry of the sphere relative to
the helicoidal beam,7,16 F vanishes for 	=0° and 180°. The
solid curve is the only case in which the scattering into the
backward hemisphere is appreciably weaker than the scatter-
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FIG. 1. The dimensionless radiation force function Yp from Eq. �9� �which
is for a helicoidal Bessel beam having m=1 in Eq. �1�� is plotted for the
following spheres: a fixed rigid sphere �solid curve� and a perfectly soft
sphere �dashed curve�. The horizontal axis is the dimensionless frequency
ka, where a denotes the radius of the sphere. The beam parameters are taken
so that cos �=0.4 ���66.42° �. In the rigid case Yp is negative near ka of
1.74.
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FIG. 2. The function Yp scaled by a factor of 1000 plotted as a function of
the beam parameter � for ka=1.74 for a fixed rigid sphere. When � is large,
Yp is negative so that the force is opposite the beam direction.
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FIG. 3. The dependence of the far-field scattering 	F	 on the scattering angle
	 for a sphere illuminated by a beam with cos �=0.4 and m=1 in Eq. �1�
and ka selected as follows: solid curve �rigid sphere with ka=1.74�; curve
having long dashes �soft sphere with ka=1.96�; curve with medium-length
dashes �rigid sphere with ka=1.1�; and the curve having short dashes �rigid
sphere with ka=3.2�. Inspection of Fig. 1 shows that Yp�0 only in the case
of the solid curve. The scattering on the beam axis vanishes �Refs. 7 and
16�.
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ing into the forward hemisphere. It corresponds to the con-
dition for the minimum in Fig. 1 with Yp�0. The curve
having short dashes corresponds to the peak in Yp at ka
=3.2 in the rigid sphere case. That corresponds to a condition
for generating enhanced scattering into the backward hemi-
sphere. While correlation of the sign of Yp with the angular
dependence of 	F	 is only qualitative, these observations may
be helpful for anticipating the sign of Yp in other situations
with illumination by propagating beams.

IV. FORCE ON AN ACRYLIC SPHERE IN WATER

This example was selected because for the material con-
sidered �polymethylmethacrylate �PMMA��, when the sphere
is placed in water the low-frequency backscattering displays
a sequence of regular spaced peaks when the sphere is illu-
minated by a plane wave.39,40 Those features are associated
with a weakly damped elastic wave guided by the surface of
the sphere and are attributed to resonances in partial waves
having n�2. �Some authors24,40 prefer to classify these
waves as generalized Rayleigh waves as a consequence of
the wave properties when the fluid loading is weak and ka is
large; however, some authors41 prefer the terminology,
Scholte–Stoneley wave.� For the case of a solid lossless
sphere the n and �n are given by taking sn=−Dn

* /Dn,
where the functions Dn�ka� are given in Appendix A of
Marston.24 The consequence of dissipation is neglected here
since the resonance features are known to dominate the scat-
tering by high-quality spheres in the region of ka
considered.40 The values of the material parameters and the
surrounding water given by longitudinal wave velocity cL

=2690 m /s, transverse wave velocity cT=1340 m /s, and
density �E=1.19 g /cm3 for PMMA, and c0=1479 m /s and
�0=1.00 g /cm3 for water. These are the same as the values
used in prior computations of scattering24,40 and radiation
force6 on acryllic spheres. Figure 4 shows Yp in this case for
two values of the beam parameter �. The solid curve is for
�=60° and the dashed curve is for �=50°. For both curves
there is a region of ka where Yp�0: solid curve �2.57�ka
�3.04� and dashed curve �2.92�ka�3.08�. The negative
extremum of the solid curve is at �ka ,Yp�= �2.73,−0.0236�.
As in the case of a beam having6 m=0, the dependence on ka

is strongly influenced by the resonances of the elastic modes
of the sphere. The peak in the solid curve at ka=1.75 is
associated with the ka dependence of s2.

Figure 5 shows the angular dependence of 	F	 for �
=60° and ka of 2.74 �solid curve� and 1.75 �dashed curve�.
When ka=2.74, Yp=−0.0235 and Fig. 5 shows that the scat-
tering into the region 90° �	�180° is relatively weak, as in
Fig. 3 and other cases6,7 having Yp�0. The dashed curve,
however, is nearly symmetric around 	=90°. That is because
when ka=1.75 �where Yp is sharply peaked�, the n=2 mode
of the sphere is strongly excited and F in Eq. �A2� is domi-
nated by the n=2 term. The scattering contains a phase factor
exp�i�� and the mode excited corresponds to a wave that
runs azimuthally around the sphere.

V. FORCE ON ALUMINUM AND MOVABLE RIGID
SPHERES

In contrast to the case of the acrylic sphere considered in
Sec. IV, the scattering by a solid aluminum sphere in water
does not exhibit regularly spaced narrow resonances.39 As
explained in Appendix C, the low-frequency properties of the
backscattering with plane-wave illumination are similar to
those of a movable rigid sphere whose density corresponds to
that of aluminum. As reviewed in Appendix C, the partial-
wave series for the movable rigid sphere, as given by Hick-
ling and Wang,42 is given by modifying the dipole scattering
according to Eq. �C1�. By making that modification, it was
possible to compute how Yp for a movable rigid sphere de-
pends on the density �E of the sphere. The computation re-
vealed that as the density was decreased below the fixed rigid
sphere limit ��E /�0=
�, the location of the valley in Yp�ka�
in Fig. 1 shifts to smaller ka from 1.74 down to ka=1.46 for
the density ratio appropriate for an aluminum sphere in water
��E /�0=2.7�. Figure 6 shows Yp, scaled as in Fig. 2, as a
function of the beam parameter � for an aluminum sphere
�solid curve� and a movable rigid sphere �dashed curve�. For
each curve ka=1.46 and the density ratio is �E /�0=2.7. The
other material properties for the solid curve are cL

=6420 m /s, cT=3040 m /s, and c0=1479 m /s. The similari-
ties of the two curves in Fig. 6 is evidence that it is the
inertia of the aluminum sphere, not its elasticity, that governs
the Yp function for ka near 1.46. A movable rigid sphere
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FIG. 4. The dimensionless radiation force Yp for a non-absorbing acrylic
sphere in water is plotted as a function of ka for beams with �=60° �solid
curve� and �=50° �dashed curve�. In both cases there is a region with Yp

�0.
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FIG. 5. The angular dependence of the far-field scattering 	F	 for the acrylic
sphere considered in Fig. 4 for a beam having �=60° and ka=2.74 �solid
curve� and 1.75 �dashed curve�. From Fig. 4, the computed Yp are, respec-
tively, negative and positive in those cases.
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having the same mass as the aluminum sphere has the same
translational inertia.

Figure 7 compares 	F	 as a function of 	 for ka=1.46
and cos �=0.4. Three models are shown: the solid curve uses
sn for an aluminum sphere in water, the curve with short
dashes is for a movable rigid sphere having a relative density
�E /�0=2.7, the curve with long dashes is for a fixed rigid
sphere. Since �=66.42°, inspection of Fig. 6 shows that Yp

�0 for the former two cases but inspection of Fig. 1 shows
that for the fixed rigid sphere Yp�0. Inspection of Fig. 7
shows not only are the angular dependence of 	F	 in the
aluminum and movable sphere cases similar, the scattering
into the backward hemisphere is relatively weak in compari-
son with scattering into the forward hemisphere in agreement
with other situations producing negative Yp. For the fixed
rigid sphere case, however, the pattern has a different appear-
ance.

VI. DISCUSSION AND CONCLUSIONS

The dimensionless radiation force function was derived
in Sec. II by generalizing the previous method5 to the present
case where the velocity potential of the acoustic beam is
described by Eq. �1� with m=1. The examples shown in

Secs. III–V illustrate some aspects of how Yp depends on ka
and the beam parameter �. The examples were selected to
illustrate conditions having negative radiation forces �di-
rected opposite to the propagation direction of the beam� as
well as the more common case of positive radiation force. As
with the prior investigation of spheres placed on the axis of a
Bessel beam having m=0, when the radiation force is nega-
tive, the scattering by the sphere into the backward hemi-
sphere is relatively weak. An especially noteworthy result is
that for some values of ka and �, Yp is negative for a fixed
rigid sphere and for a movable rigid sphere in water having
the density of aluminum.

The derivation of Eq. �9� applies for any isotropic sphere
in an ideal inviscid fluid provided the coefficients n and �n

are derived from the sn of the corresponding plane-wave
problem. Consequently, the derivation applies to evacuated
shells. In the case of no dissipation within the shell, sn=
−Dn

* /Dn, where Dn depends on the shell parameters and on
the surrounding fluid through the expressions given in Ap-
pendixes A and B of Ref. 24. In the case of an absorbing
sphere or shell, sn�−Dn

* /Dn and it is necessary to use the
full expression39,40 for sn in Eq. �A4�; nevertheless Eq. �9�
remains valid. Examples of Yp for absorbing spheres were
not evaluated. Hasegawa and Watanabe43 computed that for
acrylic spheres in water illuminated by plane waves, when
ka�3.9 the peaks in Yp are suppressed by �10%. This is
consistent with small alterations in the scattering.40

It has not been feasible to carry out a systematic search
for beam parameters �ka ,�� and material shell parameters
that cause Yp to be negative. The function Yp has been evalu-
ated for a few types of spheres and it is not uncommon to
find regions with Yp�0 provided � exceeds approximately
45°. For example, spherical hexane drops in water are pre-
dicted to have isolated islands in �ka ,�� space where Yp

�0. The islands are qualitatively similar to islands found in
the m=0 case �Fig. 7 of Ref. 5� except that the locations are
displaced. When m=1, it is not known whether a combina-
tion of fluid parameters exists to cause Yp�0 for small ka
over an extended region, as illustrated in Fig. 8 of Ref. 5 in
the m=0 case �where �=60° and the ka region extends from
0 to 1.52�. A few computations of Yp were carried out for
evacuated aluminum shells in water with the ratio �inner
radius�/�outer radius� in the range 0.83–0.95 and in each case
a region was easily found having Yp�0.

In addition to the potential applications mentioned in
Sec. I, Eq. �9� may be useful for estimating the axial radia-
tion force of Bessel beams guided by a circular cylindrical
waveguide. There has been renewed interest in particle ma-
nipulation in cylindrical waveguides.44 Since the waveguide
will reflect the sound scattered by a spherical particle back
onto the particle, Eq. �9� will describe only part of the total
radiation force. For waveguides made of stiff materials,
when R is taken to be the inner radius of the cylinder,
ordinarily45 � in Eq. �1� should be selected so that �R is
close to a root of dJm��R� /dR=0. Additional potential ap-
plications include alternative approaches to the manipulation
of objects in reduced gravity,46,47 translation of bubbles,47,48

and localized drug delivery.47–49 Because there is no mono-
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FIG. 6. The function Yp �scaled by a factor of 1000� is plotted as a function
of the beam parameter � for ka=1.46 for an aluminum sphere in water
�solid curve� and a movable rigid sphere in water having the same density as
aluminum �dashed curve�. The similarity between the curves shows that the
elastic response of the aluminum sphere is unimportant for this ka.
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FIG. 7. The angular dependence of the far-field scattering 	F	 for ka=1.46
and cos �=0.4 for an aluminum sphere in water �solid curve�, a movable
rigid sphere with the density ratio corresponding to aluminum in water
�curve with short dashes�, and a fixed rigid sphere �curve having long
dashes�.
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pole contribution to Eq. �9�, the dynamics of bubbles would
be significantly altered on the axis of a helicoidal beam.

Mitri50 recently published an analysis of the scattering
of helicoidal Bessel beams by spheres where the incident
wave is proportional to �Bm in Eq. �1� with integer m�0.
Unfortunately the connection with the partial-wave coeffi-
cients in the plane-wave case �shown here by using �sn−1��
is obscure in Mitri’s notation. Nevertheless, 	F	 computed
using Eq. �A2� yields a curve like one given in Mitri’s m
=1 case when appropriate material properties and beam pa-
rameters are used.
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APPENDIX A: PARTIAL-WAVE EXPANSIONS

Consider the scattering by a sphere having isotropic ma-
terial properties centered on the Bessel beam at z=0 using
the coordinate system shown in Fig. 1 of Ref. 5. For beams
described by �B1from Eq. �1�, the far-field scattering is given
by7

�S�r,	,�� = �0�a/2r�eikrF�	,�� , �A1�

F = �− i/ka�ei��
n=1




�sn − 1���2n + 1�/n�n + 1��

�Pn
1�cos 	�Pn

1�cos �� , �A2�

where r is the radial coordinate in spherical coordinates cen-
tered on the sphere. Here �sn−1�, which depends on ka, is
the same as the partial-wave coefficient for the dimensionless
form function associated with scattering caused by plane-
wave illumination:7,13

f�	� = �− i/ka��
n=0




�2n + 1��sn − 1�Pn�cos 	� , �A3�

where Pn is a Legendre polynomial. It is convenient for the
purposes of the present paper to retain the notation previ-
ously used for the normalized partial-wave coefficient n

+ i�n= �sn−1� /2, where

n = �Re�sn� − 1�/2, �n = Im�sn�/2 �A4�

and Re and Im designate real and imaginary parts. The
partial-wave series for �B1 is found by converting Stratton’s
spherical wave expansion of a cylindrical wave51 into the
notation of the present paper that gives

�B1 = �0 exp�i���
n=1




�2n + 1��n�n + 1��−1injn�kr�

�Pn
1�cos 	�Pn

1�b� , �A5�

where b=cos � and jn is a spherical Bessel function. Nu-
merical evaluation of Eq. �A5� verifies agreement with �B1

from Eq. �1� where z=r cos 	 and R=r sin 	. For kr�1, jn

may be approximated to leading order in powers of �2kr�−1

as follows:36

jn�kr� � �2kr�−1eikri−�n+1� + �2kr�−1e−ikrin+1. �A6�

APPENDIX B: ASSOCIATED LEGENDRE FUNCTIONS
AND INTEGRALS

Insertion of Eq. �A2� into Eq. �3� gives an integral of a
product of two series. The integration over � yields a factor
of 2�. The remaining integration yields a double summation
containing terms proportional to:

Inq = �
−1

1

wPn
1�w�Pq

1�w�dw , �B1�

which may be evaluated using the relations52,53

�2n + 1�wPn
1�w� = nPn+1

1�w� + �n + 1�Pn−1
1�w� , �B2�

�
−1

1

Pn
1�w�Pq

1�w�dw = 2�2n + 1�−1n�n + 1��n,q, �B3�

where �n,q=1 if n=q and �n,q=0 if n�q. It follows that

Inq = Rn
+�q,n+1 + Rn

−�q,n−1, �B4�

Rn
+ = 2�n + 2��n + 1�n/��2n + 3��2n + 1�� = Rn+1

−, �B5�

Rn
− = 2�n + 1�n�n − 1�/��2n + 1��2n − 1�� . �B6�

Surviving terms in the integrated series contain factors of the
form

�sn − 1��sn+1
* − 1�/4 = nn+1 + �n�n+1

+ i��nn+1 − n�n+1� , �B7�

�sn+1 − 1��sn
* − 1�/4 = n+1n + �n+1�n

+ i��n+1n − n+1�n� , �B8�

such that I1 in Eq. �3� reduces to Eq. �6�.
To evaluate I2 in Eq. �4�, insertion of the partial-wave

series for the Bessel beam, Eq. �A5�, into Eq. �4� again gives
an integral of a product of two series. The integration over �
yields a factor of 2�. Again the integration over w=cos 	
yields a double summation containing terms evaluated using
Eqs. �B1�–�B6�. The far-field form of jn�kr� in Eq. �A6� is
used. The exp�−ikr� factor in one term in Eq. �A6� combines
with the exp�ikr� factor in Eq. �4� to give unity. From the
form of Eq. �B4�, the double summation in the corresponding
contribution to I2 reduces to the following expression:

I21 = ��0/k�2�
n=1




Pn
1�b��n + 1�−1n+1Pn+1

1�b�

+ ��0/k�2�
n=1




Pn
1�b�n−1n−1Pn−1

1�b� , �B9�

where P0
1�b��0. Re-indexing the second summation with

n−1=n� and then replacing n� by n gives I21= I23 /2, where
I23 is given by Eq. �7�. The term with an exp�ikr� factor in

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Philip L. Marston: Helicoidal beam radiation force 3545



Eq. �A6� gives a contribution to I2 denoted by I22�kr� so that
I2= I21+ I22.

The first step in the evaluation of Eq. �5� is to evaluate
��B1 /�z using the partial-wave expansion, Eq. �A5�, and
note that ��B1 /�z= ẑ ·��B1 where ẑ is an axial unit vector. To
leading order in powers of �kr�−1, when kr is large, ẑ ·��B1

�w��B1 /�r. Again the integration over � yields a factor of
2�. The integration over w of the double summation contains
terms evaluated using Eqs. �B1�–�B6�. The resulting expres-
sion, which is again evaluated with kr�1, gives I3=−I21

+ I22 so that �I2− I3�= I23 does not depend on kr. Evaluations
of radiation stresses based on far-field integrals often contain
oscillating kr dependent terms that cancel when contribu-
tions to the total are summed.30

APPENDIX C: MOVABLE RIGID SPHERE AND
ALUMINUM SPHERE COMPARISON

When a rigid sphere is mounted in such a way as to
permit translation of its center-of-mass when the sphere is
illuminated by a propagating plane acoustic wave, the scat-
tering becomes a function of the ratio of the density of the
sphere �E to the density of the surrounding fluid �0. Hickling
and Wang42 analyzed this dependence and found that it is
necessary to modify the complex amplitude of only the di-
pole �n=1� partial wave in Eq. �A3�. In the notation of the
present paper, the modification consists of taking s1=
−D1

* /D1, where

D1 = ka��E/�0�h1
�1��ka�� − h1

�1��ka� . �C1�

It follows that for ka�E /�0→
, s1→−h1
�2��ka�� /h1

�1��ka��,
which is the fixed rigid sphere limit and that for �E /�0=0,
s1→−h1

�2��ka� /h1
�1��ka�, which is the soft sphere limit.

Figure 8 illustrates the value of the movable rigid sphere
approximation when ka is small. Three curves for the far-
field backscattering 	f 	 from Eq. �A3� are shown for plane-
wave illumination. The solid curve is the exact result for an
aluminum sphere in water computed as discussed in Sec. V
with �E /�0=2.7. The curve with long dashes is for a fixed
rigid sphere and that result overestimates the scattering when
ka is small. The curve with short dashes is for a movable

rigid sphere having �E /�0=2.7. The agreement with the alu-
minum sphere results for ka�1.7 suggests that in the case of
an aluminum sphere, when ka�1.7 the backscattering is
more strongly influenced by the inertia of the sphere than the
details of the elastic moduli.
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The possibility of using acoustic radiation force in standing waves for stirring and mixing small
volumes of liquids is theoretically analyzed. The principle of stirring considered in this paper is
based on moving the microparticles suspended in a standing acoustic wave by changing the
frequency so that one standing wave mode is replaced by the other, with differently positioned
minima of potential energy. The period-average transient dynamics of solid microparticles and gas
microbubbles is considered, and simple analytical solutions are obtained for the case of standing
waves of variable amplitude. It is shown that bubbles can be moved from one equilibrium position
to another two to three orders of magnitude faster than solid particles. For example, radiation force
in a standing acoustic wave field may induce movement of microbubbles with a speed of the order
of a few m/s at a frequency of 1 MHz and ultrasound pressure amplitude of 100 kPa, whereas the
speed of rigid particles does not exceed 1 cm /s under the same conditions. The stirring effect can
be additionally enhanced due to the fact that the bubbles that are larger and smaller than the resonant
bubbles move in opposite directions. Possible applications of the analyzed stirring mechanism, such
as in microarrays, are discussed. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3124769�
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I. INTRODUCTION AND BACKGROUND

This paper discusses the physical basis for a new area of
application of acoustics in biotechnology and microfluidics:
stirring and mixing in small volumes of liquids. Stirring and
mixing of liquids is a necessary part of many industrial,
chemical, and pharmaceutical technological processes. The
majority of these processes is carried out on macroscopic
levels. However, it has been only in recent years that mixing
of small quantities of liquids has become technologically rel-
evant in the context of microfluidics and biotechnology since
mixing is often crucial for effective functioning of devices
manipulating small quantities of liquids �Nguyen and
Werely, 2002�. Microfluidic devices are useful in various
biological and chemical applications, including such diverse
fields as biochemical analysis, drug screening, genetic analy-
sis, medical diagnostics, chemical synthesis, and environ-
mental monitoring �Nguyen and Werely, 2002�.

Achieving effective stirring and mixing in macroscopic
volumes of fluids is a relatively straightforward task. Various
conventional, mechanically or magnetically driven stirring
elements may be employed. Alternatively, special geometries
may be employed in flow channels to promote mixing with-
out the use of moving elements. Stirring and mixing in small
volumes is, however, difficult. Applying conventional mixing
strategies to microfluidic volumes is generally ineffective.
Various designs of micromixers have been proposed in re-
cent years. There are several publications that comprehen-
sively review mixing methods and devices developed for mi-
crofluidic applications �e.g., Campbell and Grzybowski,
2004; Ottino and Wiggins, 2004�.

Some of the methods of stirring and mixing in micro-
volumes are based on acoustical principles. Liu et al. �2002,
2003� developed an approach to micromixing based on
acoustic microstreaming around an array of small air bubbles
resting at the top of the mixing chamber. When the bubbles
were made to vibrate by a sound field, they created steady
circular flows around them.

Ultrasound radiation force provides an efficient means
of moving various microparticles in a solution, thus provid-
ing effective stirring. Manipulation of particles suspended in
a fluid by standing acoustic waves is a well-known phenom-
enon effectively employed in numerous biomedical and in-
dustrial applications �Groschl, 1998; Coakley et al., 2000;
Hawkes et al., 2004�. The term “microparticles,” as it is used
here, includes various solid particles as well as microbubbles
of various origins, such as simple gas bubbles, which disap-
pear in less than 1 min after being injected into a liquid
sample, or gases encapsulated in a shell known as ultrasound
contrast agents �UCAs�. Radiation force drives the particles
to their local potential energy minima to create concentration
regions that appear as clumps striated at half-wavelength
separation �Nyborg, 1968; Wiklund and Hertz, 2006�.

The range of currently explored applications of driving
particles by acoustic radiation force is broad: targeted drug
and gene delivery, increasing sensitivity of biosensors and
immunochemical tests, and manipulating cells in suspen-
sions, micro-stirring, and others. In this paper, we specifi-
cally focus on the use of radiation force in a standing ultra-
sonic wave field for inducing rapid motion of microparticles
suspended in the liquid to facilitate various processes, which
require mixing and stirring.
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In this work, using the known expressions for the radia-
tion force acting on small objects �see references in Sec. III�,
we considered transient motion of microparticles from one
equilibrium position to another in the field of standing waves
�resonance modes�, the amplitudes of which are decaying
and increasing in the process of frequency switching, and
made quantitative estimates for rigid particles and bubbles.

II. PHYSICAL BASIS FOR STIRRING LIQUIDS BY
RADIATION FORCE IN A STANDING ACOUSTIC WAVE
FIELD

By changing the frequency of the driving signal applied
to the transducer of a standing wave chamber �resonator�,
various harmonics of the standing wave �resonator modes�
can be generated. Upon achieving a resonance frequency, the
ultrasound radiation force urges the microparticles to move
toward the multitude of potential energy minima locations
within the nodal pattern of the standing wave field. When the
frequency of the ultrasound transducer is further changed to
another resonance frequency, this destroys the previous nodal
pattern of standing waves and creates a new nodal pattern
corresponding to the new resonance frequency of the stand-
ing wave. Since the locations and the number of the second
set of potential energy minima locations where particles tend
to accumulate are substantially different from that of the first
plurality, the microparticles are urged to move to the new
plurality of locations. After enough time �in the range of
milliseconds� has passed to allow the microparticles to move
substantially to the second set of locations, the frequency of
the ultrasound transducer is changed again to yet another
resonance frequency or to the previous resonance frequency.
This again urges the microparticles to change their location.
The process of changing frequencies of the ultrasound trans-
ducer may be continued further so that vigorous movement
of the microparticles throughout the resonator cell occurs
causing intense mixing and stirring of the liquid contained
therein.

The ultrasound frequency range necessary for stirring
liquids with suspended microparticles using a variable fre-
quency mode of sonification depends on several factors. One
factor is related to the fact that the lower the frequency of
ultrasound and the longer the distance between the nodal
planes, the higher the ultrasound intensity should be needed
to move a particle from one equilibrium position to another,
but an increase intensity might produce unwanted effects in
the treated liquid. On the other hand, if the distance between
nodal planes is too short, the motion of particles will be
greatly limited and will not provide efficient stirring. Another
factor is that the volume of the liquid which needs to be
stirred in most biotechnological applications is typically of
the order of tens of microliters, and the characteristic dimen-
sions of resonator cells typically lie in a range from about 0.5
to about 5 mm, whereas the number of pressure nodes in the
liquid should preferably be in a range from 1 to about 10. Yet
another factor is that, at higher frequencies, e.g., in the range
of tens of megahertz and above, attenuation of ultrasound in
aqueous solutions greatly increases, and the intensity of re-
flected waves is insufficient to generate standing waves.
Based on all these factors, it can be estimated that the range

of ultrasound wavelengths to be used for stirring liquids by
manipulating microparticles in standing waves is typically in
the 0.05–2.0 mm range, which corresponds to frequencies in
about a 0.7–30 MHz range.

III. TRANSIENT DYNAMICS OF PARTICLES AND
BUBBLES

A. Mode switching

There exists a wide range of literature on acoustic radia-
tion force acting on small particles and bubbles, as well as on
their motion in an acoustic field. For the early history of such
studies we refer the reader to, e.g., Yosioka and Kawasima,
1955; Gor’kov, 1962; Nyborg, 1968; Crum, 1975. More re-
cently, many papers have dealt with this problem, in relation
to manipulating microparticles in liquids �e.g., Wiklund and
Hertz, 2006; Kuznetsova and Coakley, 2007; Manneberg
et al., 2008�. Here we explore the possibility of moving mi-
croparticles from one position to another by switching the
frequency of exciting ultrasound in one-dimensional resona-
tor �acoustic interferometer� formed by two parallel reflect-
ing planes, so that one standing mode is replaced by the
other, with differently positioned minima of the particle’s
potential energy. This causes the particles to be drawn from
one equilibrium position to another and then back or to an-
other equilibrium. The rate of stirring may depend not only
on the particle motion speed but, in general, on the time of
switching between the modes. The latter depends on wave
dissipation in fluid filling the resonator: the higher the mode
quality factor, the longer this mode field would increase and
then attenuate to give way to the next excited mode. In what
follows, we consider the transient dynamics of hard particles
and bubbles in a field of two modes with variable ampli-
tudes.

In the general case of a multimodal field in the resonator
with an acoustic path L, the pressure is

P = �
n=1

N

Pn�t�ei�t cos�kmx�, km =
n�

L
, �3.1�

where N is the number of significant modes and Pn are the
complex amplitudes which can, in general, slowly �relative
to the wave period� depend on time. The average radiation
force is proportional to

F �
��P2�

�x
thus F = �

n=1

N

QnPnP
n
* sin�2knx� . �3.2�

Here the angular brackets denote time averaging, and the
factors Qn depend on modal frequencies and particle size.

As an example we consider multiple transitions between
the standing fields at the third and fourth modes. Suppose
that at t�0 a standing wave corresponding to mode 3 has
been generated, and at t=0 its source is instantaneously
turned off. Simultaneously, at t=0, the source at a frequency
resonant with the fourth mode is abruptly started. It takes a
certain amount of time �depending on the quality factor of
the resonator� for the standing wave pattern to fade away and
for a new one to be established. At this stage, the radiation
force is
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F = �3e−2b3t sin�2k3x� + �4�1 − e−b4t�2 sin�2k4x� , �3.3�

where �3,4 are proportional to the squares of the peak am-
plitudes of the modes �see below� and b3,4 are the damping
rates �this can be due to internal losses in fluid and radiation
through the resonator walls�. Then, after time T, the process
is inverted: the fourth mode is switched off and the third
mode is switched on, etc. Thus, the force is

F � �H�t� − H�t − T�� · ��3e−2b3t sin�2k3x� + �4�1 − e−b4t�2

�sin�2k4x�	 + �H�t − T� − H�t − 2T��

· ��4�1 − e−b4T�2e−2b4�t−T� sin�2k4x� + �3e−2b3T

��1 − e−b3�t−T��2 sin�2k3x�	 + . . . , �3.4�

where H�t� is the Heaviside step function.
For estimates we take L=2 mm, so that, in the water, the

frequency of the third resonance mode is 1.125 MHz and of
the fourth mode, 1.5 MHz. The mode change time is T
=180 �s. For simplicity, in this example it is supposed that
�3=�4 and b3=b4=0.035 �s−1 �i.e., the resonator’s quality
factor is of the order of 100�. Figure 1 presents a contour plot
for three such changes: from the third mode to the fourth,
back to the third and again to the fourth. It is seen that the
transient times for decay and increase in the field are about a
few dozen microseconds.

B. Motion of rigid particles

Based on the known expressions for the radiation force,
here we consider again the sum of two transient modes with
different spatial structures, so that the force has the form
�3.3�. The amplitude of period-average radiation force acting
on a suspended particle in a plane standing wave can be
written as �e.g., Kuznetsova and Coakley, 2007�

� = −
�VfP0

2�

2	0c0
3 . �3.5�

Here V is particle volume, f is frequency, 	0 and c0 are
density and sound velocity in a fluid, P0 is sound pressure
amplitude, and

� = 
1 −
	0c0

2

	pcp
2� +

3�	p − 	0�
2	p + 	0

, �3.6�

where subscript p refers to the particle parameters. A more
general, three-dimensional expression for the radiation force
vector has been given by Manneberg et al. �2008�.

Consider the motion of a small spherical particle under
the action of the radiation force and Stokes friction. The
corresponding equation for a period-average motion velocity
u�x , t� along the x axis is

	pV
du

dt
= − 6�
au − F . �3.7�

Here a is the particle radius and 
 is the dynamic viscosity of
a fluid.

For the sizes and velocities of the microparticles consid-
ered here, the inertial term on the left-hand side of this equa-
tion is small compared to each term on the right-hand side.
Hence, a quasi-static solution can be used. For a decaying
single-mode field, it is

u =
dxp

dt
= − �e−2bt sin�4�fxp/c0�

= −
�a2fP0

2�

9	0
2c0

3�
e−2bt sin�4�fxp/c0� , �3.8�

and same but with �1−e−bt�2 instead of e−2bt for a mode with
increasing amplitude.

In this section we consider a non-deformable particle, so
that �=5 /2. To give an idea of particle velocity magnitude,
Fig. 2�a� shows the maximum velocity according to Eq. �3.8�
�reachable at xp=nc0 /8f , n=0,1 ,2 , . . .� as a function of ul-

t, s

x, cm

FIG. 1. Contour plot of radiation force for three subsequent switches be-
tween the third and fourth modes of a 2-mm-wide acoustic interferometer.
Light areas correspond to the higher force.
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FIG. 2. �a� Dependence of maximal
particle velocity, umax, on ultrasound
frequency for water �
=	�=1 cP, c
=1500 m /s, 	=103 kg /m3� for a par-
ticle of radius a=10 �m at P0

=200 kPa. �b� Dependence of umax on
the viscosity of liquid at frequency f
=10 MHz.
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trasonic frequency. Figure 2�b� shows the velocity depen-
dence on molecular viscosity beginning from “pure” water
viscosity up to 20 times more, which covers a realistic range
for biological fluids, such as solutions of biopolymers that
need to be stirred or mixed.

To evaluate the time of shifting from one equilibrium to
another after a fast frequency switching, we consider Eq.
�3.8� as a differential equation for the particle coordinate xp

with an initial condition xp�t=0�=x0. For a single mode, ana-
lytical solutions can be obtained. At b=0 such a solution
reads

xp =
1

kn
arctan�exp�− 2kn�nt + 2 ln �tan�kx0��� , �3.9�

where k=2�f /c0 is the wave number of the given mode and
x0 is the initial particle coordinate. If b is finite, then for an
increasing mode and, separately, for a decaying mode we
have, respectively,

xp =
1

kn
arctan�exp�− b−1�2bt + 4e−bt + e−2bt

− 3�kn�n�tan�knx0�	 ,

xp =
1

kn
arctan�exp�− b−1�1 − e−bt�kn�n�tan�knx0�	 .

�3.10�

Figure 3 illustrates the motion of a particle initially dis-
placed at a distance x0=0.15� ��=2� /k is the wavelength�
from the nearest equilibrium �x=0�, for two frequencies, 3
and 9 MHz �8th and 12th modes of a 2-mm-long resonator�.
Other parameters are the same as above. The typical time
scales for such motions are from several milliseconds to sev-
eral dozen milliseconds, depending on frequency.

Figure 4 shows a cycle of switching from mode 3 to
mode 4. The typical time scales for such motion are a few
hundreds of milliseconds �which is larger than that in Fig. 3
due to the lower frequencies�. Comparison with Fig. 1 shows
that for a hard particle these time scales are much larger than
those of the mode switching.

The above results refer to a hard, non-deformable par-
ticle the density of which and sound speed in which �and

hence the acoustic impedance� significantly exceed these pa-
rameters in water. According to the factor � defined by Eq.
�3.6�, softer particles can move differently and even in an
opposite direction. This is especially important for gas
bubbles considered in Sec. III C.

C. Bubbles

Consider now the dynamics of a microbubble in a stand-
ing wave. As previously mentioned, whereas a hard particle
in an acoustic field oscillates as a dipole, a small �compared
with the wavelength� bubble most intensively pulsates as a
monopole. The average motion of a bubble under the action
of radiation force is determined by the interaction between
its monopole and dipole motions. A theory of such a motion
has been developed in, e.g., Yosioka and Kawasima, 1955;
Watanabe and Kukita, 1993; Doinikov, 2002; Mettin and Do-
inikov, 2008; and, for collective, 3D bubble motions, in Ko-
belev and Ostrovsky, 1989.

Based on these works, radiation force acting on a bubble
in a standing wave has a form similar to Eq. �3.2�, namely,

F�x� = −
3�a

2	0c0
2�

n

N

Pn
2 �1 − n

2�
�1 − n

2�2 + �2 sin 2knx . �3.11�

Here � is the bubble damping factor and =�0 /�, where
�0= �3�p0 /	a2�1/2 is the bubble resonance frequency �� is
the polytropic ratio of gas, p0 is static pressure, and 	 is
liquid density�; for encapsulated bubbles, resonance fre-
quency can be higher. Other notations are the same as above.

If, as above, inertia �in this case, virtual mass� is ne-
glected and only the motion along x is considered �for the
time intervals considered, buoyancy is also neglected, which
is justified for small bubbles�, then, balancing �3.11� with the
Stokes force, we obtain the average translational velocity of
a bubble:

u�x� = −
1

4�	0
2c2 �

n=1

N
Pn

2

kn

�1 − n
2�

�1 − n
2�2 + �2 sin 2knx . �3.12�

Note that the Stokes force for a bubble is 4�
 aU rather
than 6�
 aU taken above for a hard particle �Landau and
Lifshits, 1993�. Note also that in some works �Crum, 1975;
Watanabe and Kukita, 1993� another expression for the drag

x/x0

t, ms

FIG. 3. Temporal variation of particle position upon switching to a fre-
quency of 3 or 9 MHz from a distance of x0=0.15 wavelength in a 2-mm
long resonator.
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FIG. 4. Particle motion under the action of the third mode �1.125 MHz�
switched to the fourth mode �1.5 MHz� in a 2-mm long resonator. Pressure
amplitude is 200 kPa for each mode.
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force acting on a bubble was used. In these works, bubble
motion with Reynolds numbers in the range of Re=1–200
was considered. In our case typically Re�1 �except possibly
in the case of exact resonance when Re can be of the order of
unity�, so that the use of Stokes force is better justified. We
also neglect the integral “history” term �e.g., Lovalenti and
Brady, 1993� which is small in the cases considered here.

As seen from Eq. �3.12�, even for a single-mode field,
the drift directions are different for bubbles that are larger or
smaller than the resonance bubbles. Equilibrium points cor-
respond to pressure nodes and peaks, which can be stable or
unstable depending on the frequency and bubble radius.

Figure 5 shows the frequency dependence of the trans-
lational bubble velocity in the maxima of sin 2kx for bubbles
resonant at 1 MHz, and different loss factors of a bubble
which depend on the fluid viscosity �water and solutions of
biopolymers� in a rather complicated manner �e.g., Naugol-
nykh and Ostrovsky, 1998�. Comparison with Fig. 2 indi-
cates the much faster motion of a bubble even for a lower
frequency and smaller pressure amplitude. As mentioned
previously, the direction of motion is different for bubbles
larger and smaller than the resonance bubble, which can ad-
ditionally enhance stirring capability.

Considering again Eq. �3.12� as a differential equation
with respect to the bubble coordinate and integrating it, one
can follow the bubble motion to its equilibrium. For the case
of a single mode, the solutions �3.9� and �3.10� can be used,
where now the magnitude � is defined by Eq. �3.12�. Figure
6 shows the transition from an initial displacement of � /8 at
two frequencies, one below and one above the resonance in a
non-viscous fluid. Under the action of ultrasound at frequen-
cies higher and lower than the resonant one, the bubble drifts
to equilibrium positions x=0 and x=� /4, respectively. This
motion is approximately two orders of magnitude faster than
that for a hard particle �see Fig. 4�.

For bubbles, the time of motion to an equilibrium can be
comparable with the time of acoustic mode decay. Figure 7
illustrates the effect of decay on bubble motion. At b�0, the
bubble does not return to the equilibrium position, and this
factor may decrease the efficiency of stirring.

IV. CURRENT AND PROJECTED BIOTECHNOLOGICAL
AND BIOMEDICAL APPLICATIONS

Radiation force in an ultrasound standing wave has been
employed mainly for manipulating �separating, washing,
sorting, and isolating� biological cells and particles rather
than for mixing and stirring liquids. Stirring of liquids in an
ultrasonic resonator cell using the multi-mode standing wave
method described in this paper was implemented in the study
by Ossina et al. �2007a� on HIV antibody detection using an
ultrasound particle agglutination method. In that study it was
demonstrated that ultrasonic stirring can enhance the perfor-
mance of bead-based immunoassays, such as the latex agglu-
tination test �LAT� used for identification and quantification
of analytes, biomolecules, and other substances of biological
importance. LAT is widely used in point-of-care tests for
diagnostic purposes, as well as in drug discovery/proteomics
research and in food-industry quality controls due to its sim-
plicity, low cost, and speed. Effective microstirring may en-
hance bead-based assay by destroying non-specifically
bound aggregates and improving signal-to-noise ratio in
quantitative assessment of the amount of immunochemically
bound aggregates. In another study by the same group �Os-
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FIG. 5. Maximal average bubble velocity vs frequency at the following
parameters: P=100 kPa, �=1 cP �water�, �0=2�f0=1 MHz �for an air
bubble without surfactants, resonance bubble radius is 3.26 �m�, at different
bubble damping factors: 1−�=0.2, 2−�=0.1, 3−�=0.05.
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FIG. 6. Bubble position as a function of time from the initial point x0

=0.15�, with respect to the nearest equilibrium, for two ultrasonic frequen-
cies, 900 and 1100 kHz. Damping factor of a bubble is taken as �=0.1; this
value can be considered as typical of contrast microbubbles �e.g., de Jong
et al., 2002�.
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FIG. 7. Return of the bubble to the equilibrium from the initial point x0

=0.15�, under the action of the field at frequency of 1.1 MHz; the bubble
parameters are the same as in Fig. 6. �Solid line� non-damping mode;
�Dashed� a mode with a damping factor b=10 ms−1, see Eq. �3.10� �quality
factor of the resonator is about 100�.
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sina et al., 2007b�, the proposed method of ultrasonic stirring
was successfully implemented in the immuno-agglutination
tests for food-borne pathogenic bacteria.

We hypothesize that the potential range of applications
of acoustic radiation force as a tool for microstirring and
mixing liquids is much wider than those limited applications
described in the literature. There are numerous biotechno-
logical applications in which diffusion is a main factor lim-
iting the rate and efficiency of the process, such as in mi-
croarrays, which are widely used for identification of
proteins, oligonucleotides, and other biologically important
molecules. Microarray analysis became the basis for the re-
cent advances in high-throughput technologies for studying
genes and their function. The basic structure of a microarray
is simple: a glass slide or membrane is spotted or “arrayed”
with various molecules, such as DNA fragments or oligo-
nucleotides that represent specific gene coding regions. One
of the drawbacks of a microarray analysis is the long testing
time, which could be in the range of hours. Effective mi-
crostirring of the sample tested by the microarray analysis
may reduce diffusion limitation and may significantly im-
prove the performance of the microarray method. Such mi-
crostirring as is necessary for accelerating the microarray
analysis can be achieved by adding a small amount of mi-
croparticles to the test sample. Generating a varying nodal
pattern of standing acoustic waves may greatly increase the
rate of molecular processes involved in microarray analysis.

Ultrasonic stirring and mixing of fluids with added mi-
croparticles, including microbubbles, can be applicable to the
processes occurring at the interface between a solid surface
and a liquid when the effectiveness of these processes de-
pends on diffusion rate. Examples of processes that can be
enhanced by increasing diffusion rate include various chemi-
cal and biochemical reactions such as the polymerase chain
reaction, binding of a substrate and a ligand, hybridization of
nucleic acids and their fragments, interaction between anti-
gen and antibody, etc.

The range of applications of the proposed method may
be limited by the existing containers used in biotechnologies.
Standard containers used for biological assays would be hard
to integrate into conventional ultrasound standing wave de-
vices, but there is a solution to that problem. Our preliminary
observation showed that there is no need to have a regular
plane-parallel or cylindrical resonator to stir liquids using
suspended microparticles. When ultrasound in the swept-
frequency mode is transmitted into any container with reflec-
tive boundaries, complex and greatly variable nodal patterns
are formed, which should potentially be able to provide the
motion of particles necessary for stirring and mixing. It is
hard to generate traveling waves, but generation of some
complex modes of standing waves occurs automatically
when the frequency of ultrasound transmitted into a con-
tainer is varied. Obviously, such a swept-frequency mode of
stirring will require specific arrangements for coupling the
container with the source of ultrasound, and in any particular
application it would need separate consideration.

Other processes which can be enhanced by improved
diffusion with the use of microparticles include extracting,
separating, and sterilizing. A further process that can be im-

proved by stirring the microparticles added to the investi-
gated sample is thermostating, which is commonly used in
numerous biotechnological applications. Enhanced convec-
tion caused by ultrasonically induced rapid motion of sus-
pended microparticles in the thermostated liquid will accel-
erate the temperature equilibration in the treatment vessel.

The particles necessary for inducing stirring and mixing
of liquids by standing acoustic waves include various micro-
beads made of an inert material not affecting the treated
sample, as well as gas microbubbles encapsulated in a bio-
compatible shell, such as those that are currently used as an
UCA. The wall-forming material could be a thermally dena-
tured protein, a surfactant, a lipid, polysaccharide, or other
membrane-forming substances. As was shown in this study,
the microbubbles could be orders of magnitude more effi-
cient in stirring liquids than solid particles such as latex
beads. If there are no technological limitations for adding a
small amount of UCA to the treated sample, then the mi-
crobubble will be the first choice for use in an ultrasonic
standing wave method of stirring and mixing liquids.

An important technical aspect of the acoustical stirring
of liquids is that there is significant flexibility in using dif-
ferent patterns of the standing wave field to optimally adapt
this technology to a particular application. In applications
where the volume containing the liquid that needs to be
stirred is a tube, it could be beneficial to use cylindrical
standing waves. An important advantage of cylindrical ge-
ometry is that it eliminates the need for accurate alignment
of a transducer/reflector system, in contrast to the case of
planar or confocal standing wave fields. If the vessel contain-
ing the liquid has a rectangular configuration, a two-
dimensional �2D� standing wave pattern could be most effi-
cient for stirring the liquid. Such a 2D pattern can be
generated by the superposition of the orthogonally oriented
standing waves �Oberti et al., 2007; Manneberg et al., 2008�.

In biomedical applications, where the liquids which
need to be stirred and mixed may contain biological cells and
biopolymers, an important issue is the safety of the treat-
ment. The stirring should be conducted without damaging
the gentle biological components of the treated liquid. Nu-
merous studies involving biological effects in an ultrasound
standing wave field have clearly demonstrated that at the
intensities of ultrasound sufficient for manipulating particles
and biological cells, no measurable damaging biological ef-
fects are observed �Evander et al., 2007; Haake et al., 2005;
Hultstrom et al., 2007�.

V. CONCLUSIONS

The theoretical analysis presented in this paper suggests
that the use of radiation force in a standing ultrasonic field as
a means for mixing and stirring small volumes of liquids �in
the range of microliters� has significant potential in various
biomedical and biotechnological applications. In numerous
technologies and in microfluidics, where the volume of cells
is on the order of tens of mm3 and less, diffusion is the main
factor limiting the rate and efficiency of the process, so that
an efficient stirring can be of critical importance. As poten-
tial applications of standing acoustic waves for microstirring
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of liquids are not yet sufficiently explored and implemented,
thorough theoretical and experimental studies and efforts
will be needed to make full use of the processes described in
this paper.
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In this paper the problem of parametric sound generation in an acoustic resonator filled with a fluid
is considered, taking explicitly into account the influence of the nonlinearly generated second
harmonic. A simple model is presented, and its stationary solutions were obtained. The main feature
of these solutions is the appearance of bistable states of the fundamental field resulting from the
coupling to the second harmonic. An experimental setup was designed to check the predictions of
the theory. The results are consistent with the predicted values for the mode amplitudes and
parametric thresholds. At higher driving values a self-modulation of the amplitudes is observed.
This phenomenon is identified with a secondary instability previously reported in the frame of the
theoretical model. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3119628�

PACS number�s�: 43.25.Ts, 43.25.Rq �OAS� Pages: 3555–3560

I. INTRODUCTION

The development of nonlinear effects, and in particular
the observation of parametric phenomena in acoustics, re-
quires relatively high-intensity fields, for which high-quality
resonators are most adequate. The knowledge of the field
evolution in resonators in nonlinear regime is important both
in its fundamental and applied aspects. One of the simplest
configurations consists of two plane and parallel walls �an
acoustic interferometer� where nearly one-dimensional
standing waves are formed along the cavity axis. The system
was the basis, 40 years ago, of the first experimental obser-
vation of acoustic parametric excitation in a fluid.1,2 The
phenomenon,3 first observed by Faraday4 and later described
by Lord Rayleigh, consists in the emergence of oscillation
modes at frequencies smaller than that of the driving when a
parameter of the system is varied periodically in time. The
phenomenon is universal and has been demonstrated in a
variety of physical systems.5 In the case of the acoustical
interferometer, the length of the cavity �and thus the eigen-
frequencies of the normal modes� is the time-dependent pa-
rameter, and the parametric excitation is achieved when the
input energy is high enough to overcome the dissipative
losses. The parametric fields usually appear as doublets,
whose frequencies f1 and f2 add to match the driving fre-
quency f0, i.e., f0= f1+ f2, although in some circumstances
the half-frequency mode is observed.

A theoretical description, based on the Mathieu equa-
tion, has been successfully applied to the description of these
processes in an acoustical interferometer, allowing to predict
the subharmonic spectrum and its excitation threshold.5,6

This approach has, however, a restricted validity since it can-
not describe the further evolution of the parametric fields
above the threshold and, on the other hand, it ignores the
unavoidable effects of the higher harmonics of the driving,
which are the main signature of non- or weakly-dispersive
acoustic systems.

The spectrum of higher harmonics can be controlled us-
ing additional dispersion mechanisms, such as bubbly fluids
or walls with selective �frequency dependent� absorption.7–10

Ostrovsky et al.11 designed a waveguide cavity where disper-
sion is introduced by the lateral boundaries, and the higher
harmonics could be completely inhibited. As a theoretical
framework, a set of evolution equations for the triad of in-
teracting modes was considered, resulting in an excellent
agreement with the measured amplitudes above threshold.

This theory has been also applied to the interferometer
case,7,12–14 but the agreement with the experiment7 was
mainly qualitative. The discrepancies can be interpreted in
terms of the influence of the first higher harmonics �those
with non-negligible amplitudes� on the parametric process,
introducing additional features that cannot be captured by the
fully dispersive model, where higher harmonics of the pump
are absent.

In this work we present a theoretical description of para-
metric sound generation in a fluid-filled interferometer, ex-
tending the previous models to include the coupling with the
second harmonic. The stationary solutions both above and
below the threshold are obtained and discussed. The solu-
tions are compared with experimentally measured values,
with an excellent agreement. The novel effects induced by
the second harmonic �e.g., bistability or hysteresis� are dis-
cussed. Finally, we also report the existence of low fre-
quency self-oscillations, occurring at pump values beyond
the parametric instability threshold. This phenomenon is dis-
cussed in terms of secondary instabilities of the proposed
model.

II. THEORY

The acoustical interferometer considered in this paper is
composed by two parallel and solid walls, with thicknesses
D and H, respectively, located at a distance L from each
other, containing a fluid medium inside. Each medium in-
volved in the model is acoustically characterized by its den-
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sity �, bulk modulus �, and sound velocity c, related as c2

=� /�. The resonance modes �eigenfrequencies� of the reso-
nator depend on these parameters, defining the acoustical
impedances z=�c of each section. In the ideal �lossless� case,
corresponding to an infinite impedance of the walls, the reso-
nance modes are equidistant and obey the equation

tan�kfL� = 0, �1�

or, equivalently, kfL=n�, where kf =2�f /cf, with cf being
the sound velocity in the fluid. However, in a real system the
impedances have finite values, and the spectrum of the reso-
nator is no longer equidistant, but distributed according to
the transcendental equation7

tan�kfL� =
R�tan�kwH� + tan�kwD��
R2 tan�kwH�tan�kwD� − 1

, �2�

where kw=2�f /cw, with cw being the sound velocity in the
wall, and R is the quotient between wall and fluid imped-
ances.

Now consider the driven system, assuming that one of
the walls vibrates with frequency f0. Then, above the para-
metric generation threshold the spectrum inside the resonator
can be decomposed in two sets: the subharmonics resulting
from the parametric instability and the higher harmonics of
the driving nf0, with n an integer number. Usually only har-
monics with small n reach a signifficant amplitude. The am-
plitude of any of these harmonics decreases with the detun-
ing, defined as the difference between the corresponding
field frequency �n and the frequency of the closest mode, �n

c,
i.e., �n=�n−�n

c. The energy transfer into a harmonic is then
more effective under resonance conditions. In an ideal cavity,
a resonant driving implies that all higher harmonics are also
resonant with a cavity mode, enhancing the cascade of en-
ergy from the driving into many higher frequency compo-
nents. However, an initial detuning �0 implies that the detun-
ing of the higher order modes increases linearly with the
frequency �Fig. 1�a��. As a consequence, the amplitude of

these modes is reduced with respect to the resonant case.
This situation can be more dramatic in a real system, where
the mode distribution is non-equidistant and the detuning of
the second and higher harmonics can be tuned to be much
larger than that of the driving and the subharmonics, as
shown in Fig. 1�b�.

The above arguments suggest that a theoretical approach
to parametric sound generation must take into account the
effect of the second harmonic, whose amplitude is not neg-
ligible in general, but one can neglect the influence of the
third and higher harmonics, assuming that they are suffi-
ciently out of resonance. To simplify the analysis, we con-
sider that the parametric generation is degenerated, i.e., the
half harmonic of the driving is excited.

Under these assumptions, and following the technique
described in detail in Ref. 13 for the dispersive resonators
�where higher harmonic contributions were neglected�, the
following system of equations for the evolution of the
slowly-varying amplitudes for each mode is obtained:

dP0

dt
= − ��0 + i�0�P0 − i��P1

2 + P2P0
�� +

c

L
Pin,

dP1

dt
= − ��1 + i�1�P1 − i

�

2
P0P1

�,

dP2

dt
= − ��2 + i�2�P2 − i�P0

2, �3�

corresponding to the fundamental �driving�, subharmonic,
and second harmonic, respectively. Other parameters are as
follows: Pin is the driving amplitude �pump�, �n�n=0,1 ,2�
are the decay rates of each mode in the cavity, �
=�0 /4�c2�1+B /A� is related to the nonlinearity parameter
B /A of the fluid, and �n=�n−�n

c are the detunings.
The dynamical system given by Eq. �3� can be reduced

to a simpler, dimensionless form, defining the new variables
A0= i�2�1 /��P0, A1= i��2�0�1 /��P1, A2= i��0 /��P2, and E
= i�2L�0�1 /��Pin, and the parameters �=�1

2 /�0�2 and �n

=�n /�n. With these changes we obtain

�0
−1dA0

dt
= − �1 + i�0�A0 + E − A1

2 − A2A0
�,

�1
−1dA1

dt
= − �1 + i�1�A1 + A0A1

�,

�2
−1dA2

dt
= − �1 + i�2�A2 + i�A0

2. �4�

Equation �4� admits two different stationary solutions.
When the pump amplitude E is below the parametric thresh-
old, one can set A1=0. Neglecting the temporal derivatives in
Eq. �4� we obtain

E = �A0��1 + �0
2 +

��A0�2���A0�2 + 2�1 − �0�2��
1 + �2

2 �1/2

,

�A2� =
�

�1 + �2
2
�A0�2. �5�

FIG. 1. Schematic representation of the field and cavity spectra in the cases
of �a� ideal �lossless� cavity and �b� a real cavity with finite impedances. The
generation of half- and second-harmonic frequencies is illustrated, together
with their corresponding detunings.
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The solution given in Eq. �5� reflects the fact that the
amplitudes of both the fundamental and the second harmonic
grow with the pump amplitude, as expected. The most inter-
esting feature is, however, the emergence of multivalued so-
lutions, i.e., the system shows a bistable or hysteretic behav-
ior, when some conditions on the parameters are fulfilled. We
note that the predicted hysteretic behavior occurs even in a
medium with quadratic nonlinearity by means of a coupling
between different harmonics, as will be discussed below. The
condition for multivaluedness is found by imposing the ex-
istence of an inflection point in the S-shaped curve given by
Eq. �5�. This occurs when d2E /d�A0�2=0, i.e., at

�A0�2 = −
2�1 − �0�2�

3�
. �6�

Note that the existence of bistable solutions requires that
�0�2	1, i.e., both detunings must have the same sign and
exceed a certain critical value. Figure 2 shows the
monostable �a�, critical �b�, and bistable �c� cases of the fun-
damental mode for different sets of parameters.

At a pump value given by

Eth = ��1 + �1
2���1 + �̃�2 + ��0 − �̃�2�2� , �7�

where we have defined �̃=��1+�1
2� / �1+�2

2�, the solution
given by Eq. �5� becomes unstable, denoting the threshold of
the parametric instability. The new solution corresponds to a
nonzero value of the subharmonic amplitude given by

�A1�

2 = �− 1 + �0�1� − �̃�1 + �1�2�


 �E2 − ��0 + �1 + �̃��1 − �2��2. �8�

Above the instability threshold, the fundamental mode satu-
rates to a constant value

�A0�2 = 1 + �1
2, �9�

and A2 is given by Eq. �5�.
Note that in the limiting cases of large second-harmonic

detuning �2 or large losses �2 �in both cases �̃ tends to zero�,
the solutions �5�–�8� reduce to those obtained in previous
works �see, e.g., Ref. 13� for the dispersive cavity. Physically
a mode with large detuning or losses is strongly damped in
the cavity, so in practice it can be neglected in the analysis.

The parametric instability can be either supercritical or
subcritical, resulting in monostable or bistable subharmonic,
respectively. As shown in Refs. 11 and 12 the bistability of
the subharmonic is also present in the fully dispersive cavity
in contrast to the bistability of the fundamental mode, which
should be absent in this case.

Finally we note that, in order to observe the bistable
regime of the fundamental mode, it must occur with prece-
dence to the parametric instability. Combining Eqs. �6� and
�9�, we find that the fundamental mode presents bistability
whenever

0 �
2

3�
��0�2 − 1� − �1

2 � 1.

III. EXPERIMENT

A. Description

The resonator consists in two piezoceramic disks ��
=7700 kg /m3 and c=4400 m /s� with radius of 1.5 cm and
thicknesses of 1 and 2 mm �corresponding to resonance fre-
quencies around 2 and 1 MHz, respectively�, mounted in a
Plexiglas tank containing distilled and degassed water ��
=1000 kg /m3 and c=1480 m /s at T=20 °C�. Both sides

FIG. 2. Development of bistability of the fundamental mode as the second-
harmonic detuning is varied. Parameters are �=1, �0=−2, and �2=1 �a�,
�2=0 �b�, and �2=−1 �c�.
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are located at a variable distance L, and its parallelism can be
carefully adjusted to get a high-Q interferometer. One of the
piezoceramics—that with resonance frequency around 2
MHz—is driven by the signal provided by a function gen-
erator �Agilent 33220� and a broadband rf power amplifier
ENI 240L. The experimental setup is completed by a needle
hydrophone �TNUA200 NTR Systems� to measure the intra-
cavity pressure field. The hydrophone has a sensitive section
of 0.2 mm. Since measurements are taken with the hydro-
phone placed vertically in the resonator, we measured previ-
ously the directivity factor at 90 deg with the emitter in free
field operation. The wavelength varies from 0.75 mm for 2
MHz up to 3 mm for 0.5 MHz; therefore the fixed position-
ing along the stationary waves makes the hydrophone signal
to be frequency dependent. We placed the hydrophone at an
antinode of the excited fundamental frequency, and its abso-
lute value was properly determined. In addition, the real am-
plitude of each frequency is affected by the detuning to the
closest cavity mode. Consequently, the values of the subhar-
monic or superharmonic amplitudes and the curves describ-
ing their variation must be considered only qualitatively. The
Fourier transform of the acquired signal allows to determine
the spectral content of the acoustic field inside the resonator,
which allows to quantify �with the mentioned restrictions�
the amplitude of any frequency component. Figure 3 shows a
block diagram of the experimental setup.

In this way, by changing the amplitude of the driving
source, we are able to follow the bifurcation diagram of the
resonator for a given set of parameters. Although the pump
value and the decay rates �n can be unambiguously deter-
mined �the latter by measuring the line width of the cavity
modes�, the detuning parameters �n are difficult to control
and, in general, vary from one set of measurements to the
next. The reason is the dependence of the cavity resonances
on the temperature of the medium, which changes with time

due to the external sources �heating of the driving transducer
or ambient temperature variations�. However, we have moni-
tored the temperature variations to ensure that the detunings
did not changed appreciably within one set of measurements,
so we could apply the theory of Sec. II to the description of
this problem.

B. Bifurcation diagrams

In the series of experiments we have obtained different
bifurcation diagrams. They differ in the spectral content �fre-
quency of the subharmonic pairs and amplitudes of the
higher harmonics� corresponding to different sets of detun-
ings, but also in the behavior of the individual amplitudes.
We illustrate two of such cases in Figs. 4 and 5.

Figure 4 was obtained for a driving frequency f0

=1.991 MHz and L=3.5 cm. In this case a nearly-
degenerated subharmonic pair, with frequencies f1

=1.018 MHz and f2=0.974 MHz, is parametrically excited.
As shown in Fig. 4�a�, corresponding to a driving amplitude

FIG. 3. Block diagram of the acoustic fluid-filled interferometer: The per-
sonal computer �PC�-based peripheral component interconnect extensions
for instrumentation �PXI� platform consists in both a signal generation and a
digital acquisition �oscilloscope� card. The generated signal is amplified by
a rf broadband power amplifier to excite the piezoelectric emitter, while the
acoustical field inside the interferometer is measured by means of a needle
hydrophone with flat frequency response.

FIG. 4. �a� Spectral content of the acoustic field in the resonator obtained for
a driving frequency f0=1.991 MHz and an input voltage of Vin=25 V. �b�
Experimental bifurcation diagram �symbols� obtained at the same driving
frequency and different input voltages. Solid and dashed lines correspond to
the fundamental and subharmonic amplitudes, as obtained from Eqs. �5� and
�8� for �0=−2.35, �1=3.25, and �2=−4.
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of 25 V, the pair is highly asymmetric, the amplitude of one
of the components, f2, being negligible with respect to f1.
This suggests the applicability of Eq. �3�, where only one of
the subharmonics is taken into account. The experimental
bifurcation diagram is shown in Fig. 4�b� with symbols. Two
features of this bifurcation diagram can be discussed. First, at
Vin=24 V the threshold of parametric generation is reached,
and for higher driving values the amplitude of the subhar-
monics grows monotonically with the pump. The existence
of a threshold evidences the origin of subharmonics as the
result of an instability in the system. Note that in Fig. 4�b�
this amplitude is magnified five times for a better clarity.

A second feature of the diagram in Fig. 3�b�, which also
follows from the theoretical analysis of Sec. III A �see, e.g.,
Fig. 2�, is the non-linear �pump dependent� growth rate of
the fundamental mode amplitude as the driving amplitude Vin

is increased: for sufficiently high excitation amplitudes, the
fundamental harmonic amplitude grows faster than in the
initial �small-amplitude� linear regime. This occurs despite

the fact that the second harmonic creates an additional chan-
nel of the energy consumption since it additionally pumps
out the energy from the fundamental component. This unex-
pected effect is a consequence of the nonlinear coupling of
the fundamental with the second harmonic, already discussed
in Eq. �4�, which results in an effective amplitude-dependent
detuning for the fundamental. Note that from Eq. �4� it fol-
lows that in a stationary regime A2	A0

2, which results in the
cubic term A2A0

�	�A0�2A0 in the first of Eq. �4�. As the co-
efficient of this term is complex, it represents an amplitude-
dependent detuning.

Without this coupling the quadratic nonlinearity did not
give the amplitude-dependent detuning due to self-action,
whereas the second harmonic introduces this possibility.
However, this can be observed only for sufficiently large
initial detuning of the fundamental harmonic from the near-
est resonance �see Eq. �5��. Thus in the small-amplitude lin-
ear regime, the excitation of the fundamental harmonic is
fairly far from optimal. With increased driving amplitude, the
coupling with the second harmonic results in the effective
compensation of the detuning for the fundamental harmonic.
Consequently, the excitation conditions for the fundamental
harmonic become more optimal and in this amplitude range,
the fundamental harmonic grows faster than initially �up to
creation of the inflection point in the amplitude dependence�.

The solid lines represent the analytical stationary solu-
tions given by Eqs. �5�, �8�, and �9�. The theoretical ampli-
tude and pump values have been scaled by respective nu-
merical factors taking into account the efficiency of the
transducer, the sensitivity of the hydrophone, and the addi-
tional normalizations leading to Eq. �4�. We used the medium
parameters �=1000 kg /m3, c=1480 m /s, and �
=0.002 s−1 Pa−1. The decay rates were obtained by measur-
ing the line width of the modes, resulting in �n	5000 s−1.
Finally, the detunings have been chosen to get the best fit to
the experimental data. In Fig. 4�b� we used �0=−2.35, �1

=3.25, and �2=−4.
For a slightly different driving frequency f0

=1.879 MHz, we observed a different scenario, shown in
Fig. 5. In this case pair frequencies f1=1.242 MHz and f2

=0.638 MHz are excited above threshold. The pair is also
clearly asymmetric in the amplitudes, as shown in Fig. 4�a�
corresponding to a driving amplitude of 8 V. Different from
the previous case a linear growth of the fundamental mode
below threshold is observed in Fig. 5�b�, saturating at a con-
stant value above threshold �7 V in this case�. As discussed
in Sec. III A, this situation is typical of a highly detuned
second harmonic, where the dispersive model represents a
good approach. The theoretical bifurcation diagrams in Fig.
5�b� were obtained for the set of detunings �0=1.35, �1

=0.6, and �2=10 and show a good agreement with the mea-
sured values.

C. Self-modulation

Further increasing the pump above the threshold the
field components �both fundamental and subharmonics� of-
ten develop side band modes, characterized by a small fre-
quency shift with respect to the original �central� mode, as

FIG. 5. �a� Spectral content of the acoustic field in the resonator obtained for
a driving frequency f0=1.879 MHz and an input voltage of Vin=8 V. �b�
Experimental bifurcation diagram �symbols� obtained at the same driving
frequency and different input voltages. Solid and dashed lines correspond to
the fundamental and subharmonic amplitudes, as obtained from Eqs. �5� and
�8� for �0=1.35, �1=0.6, and �2=10.
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shown in Fig. 6. The parameters are those corresponding to
Fig. 4, and the pump parameter is nearly twice the paramet-
ric threshold value. In the temporal domain, the presence of
the side bands implies a low frequency time modulation of
the field amplitudes, indicating a transition from stationary to
dynamic states. This phenomenon, also demonstrated in
fluids11 and solids,15 is usually called self-modulation since
the source amplitude is kept constant. Self-modulation can
result from different mechanisms, as discussed in Ref. 16.

In Ref. 14 we considered the stability of the solutions of
Eqs. �8� and �9�, identifying the appearance of the self-
modulation with a Hopf bifurcation of the stationary solu-
tions under certain conditions. The frequency of the slow
modulation predicted by the theory was of the order of sev-
eral kilohertz for typical operation conditions. This value is
in agreement with the experimentally observed side band
frequency, �f =34 kHz, in Fig. 6. A careful analysis of the
spectrum allows to identify these new frequencies as the re-
sult of the mixing �sum and difference, f i
 f j� between the
fundamental and the subharmonics components, and with the
second harmonics 2f i, owing to the quadratic nonlinearity of
the medium. Some of these frequencies are correspondingly
labeled in Fig. 6. The experiment also shows that the appear-
ance of the low side band frequencies occurs once the pump
reaches a critical value. This behavior of the spectrum is
characteristic of a secondary instability of the Hopf type, in
agreement with the analysis performed in Ref. 14.

IV. CONCLUSIONS

The different effects observed in the experiments of
parametric sound generation in acoustic resonators cannot be
completely explained by the previously proposed models.
The first reasonable approach to this problem is to consider
the role played by the first higher harmonics, whose magni-
tude is strongly dependent on the distance to the cavity reso-
nances. The proposed model, which is a simple extension of

previous �dispersive� models, considers the coupling of the
fundamental field to its second harmonic. We demonstrate
that the bifurcation diagrams predicted by the theory and
observed in the experiment can be qualitatively different un-
der different parameters and are very sensible to the experi-
mental conditions �mainly the driving frequency and the
temperature, both affecting the detuning values�. Such model
also predicts the emergence of secondary instabilities, lead-
ing to time self-modulated solutions, in agreement with the
experimental observation at drivings beyond the threshold.
We expect that, at even higher drivings, the dynamics of the
system can be chaotic, as the theory predicts. Experimental
work in the direction is in progress.
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The rumble sound generated by a tidal bore event in the
Baie du Mont Saint Michel
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A tidal bore is a sharp rise in free-surface elevation propagating upstream in an estuarine system at
the leading edge of the flood tide. It generates a powerful noise that was sometimes compared to the
sounds of a horse cavalcade. Herein the sounds generated by a tidal bore event in the Baie du Mont
Saint Michel were carefully recorded. The data showed three distinct periods. These were the
incoming tidal bore when the sound amplitude increased with the approaching bore front, the
passage of the tidal bore in front of the microphone where the impacts of the bore on the bank,
rocks, or jetty generated powerful noises, and the upstream propagation of the bore when the flood
flow motion caused additional loud noises. During the arrival of the tidal bore, the sound levels were
less energetic and a lower-pitch sound was noted than during the subsequent record. For the
breaking bore process, the analysis of the sound record indicated a dominant frequency around
76–77 Hz. The low-pitch rumble had a frequency comparable to the collective bubble oscillations,
suggesting that air entrapment in the bore roller might play a major role in the acoustic signature.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3124781�
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I. INTRODUCTION

A tidal bore is a sharp rise in free-surface elevation
propagating upstream in an estuarine system as the tidal flow
turns to rising. Also known as aegir, mascaret, or pororoca, a
tidal bore forms typically during spring tide conditions with
tidal ranges exceeding 4–6 m when the flood tide converges
into a narrow funneled channel. Figure 1 illustrates a tidal
bore event in the Baie du Mont Saint Michel �France�, while
Fig. 2�a� shows the promontory from where the photographs
were taken. Figure 2�b� presents a map of the area.

A tidal bore creates a powerful sound. In China, the
noise of the Qiantang River bore was compared to “the
clamor of a hundred thousand troops” in a poem by Guo of
the Tang dynasty and to “10 000 horses break out of an en-
circlement �Chen et al., 1990�, crushing the heavenly drum,
while 56 huge legendary turtles turn over, collapsing a snow
mountain” by the Chinese poet Yuan during the Yuan dy-
nasty �Dai and Zhou, 1987�. The sounds generated by a tidal
bore were also called a “roar” �Darwin, 1897� or a “great
destructive noise” and compared to the sound of locomotive
train, of bass drums, of thunder, and of torrential flows. A
Canadian composer, Monahan, created a musical piece that
was a metaphorical interpretation of the tidal bore action,
using sound recordings of water flow from the Bay of Fundy:
“the tidal bore of the Maccan River” �Monahan, 1981�.

The noise generated by a tidal bore combines sounds
caused by the turbulence in the bore front and whelps, en-
trained air bubbles in the bore roller �“white waters”�, sedi-
ment erosion beneath the bore front and of the banks, scour-
ing of the sandbars, and impacts on obstacles �rocks and
bridge piers�. The bore rumble can be heard far away be-

cause low frequencies can travel over long distances. During
his expedition in the Qiantang River mouth, Moore almost
lost his survey ship and two steam cutters on 20 September
1888 when he inadvertently anchored in the Qiantang River
estuary; he heard the first murmur of the bore 1 h before it
reached his Pandora ship �Moore, 1888, p. 7�. In the Baie du
Mont Saint Michel, the writer heard often the tidal bore
25–30 min before the bore front reached him. Animals can
be more sensitive to the tidal bore sounds than the human ear
�Warfield, 1973; Fay, 1988; Encyclopædia Britannica, 2008�.
When the bore closes in, the rumbling noise disorientates
some species. In the Baie du Mont Saint Michel, sheep have
been outrun and drowned by the tidal bore. In Alaska, moose
have tried unsuccessfully to outrun the bore �Molchan-
Douthit, 1998�. In each case, the animals were panicked with
the deafening noise of the bore although they could run
faster than the bore front.

A tidal bore is somehow a continuous breaking “wave,”
and passive acoustic techniques were used successfully to
characterize to wind-generated wave breaking and the en-
trained air bubbles �Loewen and Melville, 1991; Manasseh et
al., 2006�. The air bubble entrainment process is indeed fun-
damental to the air-sea interactions �Melville and Rapp,
1985; Wallace and Wirick, 1992; Chanson and Cummings,
1994�. Most studies of wave breaking used underwater hy-
drophones �Felizardo and Melville, 1995; Manasseh et al.,
2006�. Some investigated similar flow patterns to study spe-
cific features of the entire process �e.g., Nicholas et al., 1993;
Kolaini et al., 1994�. Passive acoustic techniques were also
used successfully to investigate sediment transport under
waves and in tidal flows �Thorne, 1986; Mason et al., 2007�.

Although there are numerous anecdotic observations, the
acoustic properties of a tidal bore have not been investigated
in detail until now. Herein, the atmospheric sounds of a tidal
bore event were carefully recorded, and the passive acoustica�Electronic mail: h.chanson@uq.edu.au
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characteristics were analyzed. The present work takes pre-
liminary steps toward an acoustic signature technique for
characterizing a tidal bore process.

II. STUDY SITE AND FIELD MEASUREMENTS

The Baie du Mont-Saint-Michel �France� in the English
Channel �La Manche� is characterized a very large tidal
range �up to 14 m� and fast advancing flood tides. The Baie
is drained by three main rivers: the Couesnon, the Sélune,
and the Sée �Fig. 2�b��. In the past, the hydrodynamics and
sedimentology of the Baie, including the access to the Mont
Saint Michel, were mostly affected by the strong flows of the
Couesnon and Sélune Rivers. The Sélune River is 70 km

long with a catchment area of 1010 km2, and it constitutes
the most significant freshwater inflow into the Baie du Mont
Saint Michel. At its mouth between Roche-Torin and Pointe
du Grouin du Sud, the Sélune River joins the Sée River, and
the waters merge at low tides.

During spring tides, the Baie du Mont Michel is sub-
jected to several tidal bore processes. Larsonneur �1989�
mentioned briefly a tidal bore near Pointe du Grouin du Sud
propagating at about 2.5 m/s. Tessier and Terwindt �1994�
discussed the effect of tidal bore on sediment transport
downstream of the Sée and Sélune river mouths. Chanson
�2005a, 2005b, 2008a� presented photographic evidences of
the tidal bore processes and discussed their impact on the
Baie.

Herein the tidal bore of the Sée-Sélune River system
was observed at the Pointe du Grouin du Sud in the Baie du
Mont Saint Michel on the 14 October 2008 early evening
when photographs and video movies where taken �Fig. 1�,
and again at the next flood tide on 15 October 2008 early
morning. It was a full moon and the tidal range was 12.55 m.
During the latter event, the sounds were recorded with a
digital video camcorder Canon MV500i equipped with a ste-
reo electret condenser microphone. The microphone was
fixed to the camera and its signal-to-noise ratio �SNR� setting
is fixed for the duration of each recording. The audio signal
pulse-code modulation �PCM digital sound: 16 bit, 48 kHz/2
channels� was separated from the video signal, and the WAV
file is available in a digital appendix. Note that the audio
recording was taken by the author alone. The closest live-
stock was 500 m away, and the nearest dwelling 1 km away.

The video camera and microphone were placed on the
rocky promontory �Fig. 2�. Its location was fixed �about
45–50 m from the western edge of the rocky promontory�
but the microphone was moved to follow the tidal bore front
for the whole duration of the record. Figure 2�a� indicates the
exact location of the camcorder. A miniDV tape recorder
digitized the signal at 32 kHz, implying a Nyquist frequency
of about 16 kHz. The range of tidal bore conditions caused a
difference in acoustic signal power of up to 20 dB corre-
sponding to a factor of 10 in sound amplitude during the
record. Since all data recorded on tape should have similar
magnitudes to minimize distortion or loss of dynamic range,
the entire record was sub-divided into three periods of com-
parable sound amplitude to deliver comparable recorded
quality during the signal processing. The WAV recordings
were processed with the software DPLOT™, Version 2.2.1.6.
Fast Fourier transforms were taken. Each experimental data
set was sub-sampled into sub-sets 2 s long to give a fre-
quency span of 0–16 kHz.

Further details on the field study were reported by Chan-
son �2008a�.

III. FIELD OBSERVATIONS

A. Presentation

On 15 October 2008, the tidal bore �mascaret� was seen
in the morning darkness about 1 h before sunrise. The sky
was cloudy and there were intermittent showers. The tidal
bore arrived from the Sée-Sélune River channel �Figs. 1�a�

Ile de Tombelaine

Sée River

channel

Sand bank

Sélune River

channel

Tidal bore

front

(b)

FIG. 1. �Color online� Tidal bores in the Baie du Mont Saint Michel
�France� on 14 October 2008 evening. �a� Breaking bore of the Sée-Sélune
River system North of Pointe du Grouin du Sud on 14 October 2008
evening. The photograph was taken shortly before the tidal bore divided into
the Sée and Sélune River channels, with Bec d’Andaine in the upper left of
the photograph. �b� Tidal bore of the Sée and Sélune Rivers at Pointe du
Grouin du Sud on 14 October 2008 evening. Note the Sée River bore in the
foreground with the rocky promontory of Pointe du Grouin du Sud �bottom
left� and the Sélune River bore in the background with Ile de Tombelaine
�top right�.
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and 2�a� right�. The bore front passed the rocky promontory
of the Pointe du Grouin du Sud at 06:50. It entered into the
Sée River channel while another tidal bore continued into the
Sélune River channel toward Roche-Torin and Pontaubault
�Fig. 2�a� left�. The entire process was a breaking bore, simi-
lar to the one photographed 12 h earlier �Fig. 1�. In the dark-
ness, the white waters of the breaking bore were clearly seen
with a torch, but there was not enough light for photographic
observations.

The sound measurements started at 06:48 and lasted for
about 4 min �Fig. 3�. The entire bore sound record may be
sub-divided into three consecutive periods. From the first 95
s of the record, the tidal bore approached Roche-Torin and
the sound amplitude gradually increased. For 95� t�130 s,
the tidal bore reached the rocky promontory seen in Figs.
1�b� and 2�a� and “crashed” onto the rocks, yielding loud and
powerful noises. The tidal bore was just in front of the prom-

ontory in the same position as in Fig. 1�b� for t
=100–102 s �visual observation with a torch at 06:50�. For
130� t�221 s, the tidal bore continued into the Sée River
channel toward Avranches and in the Sélune River channel
toward Roche-Torin and Pontaubault. During this third pe-
riod, the audio record was a combination of the sounds gen-
erated by the tidal bore in the Sée River channel that was in
the foreground, the flood tidal flow past the rocky promon-
tory of Pointe du Grouin du Sud, and the tidal bore in the
Sélune River channel in the background �Fig. 2�.

The entire sound record is presented in Fig. 3, and the
three distinct periods are highlighted.

The acoustic properties of the record were analyzed in
terms of the absolute value of the sound pressure amplitude.
Typical results are summarized in Table I �columns 5 and 6�,
showing the mean and standard deviation of the amplitude
modulus. It is seen that the noises during the second period,
when the tidal bore passed around the rocky promontory,
were in average five times louder than during the first period
�incoming bore�. The quantitative data were supported by the
personal observations during the event. The ratio of standard
deviation to mean absolute value was typically between 1.1
and 1.5 for the complete study, nearly independent of the
period.

A spectral analysis was conducted, and the basic prop-
erties are summarized in Table I �columns 7 and 8�. The
acoustic spectra are shown in Fig. 4 for each period of the
sound record presented in Fig. 3. Each spectrum exhibited a
minimum in energy below 5 Hz, indicating that the low-
frequency rumbling noise of the tidal bore noise was above 5
Hz, within the entire audible range of sounds for a human ear
�Encyclopædia Britannica, 2008�. In each spectrum, a domi-
nant frequency was observed, and the characteristic values
are summarized in Table I �column 7�. The dominant fre-
quency ranged from 74 to 131 Hz depending on the period,

towards RocheTorin

Mont St Michel Ile de Tombelaine Bec d'Andainerocky promontory

video camera location

Sée-Sélune channel

Sélune River
channel

Sée River
channel

(a)

ParisBaie du Mont
Saint Michel

Mont Saint Michel

Ile de Tombelaine

Granville

Avranches

Roche-TorinCouesnon River

Sélune River

Sée River

Pointe du Grouin du Sud

Bec d’Andaine

Pontorson
Pontaubault

(b)

FIG. 2. �Color online� Photograph and sketch of the Baie du Mont Saint Michel �France�. �a� Panoramic view of the Baie du Mont Saint Michel seen from
the Pointe du Grouin du Sud on 19 October 2008 at 08:20 at sunrise and low tide. Note the rocky promontory of Pointe du Grouin du Sud in the foreground,
the Mont Saint Michel and Ile de Tombelaine in the background, and the joint Sée-Sélune River system on the right of the photograph. �b� Sketch of the Baie
du Mont Saint Michel and the Sée and Sélune Rivers.

FIG. 3. �Color online� Audio signals of the tidal bore of the Sée-Sélune
River at Pointe du Grouin du Sud on 15 October 2008 between 06:48 and
06:52.
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and these values corresponded to a low-pitch sound, or
rumble. Such a rumble frequency could be explicable by
collective oscillations of bubble clouds entrapped in the bore
roller and during wave breaking on the banks �Prosperetti,
1988; Kolaini et al., 1994�.

During the first period of the record, the tidal bore was a
breaking bore advancing in the main channel and over sand
banks and mudflats �Fig. 1�. The low-frequency sound
�76–77 Hz� may be considered to be a characteristic feature
of the advancing roller, caused by the turbulence and en-
trained bubbles in the roller, sediment erosion beneath the
advancing bore, and the scouring of channel edges, sand
flats, sandbars, and shoals �Fig. 1�b��. For the second period,
the tidal bore impacted onto the rocky promontory, and the
impact was an energetic process generating louder noises of

a higher pitch, yielding a dominant frequency around 113–
131 Hz. This is clearly seen in Fig. 4 where the higher acous-
tic energy illustrates a louder noise, as well as by the integral
of the power spectral density function �Table I, column 8�.
During the third period, the sounds were a combination of
the tidal bores leaving the Pointe du Grouin du Sud in the
Sée and Sélune River channels, as well as the impact of the
flood flow on the promontory rocks. This yielded a slightly
flatter, broader acoustic spectrum �Fig. 4�. Note that, since all
peak frequencies were greater than the low-frequency noise
found below 5 Hz, no high-pass filtering was required.

B. Comparison with other tidal flows

The acoustic signature of the tidal bore event was com-
pared with two other relevant sound records �Table I�. One
was the sound of the tidal bore whelps and flood flow mea-
sured at the Pointe du Grouin du Sud on 15 October 2008
between 06:54 and 06:56, about 4–5 min after the tidal bore
passage at Pointe du Grouin du Sud. The data were recorded
with the same microphone and at the same location as the
tidal bore event, but the microphone was facing the Pointe du
Grouin du Sud promontory for the entire recording. During
this record, the sounds were a combination of the noises of
the flood flow crashing on the rocks of the promontory, of the
flood flow in the Sée River channel just below the Pointe du
Grouin du Sud, and, in the far background, of the tidal bores
in the Sée and Sélune River channels. The recorded sounds
were powerful and quite violent.

The second record was taken from the left bank of the
Dordogne River at Port de Saint Pardon on the 18 October
2005 during the passage of an undular tidal bore �Fig. 5�.
Figure 5 shows a photograph of the undular tidal bore of the
Dordogne River at Port de Saint Pardon, but taken at a later

TABLE I. Acoustic properties of tidal bore sound record.

Reference Record
Duration

�s�
Audio
track

Average sound
amplitude
modulus

�V�

STD sound
amplitude
modulus

�V�

Dominant
frequency

�Hz�

Integral
of PSD
function

0–16 kHz �V2� Remarks

Sée-Sélune River tidal bore,
15 Oct. 2008

Tidal bore
�breaking�

From Pointe du Grouin
du Sud �right bank�

First period 95 Left 0.0159 0.0178 76.2 1.234 Incoming tidal bore
Right 0.0143 0.0160 76.7 1.181

Second period 35 Left 0.0786 0.0851 130.9 3.625
Right 0.0840 0.0920 113.3 3.858

Third period 91 Left 0.0230 0.0326 92.3 1.356 Bore, whelps, and
Right 0.0249 0.0379 73.8 1.501 flood flow

Sée-Sélune River, 15 Oct. 2008 Whelps
From Pointe du Grouin

du Sud �right bank�,
Entire 78 Left 0.0455 0.0502 125.4 1.663 3–5 min after
record Right 0.0414 0.0392 89.4 1.485 bore passage

Dordogne River, 18 Oct. 2005 Tidal bore �undular�
From Port de Saint
Pardon �left bank�

First period 22 Left 0.0328 0.0275 191.4 1.611 Incoming tidal bore
Right 0.0141 0.0113 233.4 0.800

Second period 44 Left 0.0988 0.0789 246.6 6.186 Bore passage in
Right 0.0676 0.0624 238.8 4.872 front of jetty

Note that Dordogne River data set was provided by Patrick Vialle, modulus is the absolute value, PSD is the power spectral density, and STD is the standard
deviation.

FIG. 4. �Color online� Acoustic spectra of the tidal bore event, Sée-Sélune
River at Pointe du Grouin du Sud, Baie du Mont Saint Michel on 15 October
2008 between 06:48 and 06:52. Average of left and right sound track spec-
tra.
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date. The microphone was located in the vicinity of the jetty.
It pointed toward the river channel and was fixed for the
duration of the record. That data set is presented in Fig. 6. It
shows a first period of the record corresponding to the arrival
of the tidal bore toward Port de Saint Pardon while the sec-
ond part was dominated by the successive breaking of the
undulations on the jetty during and after the bore passage.
See the breaking of the Dordogne River tidal bore undula-
tions on the jetty in Fig. 5 �foreground left�. In Fig. 6, note
the difference between the left and right sound tracks that
resulted from the stationary position of the microphone on
the left bank.

The characteristics of these two records are reported in
Table I and compared with the tidal bore sound record in the
Baie du Mont Saint Michel on 15 October 2008.

The acoustic spectrum of the whelps and flood flow at
Pointe du Grouin du Sud is presented in Fig. 7 where it is
compared with the tidal bore event data set. The comparison
is relevant since all the sound data were recorded with the
same microphone from the same location. In Fig. 7, both
horizontal and vertical axes have a logarithmic scale. The
plots illustrate the minimum in energy at roughly 1–5 Hz for
all data, as well as maxima for frequencies between 76 and
131 Hz. While all data sets corresponded to low-frequency
noises, the loudness of the tidal bore impact on the rocky

promontory of Pointe du Grouin du Sud is highlighted by its
high acoustic energy �Fig. 7, tidal bore second period�, and
the second loudest sound record was that of the whelps and
flood flow �Fig. 7�.

The Dordogne and Sée-Sélune River tidal bores exhib-
ited similar acoustic features during the first period of each
record �Figs. 3 and 6�. That is, an increasing sound level with
increasing time, as well as a sound amplitude that was much
lower than during the subsequent record sections. The acous-
tic spectra of the Sée-Sélune River and Dordogne River tidal
bores showed some low-pitch sound frequency, with the Dor-
dogne River tidal bore having a slightly higher dominant
frequency �191–233 Hz� than that of the Sée-Sélune River
tidal bore �Table I, column 7�.

There were, however, some key differences between the
two tidal bore events. First the Sée-Sélune River tidal bore
was a breaking bore with a well-defined roller, while the
Dordogne River tidal bore was an undular bore. It is believed
that the turbulence and air bubble entrainment in the break-
ing bore roller in the Baie du Mont Saint Michel generated
lower-frequency rumble sounds. Second, the Dordogne River
tidal bore sound data were recorded with a fixed microphone,
and there were a few background noises including voices.
�The microphone was within 50 m from dwellings.� A limi-
tation of the present analysis was indeed the quality in sur-
rounding sounds. Because the sound amplitude falls off as
1 /r, and the sound power as 1 /r2, where r is the radial dis-
tance to the microphone, sounds generated in the vicinity of
the recording device contribute most to the measured sound.
For example, people on the bank next to the microphone. On
15 October 2008, the sound recording in the Baie du Mont
Saint Michel was conducted in the early morning in absence
of spectators. This feature ensured a minimum level of back-
ground noise and a better characterization of the tidal bore
acoustic signature, as shown by a comparison with the audio
recoding of the tidal bore at the same location on 14 October
2008 evening �Fig. 8�a��. Figure 8 presents a comparison of
the audio records of the same tidal bore recorded with the
same equipment from the same location: �a� on the evening
of the 14 October when the camcorder was surrounded by

FIG. 5. �Color online� Undular tidal bore of the Dordogne River at Port de
Saint Pardon on 22 July 2008 evening. Note the first wave crest breaking on
the jetty in the foreground and the surfer riding on the third wave.

FIG. 6. �Color online� Audio signals of the tidal bore of the Dordogne River
at Port de Saint Pardon on 18 October 2005.

FIG. 7. �Color online� Comparison in acoustic spectra between the tidal
bore �06:48–06:52�, and its whelps and flood flow �06:53–06:55�, at Pointe
du Grouin du Sud, Baie du Mont Saint Michel on 15 October 2008. Average
of left and right sound track spectra.
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several adults and children �Fig. 8�a�� and �b� on the early
morning of 15 October when the closest livestock was 500 m
away and the closest dwelling nearly 1 km away �Fig. 8�b��.

IV. DISCUSSION

In a breaking bore, large-scale vortical structures are
generated at the roller toe and advected downstream �Hor-
nung et al., 1995; Koch and Chanson, 2009�. The growth,
advection, and pairing of these vortices are responsible for
low-frequency oscillations of the turbulent velocity field in
the bore roller. For example, some laboratory data yielded
pulsation frequency F data corresponding to a Strouhal num-
ber F�d /V=0.02, where d is the initial water depth and V is
the relative bore velocity, as seen a fluid particle traveling
with the initial flow velocity �Chanson, 2008b�. �Note that
the findings are close for traveling bores and steady hydrau-
lic jumps.� The bore roller is also characterized by some air
bubble entrainment at the toe and advection in the roller �Fig.
9�. Figure 9 illustrates the air bubble entrapment in the roller
toe of an advancing breaking bore in laboratory. Using upon
a conceptual model of a spilling breaker, Prosperetti �1988�
showed that bubble generation at the roller toe can amplify
the pressure oscillations induced by the large-scale turbu-
lence. In a bubble cloud, the lowest natural frequency of the
bubbly cloud is in first approximation

fcloud =
1

L
� P

��
, �1�

where L is the bubble cloud characteristic length, P is the
ambient pressure, � is the fluid density, and � is the void
fraction �Prosperetti, 1988�. The natural frequency of a
bubble cloud is inversely proportional to �1/2 and to the
cloud characteristic size. In a tidal bore, the bubbles are en-

trapped in large-scale vortical structure and a characteristic
dimension is the roller height �Fig. 9�. Equation �1� would
imply that large tidal bores would generate lower-pitch
sound than small ones. Considering a bore height between
0.7 and 1 m as seen in Fig. 1, the lowest natural frequency of
the bubbly cloud would be about 30–140 Hz for void frac-
tions between 1% and 10%. For comparison, the field mea-
surements by Kolaini et al. �1994� showed collective oscil-
lations of bubble clouds within 44–190 Hz �Table II�. The
result tends to suggest that the air bubbles entrapped in the
large-scale eddies of the tidal bore roller might be acousti-
cally active and play a dominant role in the rumble sound
generation.

In tidal channels and under waves, sediment motion by
bed load and saltation induced particle collisions that trans-
mit an acoustic pulse to the water. The acoustic signature of
sediment transport was previously studied, and experimental
results showed that the sounds have a high pitch with char-
acteristic frequencies between 1.5 and 400 kHz �Thorne
1986; Mason et al., 2007�. That is, sediment motion was
unlikely to be the dominant cause of the tidal bore rumble
noise, but it might explain the secondary peak about 8–10
kHz in Fig. 7.

Table II presents a comparative summary of the domi-
nant frequencies of the low-pitch rumble of tidal bores and
of other processes, including bubble clouds, sediment bed
load motion, breaking waves, and music instruments. The
comparison shows, for example, that the sounds generated
by the breaking bore had a low-pitch comparable to the
sound generated by collective oscillations of rising bubble

FIG. 8. �Color online� Audio signals of the tidal bore of the Sée River at
Pointe du Grouin du Sud, Baie du Mont Saint Michel �France� during two
successive tidal bore events. �a� On 14 October 2008 between 18:26 and
18:28. Tidal bore front passage at Pointe du Grouin du Sud: t�90 s. �b� On
15 October 2008 between 06:48 and 06:52. Tidal bore front passage at
Pointe du Grouin du Sud: t�100 s.

FIG. 9. �Color online� Photographs of breaking bore roller �shutter speed:
1/80 s�. Laboratory data: d=0.14 m, Fr=1.5. �a� Looking at incoming bore
roller. �b� Underside of the bore roller showing the entrained air bubble-bore
propagation from left to right.
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clouds, bass drums, and trains. The latter may explain the
“common analogy” between the sounds of breaking bores in
the Qiantang River and Baie du Mont Saint Michel, and
locomotive trains.

V. CONCLUSION

The sounds generated by a tidal bore event in the Baie
du Mont Saint Michel were carefully measured. The sound
record showed three distinct periods, and a similar feature
was noted during another tidal bore event in the Dordogne
River. These were �a� the incoming tidal bore when the
sound amplitude increased with the approaching bore front,
�b� the passage of the tidal bore in front of the microphone
where the impacts of the bore on the bank, rocks, or jetty
generated powerful noises, and �c� the upstream propagation
of the bore when the whelps and flood flow motion caused
additional loud noises. The distinction between periods was
easily heard on site. Further the data highlighted the loudness
of the noises generated during the whelps and flood flow
several minutes after the tidal bore passage.

During the first period, the sounds generated by the in-
coming tidal bore were dominated by the bore front hydro-
dynamic processes including turbulence, air entrainment,
breaking next to the banks, and sediment scour. A compari-
son between two tidal bore events illustrated both common
features and differences. In each case, the approaching tidal
bore generated an increasing sound with increasing time, and
the sound levels were considerably lower than during the
subsequent record sections. Both tidal events generated low-
pitch sounds. For a breaking bore process, the audio record
gave a lower-pitch sound �76–77 Hz� than during the undular
bore event �191–233 Hz�. It is likely that the difference in
dominant sound frequencies resulted from some fundamental
hydrodynamic differences between breaking and undular

tidal bores �Chanson, 2008b; Koch and Chanson, 2009�. The
low-pitch rumble of the breaking bore had a dominant fre-
quency comparable to the collective oscillations of bubble
clouds �Eq. �1��, suggesting that air entrapment in the bore
roller is likely to play a major role in the acoustic signature
of the bore.

In the future, however, the surrounding sound conditions
should be carefully monitored, as well as the location of the
microphone relative to the channel edge.
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NOMENCLATURE

d � initial water depth �m�
d50 � median sediment size �m�
Fr � surge Froude number
F � turbulence frequency �Hz�
f � sound frequency �Hz�
L � bubble cloud characteristic length
P � pressure
r � distance �m� to the microphone
t � time �s�

� � void fraction
� � water density �kg /m3�

TABLE II. Comparison of dominant sound frequencies generated by tidal bores and other processes.

Type Sub-type
Dominant frequency�ies�

�Hz� Remarks

Atmospheric observations
Approaching tidal bores Breaking bore 76–77 Sée River tidal bore, 15 Oct. 2008
�First period� Undular bore 191–233 Dordogne River, 18 Oct. 2005
Locomotive train 3000 Hp diesel locomotive 60 Measured at the engineer’s ear in the cabin �Maguire 2004�

Locomotive whistle �400
Drums Concert bass 40–100

Kettle 8–150
Piano A0 27.5 Fundamental frequency

A1 55
Middle C 246
A4 440

Underwater observations
Unsteady plunging jet Field/laboratory data 44–190 Kolaini et al. �1994�
Rising bubble clouds Laboratory data 200–700 Nicholas et al. �1993�
Steady plunging jet Laboratory data 1 200–4 000 Chanson and Manasseh �2003�
Wave breaking Laboratory data 2 200–4 500 Loewen and Melville �1991�
Gravel transport under waves Large-scale laboratory data 1 500–4 000 Mason et al. �2007�; d50=21 mm
Rain drops 8 000–14 000 Oguz and Prosperetti �1991�
Sediment bed load and saltation Laboratory and field data 20 000–400 000 Thorne �1986�; d50=25 mm down to 0. 3 mm
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The vertical structure of shadow-zone arrivals at long range
in the ocean
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Multimegameter-range acoustic data obtained by bottom-mounted receivers show significant
acoustic energy penetrating several hundred meters into geometric shadow zones below cusps
�caustics� of timefronts computed using climatological databases �B. D. Dushaw et al., IEEE J.
Ocean. Eng. 24, 202–214 �1999��. This penetration is much larger than predicted by diffraction
theory. Because these receivers are horizontal arrays, they do not provide information on the vertical
structure of the shadow-zone arrivals. Acoustic data from two vertical line array receivers deployed
in close proximity in the North Pacific Ocean, together virtually spanning the water column, show
the vertical structure of the shadow-zone arrivals for transmissions from broadband 250-Hz sources
moored at the sound-channel axis �750 m� and slightly above the surface conjugate depth �3000 m�
at ranges of 500 and 1000 km. Comparisons to parabolic equation simulations for sound-speed
fields that do not include significant internal-wave variability show that early branches of the
measured timefronts consistently penetrate as much as 500–800 m deeper into the water column
than predicted. Subsequent parabolic equation simulations incorporating sound-speed fluctuations
consistent with the Garrett–Munk internal-wave spectrum at full strength accurately predict the
observed energy level to within 3–4-dB rms over the depth range of the shadow-zone arrivals.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117430�

PACS number�s�: 43.30.Ft, 43.30.Re �JAC� Pages: 3569–3588

I. INTRODUCTION

Observations made during the Acoustic Thermometry of
Ocean Climate �ATOC� project in the late 1990s found
stable, resolved acoustic arrivals 500–1000 m into the geo-
metric shadow zones below the predicted acoustic timefronts
at the receiver locations �Dushaw et al., 1999�. These arriv-
als, referred to as shadow-zone arrivals, were seen in trans-
missions from a broadband 75-Hz source on Pioneer Sea-
mount, off the coast of central California, to bottom-mounted
receivers located well below the sound-channel axis at mega-
meter ranges �Fig. 1�. All of the shadow-zone arrivals oc-
curred at the times of cusps �caustics� in the predicted time-
fronts �Fig. 2�. The acoustic wavelength at 75 Hz is
approximately 20 m. The observed arrivals are therefore
25–50 wavelengths into the geometric shadow, indicating
that diffraction is unlikely to be adequate to account for their
presence �Brekhovskikh and Lysanov, 2003�.

The ATOC transmissions are not the only evidence of
stable, resolved acoustic arrivals deep in the geometric
shadow. A similar non-geometric arrival was seen many
years earlier in an experiment performed during May and
June of 1980 approximately 350-km west/southwest of San
Diego �Worcester, 1981�. A broadband 224-Hz source
moored at a depth of 1375 m transmitted to a four-
hydrophone array moored at approximately the same depth
215.2 km distant. Three distinct arrivals were evident in the
data. The first two arrivals were consistent with ray predic-

tions, but the third was non-geometric. The arrival pattern
suggested that the third arrival might be associated with a
caustic at a depth of 900 m, approximately 475 m above the
receiver. Wentzel-Kramers-Brillouin-Jeffreys �WKBJ� calcu-
lations �Brown, 1982� showed that diffraction was inad-
equate to account for the observed arrival.

The obvious hypothesis is that scattering from internal-
wave-induced sound-speed fluctuations is responsible for
this vertical extension. Somewhat surprisingly, previous cal-
culations, performed for the bottom-mounted receiver geom-
etries utilized during the ATOC experiment, suggested that
these fluctuations were inadequate to account for the ob-
served vertical extent of the arrivals �Colosi and Dushaw,
personal communication�. At least two other hypotheses
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FIG. 1. Transmission paths from sources at Pioneer Seamount �heavy lines�
and Kauai �light lines� to bottom-mounted receivers in the North Pacific
Ocean. Figure from Dushaw et al. �1999�.
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were subsequently proposed to account for shadow-zone ar-
rivals. Dzieciuch et al. �2004� suggested that scattering from
the sound-speed perturbations caused by density-
compensated fine structure �spice� could contribute to scat-
tering into the acoustic shadow. Rudnick and Munk �2006�
suggested that the lower cusps of the early arrivals in the
timefront will be deepened by reflections off the base of a
tilted mixed layer. Acoustic rays steepen by twice the angle
of inclination of the mixed layer base with each reflection,
shifting the lower turning points of the rays to greater depths.
Here, the internal-wave hypothesis is re-examined for a well-
defined experimental geometry incorporating long vertical
line array �VLA� receivers to investigate the vertical struc-
ture of the shadow-zone arrivals previously only observed on
the bottom-mounted receivers.

In June 2004, two moorings with broadband 250-Hz
sources and two VLA receivers were deployed in the North
Pacific for the Spice Experiment �SPICEX� �Fig. 3�. SPICEX
was one component of the larger 2004 North Pacific Acous-

tic Laboratory �NPAL� experiment, which also included the
Long-range Ocean Acoustic Propagation EXperiment
�LOAPEX� and the Basin Acoustic Seamount Scattering EX-
periment �BASSEX�. Shadow-zone arrivals, analogous to
those seen on the bottom-mounted receivers, were clearly
seen on the Deep VLA �DVLA� receiver in SPICEX. In ad-
dition, upward scattering into the geometric shadow is ob-
served at the end of the arrival pattern for the case of sources
located well below the sound-channel axis. These arrivals are
referred to as axial shadow-zone arrivals. Here, measured
timefronts obtained in June 2004, shortly after deployment of
the moorings, are compared with timefronts computed for
sound-speed fields with and without internal-wave-induced
sound-speed perturbations. Hydrographic environmental data
collected at the time of deployment formed the basis for the
sound-speed fields.

The SPICEX geometry and acoustic transmissions are
described in Sec. II. Sec. III presents the acoustic data ac-
quired during the experiment; Sec. IV describes how the en-
vironmental measurements were used to develop appropriate
range-dependent sound-speed fields for propagation simula-
tions. Section V describes the parabolic equation simulations
that were performed and compares simulations based on the
different sound-speed environments. The results are dis-
cussed in Sec. VI.

II. EXPERIMENT

Each of the two source moorings supported two broad-
band acoustic sources �Fig. 4�. Hydroacoustics, Inc., HLF-5
sources with a center frequency of 250 Hz �Munk et al.,
1995� were located at about 750-m depth, approximately on
the sound-channel axis. Webb Research Corporation �WRC�
swept-frequency sources with a center frequency of 275 Hz
�Morozov and Webb, 2003, 2007; Webb et al., 2002� were
located at about 3000-m depth, slightly above the estimated
surface conjugate depth �Table I�.

The transmissions were received on two autonomous
VLA receivers deployed within a few kilometers of one an-
other. Each VLA was constructed using quasi-independent
subarrays of 20 hydrophones �High Tech, Inc. HTI-90-U se-
ries� at 35-m spacing and an overall length of 700 m �ATOC
Instrumentation Group, 1995�. One VLA receiver, referred to
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as the Shallow VLA �SVLA�, spanned the sound-channel
axis. It consisted of two subarrays, with a total of 40 hydro-
phones over the depth range 375.7–1739.3 m. The second
VLA receiver, referred to as the DVLA, was designed to
span the surface conjugate depth. It consisted of three subar-
rays. Unfortunately, the center subarray failed, leaving an
upper subarray of 20 hydrophones over the depth range
2153.1–2819.6 m and a lower subarray of 20 hydrophones
over the depth range 3575.3–4249.5 m. The hydrophone sig-
nals were amplified, bandpass filtered, and sampled at a
1000-Hz rate using 16-bit analog-to-digital converters.

The source and receiver positions were determined to
within a few meters using Global Positioning System �GPS�
navigation �Table II�. The source moorings were approxi-
mately 500 km �S1� and 1000 km �S2� distant from the VLA
receivers �Table III�. The acoustic paths were nearly co-
linear. The source and VLA moorings were all deployed at
approximately the same latitude in order to provide nearly
zonal acoustic paths, with relatively range-independent
sound-speed profiles.

Large time-bandwidth signals and pulse-compression
techniques were used to improve the signal-to-noise ratio of
the receptions. The two near-axial HLF-5 acoustic sources
simultaneously transmitted 11 periods of a 1023-digit phase-
coded m-sequence with a carrier frequency of 250 Hz �Munk
et al., 1995�. Each digit contained 3 cycles of the carrier
�Q=3�. Each digit was then 12.0 ms in duration, each se-
quence period was 12.276 s long, and the transmission lasted
for 135.0360 s. Ten of the 11 periods, beginning at the nomi-
nal arrival time of the middle of the first sequence, were
recorded and coherently processed. The source level was ap-

proximately 192 dB with regard to 1 �Pa at 1 m. The two
deep WRC sources simultaneously transmitted linear
frequency-modulated �FM� sweeps from 225 to 325 Hz last-
ing 135.000 s. The VLAs recorded for 155.000 s, beginning
10 s prior to the nominal arrival time of the signal. The
source level in the horizontal was nominally 190 dB with
regard to 1 �Pa at 1 m. Each source transmitted six times a
day every 4 days from the time of deployment in June 2004
until the end of November 2004.

The HLF-5 and WRC sources were calibrated at the
U.S. Navy Seneca Lake Sonar Test Facility. The source level
of the HLF-5 sources was measured at full power. The
source level of the WRC sources was measured at less than
full power and extrapolated. The source level for the WRC
sources may therefore not be quite as accurate. Intermittent
receptions from the WRC sources, particularly toward the
end of the transmission period, displayed significantly lower
signal-to-noise ratios. Subsequent investigation of the
sources found intermittent problems in the source hardware.
All of the acoustic receptions presented here, however, pos-
sess typical signal-to-noise ratios.

The positions of the sources and the positions and
shapes of the VLAs were measured once an hour throughout
the deployment by long-baseline acoustic navigation sys-
tems. A net of four acoustic transponders was deployed on
the ocean floor surrounding each source mooring. The SVLA
and DVLA shared a network of six transponders. The source
positions were determined to within about 1.5-m rms, using
acoustic interrogators on the sources. The absolute positions
of the hydrophones in the VLAs were also determined to
within about 1.5-m rms, using acoustic interrogators in the
center of each subarray. The navigation signals were received
on six of the same hydrophones in each subarray as were
used to receive the 250-Hz transmissions, distributed over
the subarray aperture, as well as on the interrogation trans-
ducers. The relative positions of the hydrophones were de-
termined to within about 0.2-m rms.

TABLE I. Source depths �m�, as determined using long-baseline acoustic
navigation systems.

S1 S2

HLF-5 774 738
WRC 3024 2989

TABLE II. SPICEX mooring locations and water depths.

Mooring Latitude Longitude Depth

DVLA 33.41892°N 222.31753°E 5045
SVLA 33.41840°N 222.25907°E 5005
S1 34.26722°N 216.98292°E 5500
S2 34.88912°N 211.59197°E 5475

TABLE III. Source-receiver ranges �km� �WGS84�.

DVLA SVLA S1 S2

DVLA 0 5.438 502.562 1001.927
SVLA 0 497.262 966.628
S1 0 499.366
S2 0
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FIG. 4. SPICEX cross-sectional geometry overlaid on measured multibeam
bathymetric data. Positions of SVLA and DVLA are not to scale due to their
close proximity.
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Deep conductivity-temperature-depth �CTD� measure-
ments were made at each mooring location at the time of
deployment. High-resolution measurements of the upper
ocean temperature and salinity fields along the acoustic path
were obtained while the ship was in transit between mooring
locations using the newly developed underway CTD
�UCTD� �Rudnick and Klinke, 2007�. Ninety-six UCTD
casts sampled the upper 400 m of the acoustic path from S2
to the VLAs. In addition, Sea-bird temperature recorders
�SBE 39� and MicroCAT �Conductivity And Temperature�
sensors �SBE 37� were attached to the source and receiver
moorings to collect data at the mooring locations throughout
the duration of the acoustic transmissions.

A detailed multibeam bathymetric survey was performed
at each of the mooring sites prior to deployment, and bathy-
metric data were collected along the acoustic path while the
ship was in transit between mooring deployment sites. The
ship’s track during the leg from the VLAs to the S1 source
mooring was slightly offset from the acoustic path because
the location of the S1 mooring was adjusted southward by a
few kilometers upon arrival at the mooring site due to the
presence of a large seamount, with a maximum height of
3870 m. The seamount did not appear in the Smith–Sandwell
bathymetry �Smith and Sandwell, 1997�.

III. ACOUSTIC DATA

The SVLA captures the near-axial portion of the time-
fronts, while the DVLA extends below the surface conjugate
depth in order to capture the deep portions of the timefronts
�Fig. 5�. The acoustic signals arrive at the SVLA several
seconds before reaching the DVLA because the SVLA is
5.30 km closer to the source moorings. Previous compari-
sons of measured and predicted timefronts for broadband,
long-range transmissions relied on VLA receivers that did
not extend to sufficiently great depths to capture the deep,
early arrivals �Sparrock, 1990; Worcester et al., 1999, 1994�.

Analyses of earlier experiments focused on comparisons
of measured and predicted travel times. Here the compari-
sons emphasize the absolute intensities of the measured and
predicted timefronts in order to assess whether or not
internal-wave-induced scattering is adequate to account for
the observed intensities of the shadow-zone arrivals. The
SVLA and DVLA receivers were fully calibrated. The inten-
sities of the measured receptions were calculated using the
measured hydrophone sensitivity �−168 dB with regard to
1 V /�Pa� and SVLA/DVLA system gain, taking account of
the signal processing gains achieved using the large time-
bandwidth signals with the assumption that the received sig-
nals are coherent over the duration of the transmission. Ide-
alized m-sequence and linear FM-sweep signals were
generated to emulate the signals transmitted by the HLF-5
and WRC sources and were subsequently processed using
the same signal processing as used for the acoustic data to
experimentally determine the gain resulting from the pro-
cessing algorithms. This processing gain was removed from
the signal to calculate the intensity in the absence of pulse
compression.

The receptions from the near-axial HLF-5 sources dis-
play the well-studied “accordion” pattern consisting of well-
defined and identifiable early arrivals and a highly scattered,
near-axial finale. The early arrivals with well-defined lower
cusps seen on the DVLA are from high-angle rays that
sample the full water column, including the highly variable
upper ocean. These cusps will be shown below to extend
downward well into the geometric shadow zone.

Steep arrivals corresponding to rays that reflect from
both the sea surface and seafloor are clearly evident in the
receptions from the axial source on mooring S1 at 500-km
range. These surface-reflected, bottom-reflected �SRBR� ar-
rivals can be seen on the SVLA just prior to 336 s, overlap-
ping the purely refracted arrivals, and near 337 s, following
the near-axial finale. Three SRBR arrivals can also be seen
on the DVLA between 339 and 340 s. There is even a sug-
gestion of a SRBR arrival in the receptions from the axial
source on mooring S2 at 1000-km range, appearing on the
DVLA just prior to 676 s. The SRBR arrivals have intensi-
ties as large as 65 dB with regard to 1 �Pa and can compli-
cate the analysis of the purely refracted arrivals when the two
overlap, but they will not otherwise be studied further here.

The receptions from the deep off-axis swept-frequency
sources include well-defined and identifiable early arrivals,
but not the near-axial finale, because the sources were lo-
cated well below the sound-channel axis. In addition to
shadow-zone arrivals associated with the lower cusps in the
timefronts, these receptions will be shown below to include
non-geometric arrivals extending upward toward the sound-
channel axis, following the final geometric arrival. These
shadow-zone arrivals are evident as the final branch of the
timefronts extending upward toward the sound-channel axis
from the last lower cusp.

IV. SOUND-SPEED FIELDS

Three representations of the sound-speed field on the
acoustic path between the moored sources and the VLA re-
ceivers were constructed for use in generating predicted
acoustic arrival patterns �Fig. 6�. A relatively smooth range-
dependent sound-speed field was first constructed using the
UCTD and CTD data collected during June 2004 on the
SPICEX mooring deployment cruise. This field was then av-
eraged in range to create a range-independent sound-speed
profile. Finally, realizations of range-dependent sound-speed
fields including internal waves were constructed by adding
internal-wave-induced sound-speed fluctuations to the range-
average profile.

A. UCTD and CTD data

In order to construct a range-dependent sound-speed
field, temperature and salinity fields were first constructed
from the UCTD and CTD data by objective mapping. Sound
speed was then computed using the sound-speed equation of
Del Grosso �1974�.
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To construct the maps, the temperature and salinity
fields were expressed as range-dependent perturbation fields
relative to mean temperature and salinity profiles obtained by
averaging the three deep CTD profiles obtained at the moor-
ing locations.

�T�xk,z� = �
j=1

M

ajk
T Fj

T�z� , �1�

�S�xk,z� = �
j=1

M

ajk
S Fj

S�z� , �2�

where ajk
T , ajk

S are the model parameters for temperature and
salinity, respectively, at evenly-spaced intervals, k, along the
acoustic path. The Fj

T�z�, Fj
S�z� were chosen to be the eigen-

vectors of the vertical covariances of the temperature and
salinity perturbations as a function of depth as estimated
from the UCTD data, i.e., the empirical orthogonal functions
�EOFs� for the UCTD data set.

For temperature, the lowest M =8 EOFs were retained,
accounting for approximately 99% of the variance. To ac-
count for approximately 99% of the salinity variance, M
=13 EOFs were required. Since relatively few UCTD casts
extended much past 370 m, the EOFs were tapered smoothly
to zero below this depth using an e-folding scale of 350 m to
avoid sharp discontinuities in the temperature and salinity
fields.

The coefficients ajk
T , ajk

S were computed by objective
mapping, utilizing the Gauss–Markov minimum variance
theorem, to minimize the differences between the tempera-
ture and salinity perturbations from the UCTD data and those

computed from the ocean model �Wunsch, 1996�. The result-
ing map had a horizontal resolution of 2.5 km in the hori-
zontal and 1 m in the vertical. The objective mapping proce-
dure substantially reduces internal-wave and other finescale
variability, but retains mesoscale variability.

The sound-speed perturbation field shows maximum
perturbations in the upper ocean of about �8 m /s. There is a
thin mixed layer, perhaps 10–15 m thick, over most of the
acoustic path. The sound-speed field is range-independent
below a depth of about 500 m, where it is simply the mean
of the three deep CTD profiles.

B. Internal waves

Simulated internal-wave-induced sound-speed fluctua-
tions were added to the range-average sound-speed profile to
generate stochastic realizations of range-dependent sound-
speed fields that include internal waves. The simulated fields
were generated to be consistent with the empirical Garrett–
Munk �GM� spectral model �Garrett and Munk, 1979�, using
the method of Colosi and Brown �1998�.

These perturbations to the sound-speed profile, �c, can
be expressed as vertical displacements of a fluid parcel �,

�c = � �c

�z
�

pot
� , �3�

where ��c /�z�pot is the potential sound-speed gradient. The
GM spectrum of internal-wave vertical displacement � as a
function of range x and depth z for a frozen vertical slice is

0

200

400

600

De
pth

(m
)

Range Independent

1475 1500 1525 1550

1000

1500

2000

2500

3000

3500

4000

4500

5000

5500

De
pth

(m
)

Sound Speed (m/s)

Range Dependent (UCTD)

Range (km)
200 400 600 800 1000

Internal Wave

Range (km)
200 400 600 800 1000

So
un
dS

pe
ed
Pe
rtu
rba

tio
n(
m/
s)

−6

−4

−2

0

2

4

6

FIG. 6. Range-average sound-speed profile �left�, sound-speed perturbations computed by subtracting the range-average sound-speed profile from objectively-
mapped sound speeds derived from the UCTD/CTD data �center�, and internal-wave-induced sound-speed perturbations computed for one realization of the
GM internal-wave spectral model �right�. The top �bottom� panels show sound speed above �below� 750 m.

3574 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Van Uffelen et al.: Vertical structure of shadow-zone arrivals



��x,z� = Re�2B

�
� E

M
�1/2� N0

N�z�
�1/2

��kx�1/2
¯

� �
j

sin�j���z��

�j2 + j*
2 �1/2 �

kx

�I�j,kx��1/2Gj�kx�eikxx	 ,

�4�

where

��z� =
1

N0B



−h

z

N�z��dz� �5�

and

I�j,kx� =
kj

kx
2 + kj

2 +
1

2

kx
2

�kx
2 + kj

2�3/2 ln��kx
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�kx
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2 − kj
� . �6�

In these simulations, Gj, a complex Gaussian random
variable, was used in the place of the uniform random phase
representation of Colosi and Brown �1998�. Here B
=1135 m is the thermocline depth scale, E=6.3�10−5 �for
the reference internal-wave energy level referred to as 1
GM�, M is the normalization constant for the sum over mode
number, M =� j=1

	 �j2+ j*
2 �−1, j*=3 is an empirical constant,

kj =�
i j /N0B, 
i is the inertial frequency at the latitude of
the internal waves, and N0=4.34 cph is the reference buoy-
ancy frequency. A single, range-independent buoyancy fre-
quency profile, N�z�, was used to construct the internal-wave
fields �Fig. 7�. A range-dependent buoyancy frequency field
was first computed from the objectively mapped temperature
and salinity fields. This field was then averaged in range to
create the range-independent buoyancy frequency profile.
The lowest 100 internal-wave vertical modes were used to
generate the internal-wave fields employed in parabolic

equation simulations described in Sec. V. �The simulation
results did not change significantly when only 30 modes
were included.� Sound-speed perturbation fields were gener-
ated in domains that were twice the propagation range, with
�x=0.2 km. The step sizes in wave number space are then
�kx=2� /1000 km−1 and �kx=2� /2000 km−1 for S1 and S2,
respectively. Figure 7 shows the rms sound-speed fluctuation
for one realization of the internal-wave sound-speed field.

V. PARABOLIC EQUATION SIMULATIONS

Broadband acoustic arrival patterns at the SVLA and
DVLA were calculated for the range-independent, range-
dependent, and internal-wave sound-speed fields using the
split-step Padé solution to the parabolic equation �Collins,
1993, 1989�. The parabolic equation �PE� simulations in-
clude diffractive effects. The earth-flattening transformation
was first applied to the sound-speed fields to account for the
curvature of the earth along the acoustic path. The PE simu-
lations employed a grid spacing of 200 m in the horizontal
and 0.5 m in the vertical. Six Padé coefficients were re-
tained. An absorbent bottom was included with an attenua-
tion coefficient of 5 dB /�.

The solutions were also modified to include the
frequency-dependent transmission loss �TL� due to volume
attenuation �Fisher and Simmons, 1977�:

��f� = 0.79A
f2

0.82 + f2 + 36
f2

5000 + f2 dB/km, �7�

where the frequency, f , is in kilohertz and A=0.055 for the
North Pacific Ocean �Lovett, 1980�. At 250 Hz, the volume
attenuation is 0.0043 dB /km.

The source spectra needed for the broadband simulations
were estimated by constructing idealized versions of the
phase-coded m-sequence and linear FM signals transmitted
by the HLF-5 and WRC sources. The idealized signals were
processed using the same signal processing as used for the
acoustic data. The results were then normalized to set the
amplitudes of the processed signals to the values of pressure
corresponding to the rms source levels of 192 and 190 dB
with regard to 1 �Pa at 1 m for the HLF-5 and WRC
sources, respectively. This normalization removes the pulse-
compression gain. Transforming to the frequency domain
gives the idealized spectra of the transmitted signals �Fig. 8�.
The idealized FM signal has sharp cutoffs in frequency at
225 and 325 Hz, the start and stop frequencies, resulting in
high sidelobes in the time domain. To reduce the strength of
the sidelobes to better reflect the actual performance of the
WRC source, the idealized spectrum was windowed with a
Kaiser–Bessel window with =2 �Fig. 8�. The idealized
m-sequence spectrum had very low sidelobes, which were
removed using a rectangular window in the frequency band
of the source. The windowed spectra were used in the broad-
band simulations.
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of one realization of the internal-wave field �right� for the upper 750 m of
the ocean.
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The predicted pressures �P�, and therefore intensities, of
the receptions were derived from a simple algebraic manipu-
lation of the standard TL equation

TL = − 20 log10� P

Po
� , �8�

utilizing the pressure at 1 m from the source �Po� and TLs
from the broadband parabolic equation simulations.

Parabolic equation simulations for transmissions from
the S1 axial source to the SVLA using range-dependent
sound-speed fields with internal waves give a highly scat-
tered near-axial finale not present in the range-independent
and range-dependent simulations �cf., Colosi et al. �1994��.
Comparison of Monte-Carlo calculations using internal-wave
fields consistent with the GM spectrum �1 GM� and with half
the energy of the GM spectrum �1 /2 GM� shows that neither
fully accounts for the amount of scattering seen in a daily
average of the measured receptions; however, twice the en-
ergy of the GM spectrum �2 GM� produces more scattering
than is evident in the measured data �Fig. 9�.

The daily average of the measured receptions is an in-
coherent average of the intensities for the six transmissions
occurring on 15 June 2004 �yearday 167�, shortly after the
deployment of the acoustic sources. This transmission day
was selected to be nearly concurrent with the collection of
the environmental data on the deployment cruise and, there-
fore, the sound-speed fields utilized in the simulations. Be-
cause the sources transmitted only every fourth day, a single-
day average was employed to minimize changes in the ocean
environment between transmissions.

The Monte-Carlo calculations are incoherent averages of
the intensities of the arrival patterns computed from five in-
dependent realizations of the internal-wave field. The num-
ber of internal-wave simulations was selected to roughly co-
incide with the number of averaged receptions.
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The 2-GM simulation exhibits more pronounced scatter-
ing in the earlier branches of the timefront and increased
broadening, or flattening, of the near-axial finale than are
present in the measured data. The 1 /2-GM simulation exhib-
its distinguishable branches of the timefronts occurring after
a travel time of 336.2 s, whereas the branches of the mea-
sured timefronts are more highly scattered and not discern-
ible after about 336.1 s. Although not perfect, simulations
using the full GM energy level best capture both the extent to
which the branches of the timefronts are scattered and the
broadening of the near-axial finale. All subsequent simula-
tions in this paper that incorporate internal-wave-induced
scattering will therefore use sound-speed perturbations con-
sistent with the full GM spectrum.

Parabolic equation simulations for transmissions from
the S1 axial source to the location of the DVLA using the
range-independent and range-dependent sound-speed fields
are quite similar �Fig. 10�. The smoothed sound-speed field
resulting from the construction of objective maps of the
UCTD data results in predicted timefronts that show minimal
scattering. The set of lower cusps arriving between 338.5 and
339 s barely extends to 3500 m for the range-independent
case, as indicated by the horizontal black line. Although the
range-dependent profile shows a slight deepening, the
internal-wave profile causes significant scattering, reaching
depths of almost 4500 m. This is a clear example of a
shadow-zone arrival.

VI. DISCUSSION

Detailed intensity comparison between PE simulations
incorporating range-independent, range-dependent, and

internal-wave sound speed fields as well as comparisons be-
tween internal-wave simulations and acoustic data are pre-
sented in Figures 11–18. For completeness, each of the eight
source-receiver pairs: S1 axial source to the SVLA �Fig 11�
and DVLA �Fig 12�, S2 axial source to the SVLA �Fig 13�
and DVLA �Fig 14�, S1 deep source to the SVLA �Fig 15�
and DVLA �Fig 16�, and S2 deep source to the SVLA �Fig
17� and DVLA �Fig 18� are included.

A. Axial finale arrivals

The vertical broadening of the axial finale due to the
inclusion of internal-wave-induced sound-speed perturba-
tions is evident from even the most superficial comparison of
the arrival patterns in Fig. 10. This broadening is further
displayed in the intensity vs travel time plots shown in Figs.
11 and 13. The final cutoff for all three simulated environ-
ments occurs approximately simultaneously at the near-axial
depths of 691 and 1041 m, but the final cutoff time for the
internal-wave simulation is significantly delayed at depths
both above �376 m� and below �1390 and 1739 m� the
sound-channel axis �Figs. 11�a� and 13�a��.

This delay in final cutoff is also present with comparable
intensity in the daily averages of hydrophone data at the
same depths �Figs. 11�b� and 13�b��. This broadening of the
axial finale was observed during the SLICE89 experiment
and was described by Worcester et al. �1994�, simulated by
Colosi et al. �1994�, and explained in terms of mode cou-
pling by Colosi and Flatté �1996� and ray chaos by Beron-
Vera et al. �2003�. The effect was observed to be more sig-
nificant below the axis than above, which is consistent with
the observational data presented here.
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Although peak-to-peak comparisons between data and
simulations are difficult due to the complex arrival pattern
typical of the axial finale, the internal-wave simulations cap-

ture both the intensity level and the extent of the vertical
scattering observed in the finale portion of the SVLA recep-
tions for both the 500-km and 1000-km ranges.
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FIG. 11. Intensity-averaged PE simulations for the S1 axial source to SVLA acoustic path incorporating five realizations of 1-GM internal-wave fields �top
left� and an intensity average of six receptions of acoustic data received on yearday 167 �top right�. Horizontal black lines indicate depths where slices of the
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B. Early geometric arrivals

Comparisons of acoustic data and internal-wave propa-
gation simulations show extraordinary agreement for early
geometric arrivals. The leading timefront branches of the S1
axial source receptions both on the SVLA and DVLA de-

picted in Figs. 11 and 12, respectively, show good agree-
ment, especially on the deepest phones, with the internal-
wave predictions both in terms of intensity level and in the
width of the peaks in travel time.

Clean, early geometric arrivals are also observable for
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FIG. 12. Same as Fig. 11, except for the S1 axial source to DVLA acoustic path.
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the portion of the S1 deep off-axis source arrival captured by
the SVLA �Fig. 15�. Interestingly, the measured intensity
agrees well with the simulations for the upper hydrophones,
decreases dramatically on the hydrophone located at 1739 m

�Fig. 15�a��, and is absent on all of the phones of the DVLA
�Fig. 16�. This early branch of the timefront was predicted
not only by the internal-wave simulation but also by both the
range-independent and range-dependent simulations. Deep
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FIG. 13. Same as Fig. 11, except for the S2 axial source to SVLA acoustic path.
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arrivals are similarly less intense than predicted in the earli-
est branches of the 1000-km range receptions for the deep
off-axis source, particularly evident at the depth of 3575 m
�Fig. 18�a��.

C. Deep shadow-zone arrivals

Scattering induced by the addition of internal-wave
sound-speed fluctuations was shown in Sec. V to extend the
lower cusps occurring between 338.5 and 339 s on the S1
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FIG. 14. Same as Fig. 11, except for the S2 axial source to DVLA acoustic path.
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axial source to DVLA propagation path nearly 1000 m be-
yond the 3500-m depth predicted by a range-independent
environment �Figs. 10 and 12�a��.

The lower cusps of the measured acoustic timefront ex-

tend to the deepest hydrophone depth of 4249 m, matching
the extent and intensity of scattering into the shadow zone
predicted by the internal-wave simulation �Fig. 12�b��.

Although the missing VLA segment obscures the full
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FIG. 15. Same as Fig. 11, except for the S1 deep off-axis source to SVLA acoustic path.
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extent of the subsequent pair of lower cusps, arriving be-

tween 339 and 339.5 s, the portion that is captured has al-

ready extended into the acoustic shadow zone �Fig. 12�c��.
There is a clear arrival predicted by the internal-wave simu-

lation at 2820 m, the depth of the lowest hydrophone on the

upper segment of the DVLA, which is also present in the
acoustic data, although it is somewhat obstructed by interfer-

ing SRBR arrivals �Fig. 12�d��.
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FIG. 16. Same as Fig. 11, except for the S1 deep off-axis source to DVLA acoustic path.
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These SRBR arrivals, discussed in Sec. III, are not
present in the PE simulations due to the addition of an ab-
sorptive layer which suppressed most of the bottom interac-
tion.

The 1000-km propagation path from the S2 axial source

to the DVLA renders several examples of shadow-zone ex-
tensions due to its extended arrival pattern �Fig. 14�. The
most prominent of these extensions are the second and third
pairs of lower cusps.

The third pair of lower cusps, arriving just prior to the
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FIG. 17. Same as Fig. 11, except for the S2 deep off-axis source to SVLA acoustic path.
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676-s mark, show no suggestion of an arrival in either the
range-independent or range-dependent predictions at
3575 m, the shallowest hydrophone on the DVLA; however,
the internal-wave prediction extends to the phone located at

3892 m �Fig. 14�a��. The simulation predicts a somewhat
sharper and more intense arrival at the 3575-m depth than is
evident in the acoustic data �Fig. 14�b��.

The second pair of lower cusps, arriving immediately
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after 675 s, are perhaps a better example because the transi-
tion into the shadow zone occurs within the depth range of
the lower segment of the DVLA. The range-independent pre-
diction is consistent with the internal-wave prediction at
3575 m, but does not extend to the hydrophone at 3892 m.
The internal-wave simulation, however, exhibits a 75-dB ar-
rival at this depth for the first cusp of the pair, and both cusps
reach the lowest limit of the DVLA �Fig. 14�c��. Although
the intensities compare well at the 3575- and 4249-m depths,
the internal-wave scattering over-predicts the intensity of the
shadow-zone arrival by approximately 8 dB when compared
with the hydrophone data at the 3892-m depth �Fig. 14�d��.

This deviation is also clearly seen in Fig. 19, which
displays a measure of the energy in the cusp as it extends
into the acoustic shadow. The energy, E, is calculated by
integrating the intensity, I, of a peak in a specified time win-
dow T:

E = 

T

Idt . �9�

The hydrophone noise level was determined by calculating
the energy in a time window where there was no acoustic
arrival.

The upper limit of the shadow zone is indicated where
the energy for the range-independent calculation rapidly de-
creases. The upper limit of the shadow for the first cusp is
approximately 100 m deeper than for the second cusp. The
internal-wave simulation appropriately describes both cusps
with rms differences from the measured energy levels of
2.5 dB for the first cusp and 4.0 dB for the second cusp.

Receptions from the 1000-km range deep off-axis source
illustrate the same deep shadow-zone arrivals as exhibited by

the axial HLF-5 sources �Fig. 18�. Conspicuous examples
arrive at approximately 675.5 s on the lower segment of the
DVLA �Fig. 18�b�� and just after 676 s on the upper segment
of the DVLA �Figs. 18�c� and 18�d��.

D. Axial shadow-zone arrivals

The axial shadow-zone arrivals observed in receptions
from deep off-axis sources are not predicted by the PE simu-
lations for the range-independent environmental models, but
internal-wave model results again show a penetration into
the acoustic shadow, indicating that scattering into this
shadow-zone region is also caused by fluctuations due to
internal waves. It is not surprising that the same mechanism
is responsible for the axial extensions, as they are essentially
the same scattered energy. For the reciprocity condition to be
satisfied, propagation from an axial source to a deep receiver
is equivalent to propagation from a deep off-axial source to
an axial receiver through the same ocean.

Figure 16 shows the structure of this scattering in the
internal-wave PE simulation result. The upper portion of the
DVLA displays a lower cusp turning back upward at the
termination of the arrival pattern. The range-dependent and
range-independent simulations show only a single peak after
339 s, whereas the arrival in the internal-wave solution is
followed by a distinct second peak �Fig. 16�a��.

This scattering is also present in the acoustic data on the
propagation path from the S1 deep off-axis source to the
DVLA �Fig. 16�b�� and extends upward far enough to appear
in the SVLA �Fig. 15�b��, although the arrival is diffuse and
barely visible above the noise level. The same effect is ob-
servable at the end of the timefront at 1000-km range �Fig.
17�a��.

The final lower cusp exhibited in Fig. 18�c� can be clas-
sified as both an axial shadow-zone arrival and a deep
shadow-zone arrival. The internal-wave prediction penetrates
deeper than the range-dependent solution with an intensity at
2820 m which exceeds that of the range-independent solu-
tion by nearly 20 dB. The single peak at the 2820-m depth
then scatters back upward into the axial shadow zone, dis-
playing two distinct peaks at 2294 m �Fig. 18�d��.

The receptions from deep off-axis sources show that
scattering occurs predominantly along acoustic timefronts
not only for the deep shadow-zone arrivals but also at the
end of the reception timefronts for off-axis sources. The pre-
diction of these relatively narrow penetrations of several
hundred meters into the shadow zone supports previous ob-
servations made during the SLICE89 experiment that
internal-wave-induced scattering occurs predominantly along
timefronts rather than across them �Beron-Vera and Brown,
2004; Flatté and Colosi, 2008; Godin, 2007; Virovlyansky,
2003�.

VII. SUMMARY

The extensive VLAs employed in the SPICEX experi-
ment enabled an examination of the vertical structure of
shadow-zone arrivals first observed on bottom-mounted re-
ceivers during the ATOC experiment.
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FIG. 19. Energy in the pair of lower cusps occurring after 675 s for the S2
axial source to DVLA propagation path �Fig. 14�. Energy was calculated for
a time window of 675.0–675.2 s for the first cusp �left� and 675.2–675.4 s
for the second cusp �right�. Hydrophone data and noise levels are shown for
the 20 phones on the lower segment of the DVLA.
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Since travel time is the primary observable of interest in
acoustic tomography experiments, intensities of the acoustic
data have received little attention. Here, the acoustic array
data were calibrated, and parabolic equation simulation re-
sults were transformed into units of intensity to facilitate
direct comparisons between model and data. The intensity
comparisons presented in this paper indicate that models in-
corporating scattering consistent with the Garrett-Munk
internal-wave spectrum with an internal-wave energy of 1
GM are adequate to account for the structure and extent of
measured acoustic shadow-zone arrivals.

Figure 20 summarizes the shadow penetration for the
cusp at 675.5 s of the S2 deep off-axis source to DVLA
transmission. At depths less than 3 km, measured intensities
are in fair accord with the calculated intensities ignoring
internal-wave scatter. Taking internal-wave scatter into ac-
count does not significantly change the theoretical intensities
above 3 km, but increases the theoretical intensities substan-
tially beneath 3 km, bringing them into accord with the mea-
sured intensities. Beneath 4 km both measured and com-
puted intensities are negligible. From this, it can be
concluded that the internal-wave perturbations can account
for the penetration into the deep shadow zone.

The lower cusp of the range-independent prediction oc-
curs in the gap between the hydrophones located at 2819 and
3575 m. Figure 21 shows the energy in the cusp as it decays
into the sound shadow. The hydrophone data capture the
shadow-zone arrival below 3575 m and are consistent with
the internal-wave prediction, with a rms difference of 2.8 dB,
as it approaches the noise threshold 800–1000 m below the
cusp.

Figure 20 also demonstrates that internal-wave perturba-
tions account for the axial shadow-zone extensions. The two
arrival peaks at 676.1 s for the phones at 2293- and 2153-m

depths clearly show the internal-wave simulation to concur
with the hydrophone data in scattering back toward the axis
along the timefront.

Other hypotheses have been offered to explain the
deeply scattered arrivals. One such hypothesis is that oceanic
spice could contribute to scattering into the acoustic shadow
�Dzieciuch et al., 2004�. Since the GM internal-wave spec-
trum was based on empirical hydrographic measurements of
oceanic variability �Garrett and Munk, 1979�, the spectrum
may include other types of oceanic variability, including
spice, so that the internal-wave profile referred to in this
paper may actually include effects due to oceanic spice.

It has also been suggested �Rudnick and Munk, 2006�
that the lower cusps will deepen due to reflections off the
base of a tilted mixed layer. Rudnick described a steepening
of acoustic rays by twice the angle of inclination of the
mixed layer base with each reflection off the base of the
mixed layer. An experimental investigation of the effect of
the mixed layer on acoustic shadow-zone arrivals would re-
quire acoustic transmissions in the presence of a pronounced
mixed layer, typical of a spring profile in the North Pacific.
Since acoustic data were only collected during the period
from June to November, it is, unfortunately, not possible to
explore the entire development of the mixed layer with the
acoustic data at-hand.

The results presented here focus on a single day of
acoustic transmissions at a time coinciding with the collec-
tion of the environmental data that formed the basis for the
sound-speed profiles used in the simulations. The intent of
this paper is to demonstrate that sound-speed fluctuations
consistent with the Garrett–Munk internal-wave spectrum
are adequate to describe the extent of the observed acoustic
shadow-zone arrivals. The comparisons here are largely
qualitative. A quantitative analysis of the statistics of the
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shadow-zone extensions, as well as the characterization of
their variability throughout the transmission period, will be
left for future examination.

ACKNOWLEDGMENTS

The SPICEX data set which formed the basis of this
paper is a product of the hard work of many individuals. The
authors would especially like to thank L. Green, D. Horwitt,
J. Kemp, and M. Norenberg as well as the crews of the R/V
Roger Revelle and R/V Thomas Thompson. Bruce Cornuelle
was instrumental in the implementation of the objective
mapping techniques. The experiment was funded by the Of-
fice of Naval Research Grant No. N00014-03-1-0182.
L.J.V.U. was also supported by the Office of Naval Research
Graduate Traineeship Award No. N00014-07-1-0270.

ATOC Instrumentation Group �1995�. “Instrumentation for the acoustic ther-
mometry of ocean climate �ATOC� prototype Pacific Ocean network,”
Oceans’95 MTS/IEEE Conference Proceedings, San Diego, CA, 9–12 Oc-
tober 1995, Vol. 3, pp. 1483–1500 �ATOC Instrumentation Group: B. M.
Howe, S. G. Anderson, A. B. Baggeroer, J. A. Colosi, K. R. Hardy, D.
Horwitt, F. W. Karig, S. Leach, J. A. Mercer, K. Metzger Jr., L. O. Olson,
D. A. Peckham, D. A. Reddaway, R. R. Ryan, R. P. Stein, K. von der
Heydt, J. D. Watson, S. L. Weslander, and P. F. Worcester�.

Beron-Vera, F., and Brown, M. �2004�. “Travel time stability in weakly
range-dependent sound channels,” J. Acoust. Soc. Am. 115, 1068–1077.

Beron-Vera, F., Brown, M., Colosi, J., Tomsovic, S., Virovlyansky, A. L.,
Wolfson, M., and Zaslavsky, G. �2003�. “Ray dynamics in a long-range
acoustic propagation experiment,” J. Acoust. Soc. Am. 114, 1226–1242.

Brekhovskikh, L., and Lysanov, Y. �2003�. Fundamentals of Ocean Acous-
tics, 3rd ed. �Springer-Verlag, Berlin�.

Brown, M. G. �1982�. “Application of the WKBJ Green’s function to acous-
tic propagation in horizontally stratified oceans,” J. Acoust. Soc. Am. 71,
1427–1432.

Collins, M. �1993�. “A split-step Padé solution for the parabolic equation
method,” J. Acoust. Soc. Am. 93, 1736–1742.

Collins, M. D. �1989�. “A higher-order parabolic equation for wave propa-
gation in an ocean overlying an elastic bottom,” J. Acoust. Soc. Am. 86,
1459–1464.

Colosi, J. A., and Brown, M. G. �1998�. “Efficient numerical simulation of
stochastic internal wave induced sound speed perturbation fields,” J.
Acoust. Soc. Am. 103, 2232–2235.

Colosi, J. A., and Flatté, S. M. �1996�. “Mode coupling by internal waves
for multimegameter acoustic propagation in the ocean,” J. Acoust. Soc.
Am. 100, 3607–3620.

Colosi, J. A., Flatté, S. M., and Bracher, C. �1994�. “Internal-wave effects
on 1000-km oceanic acoustic pulse propagation: Simulation and compari-
son with experiment,” J. Acoust. Soc. Am. 96, 452–468.

Del Grosso, V. A. �1974�. “New equation for the speed of sound in natural
waters,” J. Acoust. Soc. Am. 56, 1084–1091.

Dushaw, B. D., Howe, B. M., Mercer, J. A., Spindel, R. C., and the ATOC
Group �1999�. “Multimegameter-range acoustic data obtained by bottom-
mounted hydrophone arrays for measurement of ocean temperature,”
IEEE J. Ocean. Eng. 24, 202–214.

Dzieciuch, M., Munk, W., and Rudnick, D. L. �2004�. “Propagation of
sound through a spicy ocean, the SOFAR overture,” J. Acoust. Soc. Am.
116, 1447–1462.

Fisher, F., and Simmons, V. P. �1977�. “Sound absorption in sea water,” J.
Acoust. Soc. Am. 62, 558–564.

Flatté, S., and Colosi, J. �2008�. “Anisotropy of the wavefront distortion for
acoustic pulse propagation through ocean sound-speed fluctuations: A ray
perspective,” IEEE J. Ocean. Eng. 33, 477–488.

Garrett, C., and Munk, W. �1979�. “Internal waves in the ocean,” Annu. Rev.
Fluid Mech. 11, 339–369.

Godin, O. �2007�. “Restless rays, steady wave fronts,” J. Acoust. Soc. Am.
122, 3353-336.

Lovett, J. �1980�. “Geographic variation of low-frequency sound absorption
in the Atlantic, Indian, and Pacific Oceans,” J. Acoust. Soc. Am. 67, 338–
340.

Morozov, A., and Webb, D. �2003�. “A sound projector for acoustic tomog-
raphy and global ocean monitoring,” IEEE J. Ocean. Eng. 28, 174–185.

Morozov, A., and Webb, D. �2007�. “Underwater tunable organ-pipe sound
source,” J. Acoust. Soc. Am. 122, 777–785.

Munk, W., Worcester, P., and Wunsch, C. �1995�. Ocean Acoustic Tomog-
raphy �Cambridge University Press, Cambridge�.

Rudnick, D. L., and Klinke, J. �2007�. “The underway conductivity-
temperature-depth instrument,” J. Atmos. Ocean. Technol. 24, 1910–1923.

Rudnick, D. L., and Munk, W. �2006�. “Scattering from the mixed layer
base into the sound shadow,” J. Acoust. Soc. Am. 120, 2580–2599.

Smith, W., and Sandwell, D. �1997�. “Global sea floor topography from
satellite altimetry and ship depth soundings,” Science 277, 1956–1962.

Sparrock, R. �1990�. “Stability of time fronts on a large vertical array at long
range in the ocean,” MS thesis, University of California, San Diego, La
Jolla, CA.

Virovlyansky, A. �2003�. “Ray travel times at long ranges in acoustic
waveguides,” J. Acoust. Soc. Am. 113, 2523–2532.

Webb, D., Morozov, A., and Ensign, T. �2002�. “A new approach to low
frequency wide-band projector design,” Oceans MTS/IEEE Conference
Proceedings, Biloxi, MS, pp. 2342–2349.

Worcester, P. F. �1981�. “An example of ocean acoustic multipath identifi-
cation at long range using both travel time and vertical arrival angle,” J.
Acoust. Soc. Am. 70, 1743–1747.

Worcester, P., Cornuelle, B., Dzieciuch, M., Munk, W., Howe, B., Mercer,
J., Spindel, R., Colosi, J., Metzger, K., Birdsall, T., and Baggeroer, A.
�1999�. “A test of basin-scale acoustic thermometry using a large-aperture
vertical array at 3250-km range in the eastern North Pacific Ocean,” J.
Acoust. Soc. Am. 105, 3185–3201.

Worcester, P. F., Cornuelle, B. D., Hildebrand, J. A., Hodgkiss, W. S., Jr.,
Duda, T. F., Boyd, J., Howe, B. M., Mercer, J. A., and Spindel, R. C.
�1994�. “A comparison of measured and predicted broadband acoustic
arrival patterns in travel time-depth coordinates at 1000-km range,” J.
Acoust. Soc. Am. 95, 3118–3128.

Wunsch, C. �1996�. The Ocean Circulation Inverse Problem �Cambridge
University Press, Cambridge�.

3588 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Van Uffelen et al.: Vertical structure of shadow-zone arrivals



Attenuation and dispersion of antiplane shear waves due to
scattering by many two-dimensional cavities

Jun Kawaharaa�

Faculty of Science, Ibaraki University, 2-1-1 Bunkyo, Mito 310-8512, Japan

Taichi Ohnob�

Graduate School of Science and Engineering, Ibaraki University, 2-1-1 Bunkyo, Mito 310-8512, Japan

Kiyoshi Yomogida
Graduate School of Science, Hokkaido University, North 10 West 8, Kita-ku, Sapporo 060-0810, Japan

�Received 13 March 2008; revised 9 January 2009; accepted 1 April 2009�

Propagation and scattering of antiplane shear waves within media with two-dimensional cavities are
numerically simulated, and the attenuation and phase velocities are experimentally determined. The
results are compared with the predictions by the Foldy theory and its three corrected versions. If the
cavity concentrations are small such as 0.02, the differences among the theoretical predictions are
insignificant, and every theory is consistent with the experimental results. For higher concentrations
such as 0.1, the differences become significant, but there are no objective grounds to say that any
of the corrected versions of the Foldy theory works better than the original. If the error tolerance is
as high as 10%, the simple Foldy formula may remain useful for concentrations up to about 0.1.
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I. INTRODUCTION

Wave propagation in a medium with distributed scatter-
ers results in the attenuation and dispersion of coherent wave
fields, even if each constituent is lossless. This phenomenon
has been studied in a variety of research areas because of its
wide applications. Examples are acoustic scattering in the
ocean and in biological media,1 ultrasonic nondestructive
evaluation of materials,2 and seismic scattering in the earth’s
lithosphere.3 Many of such researches have been based on
theoretical modeling or laboratory experiments as stated be-
low. In contrast, the purpose of the present article is to ap-
proach the phenomenon by the use of a numerical method of
wave simulations. Because of computational tractability,
only a specific case of antiplane shear �SH� wave scattering
due to two-dimensional �2D� cavities is treated, which en-
ables the authors to achieve simulations with high accuracy
at relatively low computational costs.

A large variety of theories has been proposed for the
problem stated above. Among others, Foldy4 established a
category of theories �multiple scattering theories� about
60 years ago. He considered scalar wave propagation in me-
dia with randomly distributed three-dimensional �3D� isotro-
pic scatterers and derived the following well-known formula:

K2 = k2 + 4�nf , �1�

in which K is the effective wavenumber of mean �ensemble-
averaged� wave fields, k is the wavenumber in the absence of
scatterers, n is the number density of the scatterers, and f is

the isotropic scattering amplitude of a single scatterer. This
equation gives the solution K as a function of k, whose real
and imaginary parts correspond to the phase velocity and
attenuation, respectively. Foldy’s theory is based on the as-
sumption that the scatterers are distributed very sparsely and
independently so that its validity is limited to sufficiently
small n. Later, Lax5 verified that Eq. �1� remains valid for
anisotropic scatterers if f is replaced with the forward scat-
tering amplitude f�0�:

K2 = k2 + 4�nf�0� . �2�

Many researchers tried to improve the theory in order that it
may be valid for denser scatterer distributions by taking ac-
count of the multiple scattering more appropriately. Lax6

proposed the quasicrystalline approximation, in which statis-
tical information on the relative location of two scatterers is
described by a pair-correlation function. Waterman and
Truell7 derived a formula alternative to Eq. �2� under the
condition of non-overlapping scatterers with infinitesimal
volumes. Despite its lasting popularity, the Waterman–Truell
formula was shown to be incorrect by Lloyd and Berry,8 who
presented an alternative one. Other researchers applied more
appropriate pair-correlation functions for scatterers with fi-
nite sizes.9–12 Still other researchers proposed corrected ver-
sions of Foldy’s theory not based on the quasicrystalline ap-
proximation. Examples are the works based on a diagram
method13,14 and the combinations of the Waterman–Truell
formula and a self-consistent method.15 Concerning other
categories of theories on wave propagation in inhomoge-
neous media �such as self-consistent methods�, see Ref. 16
and the references therein.

The above-mentioned theories, including Foldy’s, have
been exploited in order to describe the results of laboratory
experiments on wave transmission in bubbly liquids, suspen-
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sions, emulsions, particulate composites, and materials with
cavities �see Refs. 11, 12, and 16–23 and the references
therein�. The predictions of all such theories coincide with
each other up to the first order of n, and they are consistent
with the experimental data for small volume concentrations
of scatterers.17,20 The limits of the concentrations below
which the theories remain valid, however, vary among stud-
ies. One possible reason for this may be the factors that are
not considered in the theories but essential in the experi-
ments, such as viscous and thermal dissipation20 and ill-
controlled parameters such as scatterer sizes.22 On one hand,
incorporating such effects appropriately into the theories to
bridge this gap is certainly an important task from the prac-
tical viewpoint.18–20 On the other hand, using computer
simulations of wave scattering free from those effects may
be helpful in examining the validity of the theories more
directly; though less practical than laboratory ones, numeri-
cal experiments could be configured more loyally to the as-
sumptions made in the theories.24–27 Another possible reason
for the discrepancy among the experimental results may be
the variation in the methods to measure the attenuation and
phase velocities of coherent waves. Some researchers mea-
sured the amplitude changes and moving speeds of the peaks
of transmitting pulses,22–24 whereas others calculated their
spectral changes.12,17–21 Although the latter method has the
advantage of high spectral resolution, the estimates thus ob-
tained could be affected by the incoherent waves included
within the pulses. Ensemble averaging of the waveform data
was shown to be effective in reducing the incoherent waves
as well as noises.12,17,19,27

In this article, multiple scattering theories of Foldy,4,5

Waterman and Truell,7 Lloyd and Berry,8 and Ye and Ding13

are compared with numerical-experimentally measured at-
tenuation and phase velocities. To focus on the validity of the
theories, numerical experiments are performed as mentioned
earlier; antiplane shear wave scattering by 2D circular �or
parallel cylindrical� cavities in elastic media are simulated
with high accuracy, closely following Benites et al.24 The
attenuation and phase velocities are measured by applying
the spectral ratio technique to averaged waveform data, as
was successfully done by Suzuki et al.27 Although the model
scattering media in the present experiment are rather ideal-
ized, it would be a good analog of high-contrast particulate
materials and media with small aspect ratio cavities �e.g.,
cracks�.

In Sec. II, the 2D solutions of the above four theories are
summarized. In Sec. III, the configuration of the numerical
experiments and the data acquisition method are described.
The experimentally determined attenuation and dispersion
curves are shown in Sec. IV, in which they are compared
with the theoretical predictions. The validity of the theories
is thereby discussed.

II. MULTIPLE SCATTERING THEORIES

All of the theories considered here share the advantage
of giving explicit solutions of K like Eq. �2�, which in the 2D
case are summarized in this section. It is worth noting that all
of them are based on a point scatterer assumption. Treating

scatterers with finite sizes will be possible by using a proper
pair-correlation function, but then the solution K would be
obtained only numerically.9–12

The 2D version of Foldy’s formula �with Lax’s correc-
tion� �2� can be found in, e.g., Linton and Martin.28 It is
written in the form

K2 = k2 − 4inf�0� , �3�

in which i is the imaginary unit. Here f��� is the 2D scatter-
ing amplitude for the scattering angle � measured from the
incident direction.

As stated in Sec. I, Waterman and Truell7 took account
of the effect of non-overlapping scatterers under the point
scatterer assumption. This means that only the “perfect over-
lapping” of scatterers with finite sizes �or the overlapping of
the centers of the scatterers� is excluded. The 2D version of
their formula corresponding to Eq. �3� was given by Angel
and Aristégui29 as

K2 = k2 − 4inf�0� −
4n2

k2 �f�0�2 − f���2� . �4�

Although this formula has been widely used,15–17,21 Lloyd
and Berry8 pointed out that it is based on an incorrect pair-
correlation function. According to them, the exclusive vol-
ume of a spherical scatterer �whose radius was finally al-
lowed to become zero� actually imposed in the Waterman–
Truell theory is not spherical but slablike, being
perpendicular to the direction of wave propagation. Applying
a correct pair-correlation function and taking the limit of
point scatterers again, Lloyd and Berry derived an alternative
formula, using a technique called the “resummation method”
coming from nuclear physics. However, the Lloyd–Berry
formula seems less popular than the Waterman–Truell for-
mula. Linton and Martin30 inferred that it is perhaps because
the Lloyd–Berry formula is less simpler and its derivation
seems suspect. Nevertheless, they obtained a new and clearer
derivation of this formula. Linton and Martin28 also devel-
oped its 2D version as

K2 = k2 − 4inf�0� +
8n2

�k2�
0

�

cot��/2�
d

d�
f���2d� . �5�

It has been clarified that Foldy’s approach is equivalent
to taking into account “successive scattering” only, whose
paths do not touch any scatterers more than once.1,13 Using a
diagram method, Ye and Ding13 incorporated into formula
�1� the effect of triple scattering involving two scatterers, as
depicted in Fig. 1. The result is that

K2 = k2 + 4�n�f + �f� , �6�

in which �f is the variation in the scattering amplitude of S1
due to the incidence of waves that are scattered by S1 and
then scattered back by S2. This quantity is given by

�f = nf3� � � � eikr

r
�2

dr =
2�inf3

k
. �7�

The 2D version of these equations may be inferred by replac-
ing the term f exp�ikr� /r, which represents a far-field single-
scattered wave, by its 2D counterpart fH0

�1��kr�, in which
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H0
�1�� � is the Hankel function of the first kind. The result in

the 2D case is that

K2 = k2 − 4in�f + �f� , �8�

�f = nf3� � �H0
�1��kr��2dr =

4nf3

�k2 . �9�

The extension of these relations to the case of anisotropic
scattering may be achieved as follows. To be consistent with
formula �3� to which only the forward scattering ��=0� con-
tributes, it may be enough to consider only the contribution
of the triple scattering depicted in Fig. 1 with the directions
P→S1 and S1→R being the same. One can therefore let
�21R=�−�P12. Moreover, the second scattering is always
backward, that is, �121=�. Thus the Ye–Ding formula in the
case of 2D anisotropic scattering may be inferred as

K2 = k2 − 4in� f�0� +
4nf���
�2k2 �

0

�

f���f�� − ��d�� . �10�

Note that Henyey14 pointed out that the Ye–Ding formula
may overestimate the contribution of the triple scattering of
the above type because it neglects the scattering attenuation
during the first and second scattering processes. His cor-
rected formula for 3D isotropic scattering, resulting in a cu-
bic equation with respect to K, would give results falling
between those by the theories of Foldy and Ye–Ding. The
extension of the formula, however, to anisotropic scattering
is not straightforward and hence it is not considered here.

For K=K�k� given by any of the theories, the attenuation
coefficient � and the phase velocity c of the mean �or coher-
ent� waves are evaluated by the relations

� = Im K,
c

c0
=

k

Re K
, �11�

in which “Im” and “Re” denote the imaginary and real parts,
respectively, and c0 is the wave speed of a matrix surround-
ing scatterers. In the case of a cylindrical cavity with the
radius a, f��� is expressed as the sum of an infinite series
with the Bessel and Hankel functions31

f��� = − �
m=0

�
Jm−1�ka� − Jm+1�ka�

Hm−1
�1� �ka� − Hm+1

�1� �ka�
�m cos m� , �12�

in which �0=1 and �m=2 for m�1.

III. NUMERICAL EXPERIMENTS

The configurations of the present numerical experiments
follow those of Benites et al.,24 which are explained below.
First, N identical circular cavities are distributed inside a
rectangular area with the horizontal size W and vertical one
L. Here both the cavity diameter d=2a and the wave speed
of the matrix c0 are chosen to be unity. It is also assumed that
the cavities do not overlap, i.e., they are “impenetrable.” Us-
ing a uniform random number series, the cavities are distrib-
uted inside the area randomly, except for the constraint that
the interval between the centers of any pair of cavities must
be greater than 1.1d. Specifically, the cavity centers �xi ,yi�
�i=1, . . . ,N� are randomly generated one by one; if a newly
generated center �xj ,yj� does not satisfy the constraint �i.e., if
the distance between this and any of the preexisting centers
�xi ,yi� �i� j� is smaller than 1.1d�, then it is eliminated and
another one is newly generated. Here it is also imposed that
the distance between any cavity center and the top end of the
area must be greater than d. Hence the vertical size of the
actual distribution area is regarded as L�=L−0.5d, and the
cavity number density may be defined as n=N /WL�.

Second, 101 receivers are evenly arrayed along the top
end of the area. Note that the distance between any receiver
and any cavity boundary is not smaller than 0.5d, according
to the algorithm of distributing the cavities stated above. A
plane Ricker wavelet with the dominant frequency fC is ver-
tically impinged on the bottom end from below, and then
waveforms at the receivers are synthesized using the method
of Benites et al.;24 see their paper as for the source time
function and the spectrum of the Ricker wavelet. Although
time-domain waveforms are synthesized in the end, the basic
calculations are performed in the frequency domain; that is,
the responses at various frequencies are computed first, then
a time-domain waveform is synthesized from their inverse
Fourier transforms with the convolution of a source wavelet
�the Ricker wavelet in this case�. Note that four ends of the
distribution area are transparent with respect to wave trans-
mission. In order to suppress the effect of the scattered
waves leaking through the both side ends, the waveforms at
NR receivers around the middle of the receiver array are used
in the analysis. The value of NR is chosen dependent on the
size of the distribution area and the time interval of synthetic
waveforms.

Third, the above-mentioned process is repeated for ND

different realizations of cavity distributions that are stochas-
tically identical but are generated using different random
number series. Then the NR	ND waveforms obtained are
averaged to yield a “synthetic mean wave.” This implies the
assumption of ergodicity, that is, the equivalence of spatial
and ensemble averaging. For sufficiently large NR	ND, in-
coherent waves would be effectively removed.

Finally, � and c are evaluated from the spectral ratio of
the primary parts of the mean wave to the initial wavelet.
The time window for the analysis is centered on the arrival
time of the central peak of the initial wavelet, with the inter-
val of 4 / fC; the choice of the interval would not significantly
affect the results if the incoherent waves had been suffi-
ciently removed. The evaluation of � and c is conducted for

P
S1

S2

R

θ121

θ21R

θP12

FIG. 1. Triple scattering involving two scatterers S1 and S2. Here P and R
denote the source and receiver, respectively.
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the frequency band 0.75fC–1.5fC and is repeated for differ-
ent initial wavelets with fC=0.15, 0.3, 0.6, and 1.2 �	c0 /d�.

The success of the numerical experiments described
above depends on the accuracy of the wave simulation
method. The method of Benites et al.24 adopted here can be
categorized into boundary integral methods �or indirect
boundary element methods�, which probably dates back to
Copley32 and have been successfully applied to solve various
types of elastodynamic problems in engineering and
seismology.33–38 The method of Benites et al. can accurately
simulate wave fields in media with arbitrarily distributed
cavities, including anisotropic scattering and every degree of
multiple scattering; this is in contrast to the other methods
based on the Born approximation or the parabolic one.3,39

Note that similar methods were previously applied by
Dravinski34 and Benites and Aki36 to one or two inclusions.
Although the details of the method can be seen in the paper
of Benites et al.,24 the essence is that a scattered wave due to
each cavity is expressed as the sum of waves radiated from
fictitious line sources distributed behind �but close to� the
cavity boundary. More specifically, the sources are evenly
spaced along a circle with the radius 0.8a, which is concen-
tric with the circular boundary. The source strengths are de-
termined in the least-square sense so as to satisfy the
traction-free boundary condition, and thus the wave fields
outside the cavities are synthesized. Here the number of the
sources per cavity �or the interval between the sources� con-
trols the accuracy of wave simulations. Benites et al.24

checked the validity of their method on the basis of three
different tests and demonstrated that it really produces suffi-
ciently accurate wave fields if there exist at least four sources
per wavelength measured along the cavity boundary �i.e., the
number of the sources per cavity is not less than 4�d /
, in
which 
 is the minimum wavelength considered�. Note that
this criterion is consistent with the results of other researches
on boundary integral methods.33,35,36 In the present wave
simulations, the number of the sources per cavity is chosen
so as to satisfy the criterion. The authors also checked the
stability of simulations by temporally increasing the number
to large extent in some cases. This turned out not to change
the results significantly �within a few percent at most�, im-
plying that the original number would be enough.

In Sec. IV, the results for three models of cavity distri-
butions are shown. Table I summarizes the parameters of the
models, in which the area concentrations C=�na2 are shown
instead of n. An example of the realizations for each model is
depicted in Fig. 2. Model 1, representing the case of sparse
distributions, is stochastically identical to the model exam-
ined by Benites et al.24 In contrast, models 2 and 3 represent
the cases of rather dense distributions. Here the denser dis-
tributions are realized partly by making the model areas

smaller in order to save the computational costs because the
costs strongly depend on the numbers of cavities �more ex-
actly, the numbers of fictitious sources�. Note that the ND

values listed in Table I were actually determined as a result
of repeated evaluation of � and c with the increasing number
of the realizations for each model. The repetition was termi-
nated when the addition of a new realization did not signifi-
cantly change the results anymore, and then the final number
of the realizations was defined as ND. Consequently, ND is
not the same among the models; a smaller model area seems
to need more representations for stable ensemble average.
Note also that Table I includes the maximum value of
	nf��� /k2	 for each model just for reference, which will be
discussed later.

The results are to be compared in Sec. IV with the pre-
dictions of the theories stated in Sec. II, thus discussing their
validity, mainly in terms of the distribution density of cavi-
ties. Other parameters that might also limit the validity of the
theories will be also discussed there. Here C is employed
instead of n as a measure of the distribution density, follow-
ing the convention in laboratory experiments.11,12,16–23 It may
be worth mentioning, however, that the use of C may not be
effective if the aspect ratios of scatterers are much deviated
from unity. An example is distribution of highly oblate cavi-
ties �or cracks�, for which C would remain negligibly small
even for considerably large n; there “crack density” nr3 �r is
the major axis� is conventionally used instead.

IV. RESULTS AND DISCUSSION

The synthetic waveforms are exemplified in Fig. 3 in the
case of model 1 �C=0.017� and fC=0.3. In Fig. 3�a�, the
cloud of lines denotes the waveforms at the NR receivers for
a model realization. It is clearly illustrated that the waves
keep their coherency around the first motion but lose them
rapidly, resulting in the incoherent long wave trains com-
posed of the scattered waves. The synthetic mean wave ob-
tained from all of the waveforms is plotted in Fig. 3�b�, in
which the waveform in the absence of cavities �initial wave-
let� is superimposed for comparison. Here the attenuation
and delay of the mean wave are clearly recognized. In addi-
tion, it is a compact wavelet like the initial one and has no

TABLE I. Parameters of the cavity distribution models.

N W /d L /d C NR ND max	nf /k2	

Model 1 50 80 30 0.017 61 5 0.013
Model 2 100 80 10 0.10 61 10 0.078
Model 3 100 40 10 0.21 41 15 0.16
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FIG. 2. Examples of the realizations for �a� model 1, �b� model 2, and �c�
model 3. The thick bars along the top ends of the model areas designate the
receiver arrays.
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long tail. This implies that the present averaging process is
successful in removing the incoherent waves, validating the
present experimental procedures. In Fig. 3�c�, the mean wave
predicted by Foldy formula �3� is also plotted; it is com-
pletely consistent with the synthetic mean wave. Similar con-
sistency between the synthetic and predicted mean waves is
observed also in the other dominant frequencies, suggesting
high validity of formula �3� for such sparse scatterer distri-
butions, as expected.

Figure 4 depicts the attenuation and dispersion of the
synthetic mean waves for model 1 as functions of the nor-
malized wavenumber ka. Here

Q−1 =
c

c0

2�

k
=

2 Im K

Re K
�13�

is plotted instead of � in Eq. �11�. Note that the inverse of
quality factor Q−1, preferably used in seismology, material
mechanics, and electric circuits, represents attenuation per
wavelength; a small difference in � leads to large one in Q−1

at ka
1, at which Q−1 reaches a peak. Here are plotted the
values of Q−1 and c determined for fC=0.15, 0.3, 0.6, and 1.2
�corresponding to ka=0.47, 0.94, 1.88, and 3.77, respec-
tively�, together with the values predicted by the Foldy for-
mula. Note that the predictions by the other formulas are not
shown because the deviations from those by the Foldy for-
mula are insignificant in the present case. The experimental
values are closely followed by the predicted ones on the
whole, as expected again. There exist, however, minor sys-
tematic discrepancies on Q−1 in the range 2�ka�3. As will
be discussed later, these discrepancies might be due to the
effect of finite scatterer sizes.

Figure 5 shows Q−1 and c obtained for model 2 �C
=0.10� and for fC=0.15, 0.3, and 0.6; the case of fC=1.2 is
omitted because of high computational costs. Now the pre-
dictions by all of the four theories are depicted. The differ-
ences among the theoretical values are remarkable in the
present case, especially on Q−1 for ka
1 and c for ka�1. In
the latter wavenumber range, the formulas of Lloyd–Berry
�5� and Ye–Ding �10� give very close c values, between
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FIG. 3. �a� Synthetic waveforms for model 1 with fC=0.3. �b� Synthetic
mean wave �solid line� and the initial wavelet �dotted line�. �c� Close-up of
the primary part. The solid line and the two dotted ones denote the average
and the standard deviation of the waveforms. The crosses indicate the mean
wave predicted by Foldy formula �3�.
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FIG. 4. Attenuation and dispersion curves for model 1. The open symbols
with different shapes denote the experimental values for different fC. The
solid lines denote the values predicted by Foldy formula �3�.
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FIG. 5. Attenuation and dispersion curves for model 2. The open symbols
denote the experimental values. The solid, dashed, dotted, and dash-dotted
lines denote the predictions by the theories of Foldy, Waterman–Truell,
Lloyd–Berry, and Ye–Ding, respectively.
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which lie those of Foldy formula; any of these values are
consistent with the experimental ones. In contrast, the
Waterman–Truell formula �4� obviously disagrees with the
other three as well as the experimental results. As ka in-
creases, however, the four theoretical values converge and
equally follow the experimental ones. Concerning Q−1, the
formulas of Foldy, Waterman–Truell, and Ye–Ding give rela-
tively similar values, whereas those by the Lloyd–Berry for-
mula are somewhat larger. The experimental curve is located
between the Waterman–Truell and Ye–Ding curves in the
range ka�1. As ka increases, it begins to corrugate, and
approaches and slightly exceeds the Lloyd–Berry curve.

The oscillating behavior of the experimental Q−1 curve
is magnified in the case of a denser cavity distribution of
model 3 �C=0.21; Fig. 6�. In this case, the experimental Q−1

values considerably exceed all of the theoretical ones beyond
ka
2. Oscillating behavior is clearly observed also on the
experimental dispersion curve. Here the experimental c val-
ues are systematically smaller than any theoretical ones for
any wavenumber considered.

Another noticeable feature of Figs. 5 and 6 is that the
dispersion curves of the Foldy, Lloyd–Berry, and Ye–Ding
formulas are nearly identical even in such cases of rather
high concentrations, from which that of the Waterman–Truell
is considerably deviated. The exceptional behavior of the
latter might be due to the error in the Waterman–Truell
theory claimed by Lloyd and Berry8 and also Linton and
Martin.28,30 It would be worth mentioning that Ye40 demon-
strated that the Waterman–Truell formula does not satisfy the
Kramers–Kronig relation. This might be also attributed to the
incorrectness of the formula.

In summary, it is reconfirmed that the Foldy theory pre-
dicts the attenuation and dispersion very accurately for suf-

ficiently low cavity concentrations �say, C
0.02�. For C

0.1 and higher, the discrepancies between the Foldy pre-
dictions and experimental results are no more insignificant
and are larger for the larger C, as may also be expected. In
such situations, however, the other three theories also appear
to be equally unsuccessful in describing the experimental
results, despite the claim that they are corrected versions of
the classical Foldy theory. None of the theories closely fol-
lows the experimental results on attenuation throughout the
wavenumber range considered �0.5�ka�3�. Concerning
dispersion, the Waterman–Truell theory obviously disagrees
with the experiments even for C
0.1; the other theories are
consistent with the experiments for this concentration, but
beyond it all of them systematically underestimate the mag-
nitude of dispersion. Therefore it is hard to place one over
the other, except for that the Foldy formula has the advantage
of its high simplicity. Roughly speaking, the formula may be
useful even for C
0.1 if the relative error tolerance is as
high as, say, 10%. Indeed, the discrepancies between the syn-
thetic mean waveforms and those predicted by the Foldy
formula remain relatively small even for such a case, as dem-
onstrated in Fig. 7�a�. Figure 7�b� denotes, however, that it is
not the case for C
0.2 �model 3�.

As the distributions become denser, the experimental at-
tenuation and dispersion curves show the oscillating �or reso-
nant� behavior more clearly. None of the present theories
explains this behavior. This does not indicate the resonance
of one cavity which could occur even without the others;
otherwise, similar oscillation would be always observed on
the theoretical curves, which are obtained from the scattering
amplitude of an isolated scatterer. It is unlikely to be due to
the computational errors because of the care taken to assure
the accuracy of the simulations, as mentioned in Sec. III. It
may not be also related to the finiteness of the scatterer dis-
tribution areas that is not assumed in the theories because the
“resonant wavelengths” are apparently not correlated to the
area size. For example, the first and second peaks above ka
=1 of the Q−1 curve in Fig. 6 occur at around ka=1.4 and
2.5, which correspond to the wavelengths 4.5a and 2.5a,
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FIG. 6. Attenuation and dispersion curves for model 3. The open symbols
denote the experimental values. The solid, dashed, dotted, and dash-dotted
lines denote the predictions by the theories of Foldy, Waterman–Truell,
Lloyd–Berry, and Ye–Ding, respectively.
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respectively, much smaller than L�=9.5d=19a. Since all of
the theories are based on the point scatterer assumption as
stated in Sec. II, the behavior might be attributed to the effect
of finite scatterer sizes �more accurately, finite exclusive ar-
eas of scatterers�, which would be stronger for denser scat-
terer distributions. Adopting a pair-correlation function prop-
erly describing the cavity distributions would be necessary to
recover the agreement with the experiments. This inference
may be supported by a theoretical result of Varadan et al.11 In
order to make comparison with a laboratory-experimental
result, they derived dispersion curves for lead spheres of a
finite size embedded in an epoxy matrix, using the quasi-
crystalline approximation and a realistic pair-correlation
function. Their results were given for two cases with C
=0.05 and 0.15, and the dispersion curve for the latter case
shows oscillation much more noticeably than the former.
Nevertheless, the oscillating behavior is observed even in
Fig. 4 �2�ka�3�, though slightly. This implies that the ef-
fect of finite scatterer sizes may not necessarily be negligible
even for such a small C.

The validity of the theories has been discussed in terms
of C=�na2 for a specific type of scatterers �cavities� so far.
From a general viewpoint, however, it would be also impor-
tant to consider the effect of the scattering strength, which
would depend on not only n but also the scattering amplitude
of each scatterer f���. A possible measure of the strength
might be 	nf��� /k2	,7 which seems to be assumed to be small,
either explicitly or implicitly, in the present theories. As
mentioned in Sec. III, the maximum value of 	nf��� /k2	 for
each model is given in Table I. It turns out that this value is
fairly close to C��0.75C� in the present cases. For model 3
for which any theory does not work, it is 0.16 and actually
not so small compared with unity. In addition, if one assumes
weak scattering

	nf���/k2	 � 1, �14�

then Foldy formula �3� yields

	K2/k2 − 1	 � 1, �15�

that is, K is very close to k. Under this condition, both Q−1

and 	c /c0−1	, defined by Eqs. �11� and �13�, respectively, are
equally of the order of 	nf��� /k2	. Hence these two quantities
may also work as approximate measures of the scattering
strength; if the actual values of Q−1 and 	c /c0−1	 were not so
small as compared with unity, the theories would not repro-
duce their accurate values. This inference seems to be con-
sistent with the present results; the maximum value of either
Q−1 or 	c /c0−1	 exceeds 0.1 for model 3 �Fig. 6�, like
max	nf��� /k2	 in this case. More convincing discussions
would require further similar experiments on different types
of scatterers. Another possible factor limiting the validity of
the theories might be the propagation distance L�, which was
chosen not in a systematic manner in the present study.
Loosely speaking, only cases of relatively short distance
were treated here. It would be of interest to confirm whether
the present theories remain valid for much more larger dis-
tance, though it would require the significant increase in
computational costs.

V. CONCLUSION

In this article, the attenuation and phase velocities of
antiplane shear waves due to scattering by 2D cavities were
experimentally measured, using computer simulations based
on the boundary integral method of Benites et al.24 The re-
sults are then compared with the predictions by the classical
Foldy theory and its three corrected versions: the theories of
Waterman–Truell, Lloyd–Berry, and Ye–Ding. As long as the
cavity concentrations remain small, the differences among
the theoretical predictions are insignificant and any one is
consistent with the experimental results. For higher concen-
trations �say, over 0.1�, those differences become not negli-
gible. In such situations, however, the experimental results
show complicated dependence on wavenumbers, and none of
the theoretical predictions matches the experimental results
consistently. For example, all of the theories systematically
underestimate Q−1 for 2�ka�3 and �c /c0 for any ka, re-
spectively. Nevertheless, even the simple Foldy formula
seems to be useful for concentrations up to about 0.1 if the
error tolerance is relatively high.

Future work should deal with other types of scatterers
from the practical viewpoint, such as inclusions either harder
or softer than the matrix. This would be also helpful to
clarify the validity of multiple scattering theories in terms of
scattering strength. Researches focusing on the dependence
of the attenuation and dispersion on the wave propagation
distance would be also valuable.
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Resolving the shape of a sonoluminescence pulse in sulfuric
acid by the use of streak camera
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A streak camera is used to measure the shape of sonoluminescence pulses from a cavitation bubble
levitated stably in a sulfuric acid solution. The shape and response to an acoustic pressure field of
the sonoluminescence pulse in 85% by weight sulfuric acid are qualitatively similar to those in
water. However, the pulse width in sulfuric acid is wider than that in water by over one order of
magnitude. The width of the sonoluminescence pulse is strongly dependent on the concentration of
the sulfuric acid solution, while the skewed distribution of the shape remains unchanged.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3126943�

PACS number�s�: 43.35.Hl, 43.35.Ei �RR� Pages: 3597–3600

I. INTRODUCTION

As the ultrasound passes through a liquid, the air dis-
solved in the liquid will form tiny bubbles, which could be
visible to the naked eye. This phenomenon is called ultra-
sonic cavitation. Eighty years ago, light emitted from cavita-
tion bubbles created by an ultrasonic wave was observed.
This phenomenon is now called sonoluminescence �SL�.1 SL
is caused by the remarkably high temperatures and
pressures2 inside the cavitation bubbles at the end of
collapse.3 The temperatures inside the bubble have been es-
timated on the order of thousands of kelvin. In 1990, Gaitan
et al.4 trapped a single, stationary SL bubble at the antinode
of a standing acoustic wave. The SL bubble expands and
collapses periodically with the frequency of sound. This phe-
nomenon is called single bubble sonoluminescence �SBSL�.
A single, stationary bubble permits better measurement of
the features of the collapse, such as sub-micron minimum
bubble size,5 high compression ratio of volume,6 sub-
nanosecond flash duration,7 and high synchronicity of the SL
pulse.8 The cavitation bubble can emit light by focusing the
acoustic energy by 12 orders of magnitude.1,9 However, it is
difficult to obtain experimentally precise information during
the short final stages of the bubble’s collapse, such as the
width of the transitory SL flash. The SL flash is too short to
be measured by some typical optical detectors, such as a
photomultiplier tube �PMT�. Barber et al.7 compared the re-
sponse of a micro-channel-plate PMT to the SL pulse with a
34 ps laser pulse and found that the SBSL pulse is shorter
than 50 ps. In 1997 the pulse width was measured by using
the technique of time-correlated single photon counting.10

The precision of the pulse width measurement was improved
with the aid of a streak camera. The streak camera images
the incident light through a slit, getting a one dimensional
image. This image is propagated along the second dimension
of the image plane at a constant speed. The result is a picture
of the time dependency of the incident light. Using this tech-

nique, the full width at half maximum �FWHM� of the SL
pulse in water was 200–300 ps.11 In 2005, Suslick and
co-workers12,13 observed a bright, moving SBSL in sulfuric
acid �SA�. In SA, SL is 2700 times brighter than that in water
under argon,12 and the bubble size in SA is larger than that in
water.13 Unfortunately the moving SBSL in SA always dith-
ers around the antinode.12–14 Moving SBSL bubble makes
some measurements using streak camera impossible, because
the light beam from the bubble cannot be collected by the
camera through the entrance slit. As a result, the shape of the
SL pulse is still lacking in SA. In fact, the moving SBSL
bubble can be levitated in strictly degassing SA solution as
stably as in water.15,16 The harmonics of the driving sound
can also help to trap the moving bubble.17 A bright and
steady SBSL makes the measurement of the shape of the
SBSL pulse in SA possible. In this paper we report data on
the shape of the SL pulse in SA obtained by using a streak
camera and compare them with those obtained for water. The
dependence of the SL pulses on the concentration of SA and
on the driving pressure is also investigated.

II. EXPERIMENTAL SYSTEM

Figure 1 shows the experimental setup for the measure-
ment of the shape of the SL pulse. A 100 ml spherical flask
serves as a spherical resonator. A pair of piezoelectric trans-
ducers �PZTs� is bonded with epoxy to the wall on opposite
sides. The flask, filled with 98% SA by weight, resonates at a
frequency of 26.0 kHz. A flat quartz window of 15 mm di-
ameter is used to avoid spherical distortion and reduce the
UV absorption of the image. A single-frequency sinusoidal
signal generated by a signal generator �Agilent 33250� was
amplified by a power amplifier �B&K 2713�, and used to
drive the PZTs to generate the sound field in the flask. The
host liquids are the SA solutions at different concentrations
dissolved with argon gas under a pressure head of 30
�133 Pa �30 torr�. To stably levitate the bubble all host
liquids were thoroughly degassed before dissolving the argon
gas. An air bubble was injected into the flask, and levitated at
the antinode of the sound field. The bubble began to emit
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light as the driving pressure increases. A streak camera
�Hamamatsu C7700� was used to measure the shape of the
SL pulse. It was triggered by the previous SL pulse collected
by a PMT and delayed by a digital delayer �DG535�. Al-
though the streak camera can be triggered by other signals,
such as the acoustic driving signal, the SL signal worked best
in all of our attempts. The time window of the streak camera
was set to 20 ns, which is about twice the pulse width of the
SBSL in SA. A lens between the resonator and the streak
camera was used to collect as much light as possible �see
Fig. 1�.

III. THE SHAPE OF SL PULSE IN CONCENTRATED
SA

Because the SL flash is not strong enough to obtain a
clear image of the shape of the SL pulse from a single shot of
the streak camera, it was necessary to sum a number of
single shots. In our experiment, 1000 single shots were re-
corded, and stored in the computer. Before summing, it was
necessary to exclude some false single shots whose mass
centers were out of the central region of 10 ns. About 98%
effective single shots were summed by overlaying their mass
centers, resulting in a jitter-corrected image. The estimated
error in this summation method is less than 10%.11

Figure 2�a� is a typical summed steak image of the SL
pulse in SA. Figure 2�b� is the histogram corresponding to
the image in Fig. 2�a�. It indicates that the FWHM of the
pulse is 3.393 ns. Compared with the previous work in
water11 �see the inset of Fig. 2�b��, the SL pulse width in SA
is much wider. Figure 3 shows that the FWHM of the SL
pulse in SA increases with the driving pressure, which is the
same as that in water, although the FWHM in SA is over one
order of magnitude wider than that in water11 �see the inset
of Fig. 3�.

Comparing the experimental shape of the SL pulse with
the Gaussian distribution �see Fig. 2�b�� we find that the SL
pulse shape in concentrated SA solution is asymmetric with a
positively skewed distribution, which means the rise-time
�10%–90%� tr is shorter than the fall-time �10%–90%� tf. In
our experiment tr=2.471 ns and tf =3.479 ns, respectively.
With different sound pressures both tr and tf are changed.
The higher the sound pressure, the wider tr and tf are. Figure
4 shows the detailed results of tr and tf as functions of the
driving pressure. We see that the rise-time tr is always
shorter than the fall-time tf. Furthermore, the gap between
them becomes larger with an increase in sound pressure,
which means the skewness of photon distribution becomes
larger with the driving pressure.

FIG. 1. The sketch of experimental setup. To reduce the error of measure-
ment from the space instability of the bubble, the entrance slit of the streak
camera was adjusted to 50 nm, near the narrowest possible.

(a) (b)

FIG. 2. The summed streak image and the shape of the SL pulses in SA. �a�
The integrated streak image. �b� The histogram of �a� where the solid line is
the best-fit Gaussian distribution. The inset in �b� shows the shape of SL
flash in water �Ref. 11�. The concentration of the SA solution used is 85%
by weight. The bubble is driven by 1.40 Pa at 20.8 °C.

FIG. 3. The FWHMs of the SL pulses in 85% SA by weight under different
driving pressures. The inset shows the FWHMs in water �Ref. 11�.

FIG. 4. The rise-time and fall-time of the SL pulse as functions of the
driving pressure. The host liquid was the 85 wt % SA solution dissolved by
30�133 Pa argon gas.
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IV. THE DEPENDENCE OF SL SHAPE ON SA
CONCENTRATION

The FWHM of the SL pulse as a function of SA concen-
tration has been measured. The pulse width of water was
used as reference. For the SA solutions with concentration
from 10% to 80% by weight, the SL was very instable, lead-
ing to the failure of the bubble levitation. The FWHM’s de-
pendence on the SA concentration is shown in Fig. 5. The
FWHM in concentrated SA is larger than that in water or
diluted SA by an order of magnitude. However, the FWHM
reaches its maximum, 4.222 ns, in 85% SA solution instead
of 98%. Its brightness also reaches the maximum at 85%. A
similar result has been observed in SA solutions dissolved
with krypton gas.16 The FWHM and brightness of the SL
pulses are closely related to the bubble size. The dynamics of
the bubbles levitated in SA solutions are measured using the
integrated imaging technique under strobe illumination.18

From these data, the ambient radii R0 of the bubbles are
obtained by fitting the experimental data of the radii to the
Rayleigh–Plesset model.19 Figure 6 shows the dependence of
the ambient radii on SA concentration. The peak ambient
radius occurs at 85% SA solution. Since larger bubbles emit
the brighter and wider SL pulses, the brightest and widest
pulse is at 85% SA solution.

To compare the shape of the SL pulse in water with that
in SA solutions, we defined the ratio of the fall-time to rise-
time tf / tr as the skewness of SL photon distribution. Figure 7
shows that with increasing SA concentration, the skewness

of photon distribution remains unchanged, tf / tr�1.4 in our
experiment. This ratio can be changed from 1.2 to 1.6 if we
change the driving pressure.

V. SUMMARY AND DISCUSSION

The SBSLs driven by different sound pressures in SA
solutions having different concentrations have been systemi-
cally investigated by using a streak camera. The width, rise-
time tr, fall-time tf, and skewness tf / tr of the SL photon
distribution have been measured. The main results are as
follows: �1� The width of the SL pulse in 85% by weight SA
is wider than that in water by over one order of magnitude;
�2� a positively skewed distribution of SL pulse, the rise-time
being shorter than the fall-time tf / tr�1, deviates from the
Gaussian distribution; �3� both the width and skewness in-
crease with the driving pressure; and �4� the skewness is
independent of the concentration of the SA solution although
the width substantially increases in concentrated SA solu-
tions. The concentrated SA solution can levitate the cavita-
tion bubble with larger ambient radius, leading to both width
and brightness of the SL pulse enlarged.
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A new safety parameter for diagnostic ultrasound thermal
bioeffects: Safe use time
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It is widely accepted that diagnostic ultrasound has the potential to elevate the temperature of tissue
being scanned. Because both the maximum value of the temperature rise and the temporal profile of
that rise are necessary to estimate the risk correctly, the temperature rise ��T�t�� at an observation
point for an exposure condition is presumed to have two components, that is, �T�t�=�TmaxX�t�. The
amplitude component �Tmax is the maximum value of �T�t�, and the exposure time component X�t�
represents the time dependency of that �T�t�. Ninety-six cases were investigated to obtain the
proposed �T�t� model at six frequencies, four source diameters, and four f-numbers. Then, using the
relative change in the rate of induction of a thermal effect due to ultrasound exposure that produces
�T�t� different from a threshold exposure, the safe use time �SUT� model was constructed. SUT
informs the user of the maximum duration of exposure in a region at a particular output level that
would be no more hazardous than scanning at the threshold exposure. Using the SUT model, high
power ultrasound can be applied for a short time so that the user can improve imaging performance
while staying within safe limits. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3126525�

PACS number�s�: 43.35.Wa, 43.80.Gx �CCC� Pages: 3601–3610

I. INTRODUCTION

Diagnostic ultrasound �DUS� has been used for more
than 50 years in medical practice to obtain valuable informa-
tion about the structure and function of tissues and organs
�Wells, 2006�. However, as a form of energy transmitted into
the body, DUS has potential effects on living tissues, namely,
thermal and nonthermal bioeffects �Barnett et al., 1997�. As
the US propagates through tissue, a portion of its energy is
absorbed and converted to heat, raising the temperature of
the tissue �NCRP, 1992; Drewniak and Dunn, 1996; Ziskin
and Bartnett, 2001�. The increase in temperature ��T�t�� is
dependent on �1� output characteristics of the acoustic source
such as frequency, source dimensions, power, the duration of
exposure, and wave shape; and �2� tissue properties such as
attenuation, absorption, speed of sound, perfusion, and ther-
mal diffusivity �NCRP, 1992; Barnett, 2001; Church and
Miller, 2007�. Acoustic cavitation is perhaps the most widely
studied nonthermal mechanism �Church, 2002�, and a variety
of biological effects can be attributed to activity associated
with acoustic cavitation �Dalecki, 2004�. Nonthermal effects
also include phenomena such as acoustic radiation pressure,
force and torque, and acoustic streaming �Dalecki, 2004;
Church et al., 2008�. However, it is important to note that no
actual damage attributable to both thermal and nonthermal
bioeffects by DUS has been described in the human medical
literature �Abramowicz et al., 2008; Church et al., 2008�. As
stated above, there is more than one possible biological ef-
fect due to US in tissue, but only the thermal effects are
discussed in the present study.

As the determination of tissue heating by DUS is of
great importance for assessing risk, mathematical models

that estimate the �T�t� in tissue have been produced by a
number of groups; many of these, those by Nyborg �1988�,
Curley �1993�, and O’Brien and Ellis �1996�, make use of
the bioheat transfer equation �Pennes, 1948�. Moreover, two
different sets of algorithms have been developed by the Na-
tional Council on Radiation Protection and Measurements
�NCRP, 1992� and the American Institute of Ultrasound in
Medicine and the National Electrical Manufacturers Associa-
tion �AIUM/NEMA, 1992� to aid in the prediction of �T in
clinical applications of US. There has also been great interest
in establishing experimental methods for predicting �T�t�
�Fry and Fry, 1954a, 1954b; Drewniak et al., 1989;
Carstensen et al., 1990; Bosward et al., 1993, among others�.
Data from such theoretical and experimental studies have
been used for the development of guidelines for the safe use
of DUS �Barnett et al., 2000�.

The Food and Drug Administration �FDA� initiated a
regulatory process for the control of acoustic output levels of
DUS equipment and maintained the maximum application-
specific intensity limits �FDA, 1985, 1987�. Then, the FDA
agreed to incorporate the AIUM/NEMA output display stan-
dard �ODS� into its pre-market approval process �AIUM/
NEMA, 1992; FDA, 1993�. However, since the ODS did not
include upper limits, the FDA approved ODS stipulated
regulatory upper limits of 720 mW /cm2 for the derated
�0.3 dB /cm MHz� spatial-peak temporal-average intensity,
ISPTA.3, and 1.9 for the mechanical index �MI� for all but
ophthalmic ultrasound examinations �FDA, 1997�. The ODS
requires two safety indices, namely, the thermal index �TI�
and MI, be displayed on the screen to enable the operator to
apply the as low as reasonably achievable principle more
easily to ultrasound exposure �Abbott, 1999�. The MI is de-
veloped as a relative indicator of the potential for mechanical
bioeffects �Abbott, 1999; Church, 2005�, and TI is used to
provide an indicator of potential bioeffects due to the thermal

a�Author to whom correspondence should be addressed. Electronic mail:
irfankaragoz@gazi.edu.tr

J. Acoust. Soc. Am. 125 �6�, June 2009 © 2009 Acoustical Society of America 36010001-4966/2009/125�6�/3601/10/$25.00



mechanism. Later, because of concern over the validity of
the ODS indices as a reasonable indicator of potential bioef-
fects, it was deemed necessary to check the accuracy of these
indices. Among others, O’Brien and Ellis �1996�, Horder
et al. �1998�, Jago et al. �1999�, O’Brien and Ellis �1999�,
Herman and Harris �1999�, Lubbers et al. �2003�, and
O’Brien et al. �2004� showed that the ODS-defined TIs may
not be a reasonable indicator of potential bioeffects due to
US heating that could occur in some exposure conditions.
Additionally, some researchers have made efforts to obtain a
more accurate TI; for example, Lubbers et al. �2003�,
O’Brien et al. �2004�, and Church �2007� showed the poten-
tial for improvement of the current TIs and proposed a new
safety parameter. Recently, it was recommended that an ap-
propriately representative and knowledgeable group evalu-
ates the current TIs and, if needed, develop improved indices
�AIUM, 2008; O’Brien et al., 2008�.

During the assessment of the risk of thermal bioeffects
due to US, it is generally assumed that the maximum tem-
perature rise is achieved instantaneously, intentionally ignor-
ing the interval at lower temperature. This assumption ig-
nores the fact that short exposures may present a risk very
much lower than that estimated from an instantaneous tem-
perature rise �Church, 2007�. Therefore, it is necessary to
know both the maximum value of the temperature increase
that occurs and the time-dependent behavior of that rise in
order to estimate the risk correctly �Church, 2007; Church
and Miller, 2007�. The present study was motivated particu-
larly by this consideration. Initially, the temperature rise
model �T�t� that takes into account both the maximum value
of the temperature rise and temporal profile of that heating is
constructed. Then, the calculated temperature rise obtained
from this model is used to estimate the safe use time �SUT�,
which is the maximum duration of this US exposure that
would be no more hazardous than scanning at the threshold
exposure. In addition, the advantages and disadvantages of
the SUT model are discussed.

II. MATERIAL AND METHOD

A. Ultrasound beam assumptions and the calculation
of temperature rise

A circular focused transducer located with the front face
at �x ,y ,z�= �0,0 ,0� is considered. The z axis coincides with
the beam axis and the quantity z will indicate the position of
an observation point at which the temperature rise is to be
calculated �see also Lubbers et al., 2003 for geometry�. It is
assumed that the transducer generates a circular beam with
homogeneous intensity over its cross section. All of the
acoustic power W is defined to exist within the given beam
width and to be zero outside the beam. This beam geometry
is chosen to simplify the calculations �Nyborg 1988; Lubbers
et al., 2003�. The attenuation of intensity by soft tissue be-
tween the transducer and the surroundings of the observation
point is taken into account. The determinations are made of
the intensity I within the beam and the heat source function
qv, as a function of depth z from the equations �NCRP, 1992�

I =
W

�d2�z�/4
exp�− 2�z� �1�

and

qv = 2�I . �2�

Here, W is the source output power, d�z� is the local value of
the beam width, and � is the acoustic attenuation coefficient.
The width of the acoustic field as a function of depth z is
obtained as follows �Curley, 1993�:

d�z� = d + �D − d��1 − �z/F�� , �3�

where d is the focal beam width, D is the source diameter,
and F is the focal length. The focal beam width d is calcu-
lated according to the following equation:
d=�F /D=�f-number. �Macovski, 1983; NCRP, 1992; Cur-
ley, 1993�, where � is the acoustic wavelength.

The temperature rise �T�t� at an observation point is
estimated by summing the contributions of heated tissue el-
ements around this point, using the algorithm described by
Nyborg �1988� and Nyborg and Wu �1994�. This algorithm
was implemented in a simulation program called SPHERESUM

�Lubbers et al., 2003�. The program calculates the tempera-
ture rise for an arbitrary ultrasonic field in four dimensions:
x, y, z, and t. Lubbers et al. �2003� validated this program by
repeating various calculations mentioned in literature. The
starting point of the calculation is the point source solution
of the bioheat transfer equation �Nyborg, 1988�. �T�t� at an
observation point due to the heating of a volume element dv
with an energy qv at a distance r is estimated from �Nyborg,
1988�

�T�t� = �C/r��E�2 − erfc�t� − R�� + E−1 erfc�t� + R�� , �4�

where

C = qvdv/8�K , �5�

E = exp�− r/L� , �6�

L = sqrt���� , �7�

t� = sqrt�t/�� , �8�

R = r/sqrt�4�t� , �9�

and where K, �, L, and � are, respectively, the thermal con-
ductivity, the time constant for perfusion, the perfusion
length of tissue, and the thermal diffusivity of tissue. The
total temperature rise at the observation point is found by
integrating over all volume elements in space �Lubbers et al.,
2003�. In this study, it is assumed that the soft tissue is ho-
mogeneous in terms of both acoustic and thermal properties.
The tissue is characterized by the following constants: K
=0.6 W m−1 °C−1, �=720 s, �=0.3 dB cm−1 MHz−1,
propagation speed c=1540 m /s, and �=0.0014 cm2 s−1.
These are the values used in the ODS �AIUM/NEMA, 1992�
and the values used herein for the calculation of the tempera-
ture rise. However, it should be noted that any deviations
from these values that occur in clinical practice cause the real
temperature rise in tissue to be different from its estimated
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value. The transducer is presumed to operate in continuous
wave mode and to be stationary. Further, it is assumed that
no heat is transferred through the front face of the transducer.
However, in clinical applications, the transducer itself is a
substantial source of heat �Hekkenberg and Bezemer, 2004�.

Ninety-six cases were investigated to obtain the tem-
perature rise model values at six frequencies f �1, 3, 5, 7, 9,
and 11 MHz�, four source diameters D �1, 2, 3, and 4 cm�,
and appropriate focal length F to yield f-numbers �=F /D� of
1, 2, 3, and 4. Moreover, the acoustic powers are limited to
the ISPTA.3 of 720 mW /cm2, the maximum value allowed by
the FDA DUS equipment approval process. These values are
chosen to provide sufficient detail to evaluate SUT in the
DUS range �O’Brien and Ellis, 1999; O’Brien et al., 2004;
O’Brien, 2007�. For each case, the values of �T are calcu-
lated at 31 insonation times: 1, 2, 5, 10 20, 30, 40, 50, 60, 70,
80, 90, 100, 150, 200, 250, 300, 350, 400, 450, 500, 600,
700, 800, 900, 1000, 1100, 1200, 1300, 1400, 1500, and
2000 s to determine the time dependency of that �T.

B. The proposed temperature rise model

The axial temperature rise profiles are determined for
each case. It is assumed that �T�t� at an observation point for
a particular exposure has two components, that is,

�T�t� = �TmaxX�t� , �10�

where the amplitude component �Tmax is the maximum
value of �T�t� and the exposure time component X�t� char-
acterizes that �T�t� in time �Fig. 1�. The following state-
ments explain the determination of the �Tmax and X�t� for an
exposure condition. The maximum value of the axial steady-
state temperature increase for that exposure is denoted
�Tmax. The location with the highest rate of temperature rise
along the axial distance z for that exposure is considered
during the calculation of time dependency. Then, the time
dependency for this exposure is reported and expressed in
terms of time required for the temperature to reach 50% of
its steady-state temperature rise, where the time and tempera-
ture rise at that location are denoted by t50% and �T50%,
respectively �Nyborg, 1988�. Hence, the maximum axial

steady-state temperature rise and the highest rate of tempera-
ture rise along the z-axis for this exposure are taken into
account during the construction of the proposed �T�t�
model. This approach corresponds to a worst-case scenario
and the effect of this approach on the calculation will be
discussed below.

It is well known that the value of �Tmax due to DUS
depends on W, f , D, and F �O’Brien et al., 2004�. The fol-
lowing trends are generally observed for �Tmax. As seen
from Fig. 2, �Tmax increases as a function of W at an obser-
vation point. For the shorter-focus cases, the location of
�Tmax is near the geometric focus. However, as the f-number
increases for each frequency, the location of �Tmax moves
toward the acoustic source �O’Brien and Ellis, 1999; O’Brien
et al., 2004�. Therefore, the following model for �Tmax at an
observation point is proposed �O’Brien et al., 2004�:

�Tmax = AWbfcDdFe, �11�

where �Tmax is the computed maximum value of the tem-
perature rise, A is a constant, b is the source power exponent,
c is the frequency exponent, d is the aperture diameter expo-
nent, and e is the focal length exponent. The units for the
indicated quantities are as follows: W in milliwatt, f in mega-
hertz, and D and F in cm. The maximum value of axial
�Tmax for an exposure condition is used in the statistical
calculations.

The following conclusion is drawn for the time depen-
dency of �T�t�: After a short time, the temperature rise is
small; with increasing exposure time, the temperature rise is
larger. The rate of �T�t� during the beginning of the US
examination is high and that rise reaches a stationary value
after a sufficiently long exposure time. It is required that X�t�
provides satisfactory accuracy for both the long and short
exposure times according to our model. Therefore, an expo-
nential rise to the max function may be a candidate for X�t�.
For the simplification of the calculation, X�t� is chosen as
follows:

X�t� = �1 − exp�− sqrt�t/���� , �12�

where t is the exposure time and � is the dependent variable.
This selection of �1−exp�−sqrt�t /���� is chosen so that X�t�

Exposure time (sec)

X(t)

maxT∆

)(tT∆
(°C)

FIG. 1. A typical example of temperature rise due to DUS. The proposed
multiplicative temperature rise model for a particular case: �T�t�
=�TmaxX�t�, where �Tmax is the amplitude component and X�t� is the expo-
sure time component.
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FIG. 2. The paired maximum steady-state temperature rise �Tmax vs source
power W under the condition that the derated ISPTA.3 is 720 mW /cm2.
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exhibits suitable time-dependent behavior for �T�t� at any
exposure time. Substituting Eq. �12� into Eq. �10� leads to

�T�t� = �Tmax�1 − exp�− sqrt�t/���� . �13�

Lubbers et al. �2003� illustrated the influence of the focal
beam width on US heating. The rate of temperature rise de-
pends strongly on the tissue model and on the focal beam
width. With a wide beam, the steady-state temperature level
is reached later than with a narrow beam. Furthermore, the
effect of the beam width on the maximum value of the tem-
perature rise can be observed by using Eqs. �1�, �2�, and �5�.
A higher steady-state temperature level with a narrow beam
is calculated compared to a wide beam. The focal beam
width depends on frequency f , diameter D, and focal length
F �Eq. �3��. Therefore, the dependent variable � in Eq. �12�
can be modeled as

� = EfgDhFi, �14�

where E is a constant, g is the frequency exponent, h is the
aperture diameter exponent, and i is the focal length expo-
nent. The units for the indicated quantities are as follows: �
in seconds, f in megahertz, and D and F in centimeters.

C. Statistical analysis for �Tmax and � models

The multiplicative model for �Tmax in Eq. �11� implies a
linear regression model for the logarithm of �Tmax. Express-
ing in logarithms �to base 10� and including a random error
term, Eq. �11� is constructed in the form of

log �Tmax = log A + b log W + c log f + d log D

+ e log F + error. �15�

The parameters log A, b, c, d, and e are estimated by the
method of least-squares by using SPSS for Windows �ver
16.0, SPSS Inc., Chicago, IL�. The 96 maximum temperature
rise data points are fitted by multiple linear regression to
log �Tmax. The 95% confidence interval based on the
log �Tmax model contains the true data point. The parameter
estimates and standard errors of the log �Tmax model are
given in Table I. The goodness of fit of the regression is
assessed from values of the square of the correlation coeffi-
cient �r2�, the standard error of fit, and the F-statistic �Church
and O’Brien, 2007�. The r2 for Eq. �15� is 0.989, with all the
effects being statistically significant �p�0.001�. The stan-
dard error of fit and the F-statistic for this model are 0.103
and 2055.64, respectively. The exponents b and c are both
positive, indicating that �Tmax increases as either W or f
increases. However, exponents d and e are both negative,
indicating that �Tmax decreases as either D or F increases.

The estimated coefficient for log W is large in magnitude
relative to those for the other three effects. Because the as-
sociated probabilities of all exponents are small, they are
strongly correlated with �Tmax. A linear fit to the �Tmax

model using the constant and exponent estimates gives the
following approximation:

�T̂max =
W1.029f0.580

78.52D0.497F0.614 , �16�

where �T̂max is the prediction of �Tmax. The quality of fit
provided by this expression may be illustrated by plotting the

predictions of Eq. �16�, �T̂max vs the observed temperature
rise �Tmax as shown in Fig. 3. The diagonal line in Fig. 3

indicates equality between �T̂max and �Tmax. Satisfactory
agreement between the observed and predicted values is ob-
tained except for the lowest points, but those deviations do
not cause a significant error in SUT calculations, as dis-
cussed below. The exposure conditions with the higher
�Tmax values in Fig. 3 are exceptional cases and are most
likely not combinations that occur clinically �e.g., D=4 cm
and F=16 cm at f =9 MHz or D=4 cm and F=16 cm at
f =1 MHz�. Moreover, these higher values are obtained be-
cause of the worst-case assumption discussed above. �Tmax

is calculated according to the assumption of d�z� �Eq. �3��,
and a different assumption of d�z� causes a deviation from
the calculated �Tmax here.

The temporal dependency of axial temperature increase
is reported and expressed in terms of time �t50%� and �T50%

as explained above. The t50% value is generally observed
during short exposure times �Fig. 4�. This approach yields
satisfactory accuracy for the short exposure times during the
calculation of time dependency. When the insonation time
equals t50%, the following equation holds:

0.5�Tmax = �Tmax�1 − exp�− sqrt�t50%/���� . �17�

Equation �17� is satisfied when t50%=0.48�. Therefore, Eq.
�14� can be written as follows:

TABLE I. The parameter estimates and standard errors for the log �Tmax

model.

Variable Parameter Parameter estimate Standard error p-value

Constant log A �1.895 0.033 1.54	10−73

log W b 1.029 0.023 2.44	10−63

log f c 0.580 0.031 1.17	10−32

log D d �0.497 0.081 2.00	10−8

log F e �0.614 0.105 7.64	10−8
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FIG. 3. The paired �T̂max vs �Tmax for all cases under the condition that the

ISPTA.3 is 720 mW /cm2. �T̂max and �Tmax are, respectively, the predicted
and observed maximum temperature rise.
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2.08t50% = EfgDhFi. �18�

Initially, t50% and �T50% values for all exposure conditions
are obtained from the results of the simulation program.
Then, the parameters log E, g, h, and i for the t50% model are
estimated using SPSS as explained above. Finally, the �
model is derived from the predicted t50% model by using
t50%=0.48�. The multiplicative model for t50% in Eq. �14�
implies a linear regression model for the logarithm of t50%.
Expressed in logarithms �to base 10� and including a random
error term, Eq. �14� is constructed in the form of

log t50% = log E + g log f + h log D + i log F + error.

�19�

The 96 t50% data points are fitted by multiple linear regres-
sion to log t50% The estimated values and standard deviations
for the log t50% model are given in Table II. The constant and
exponent estimates are used to yield the �̂ model for all of
the cases

�̂ =
25.2F1.228

D1.127f0.581 , �20�

where �̂ is the prediction of �. Substituting the constant and
exponent estimates of the model � in Eq. �12� leads to the
following expression:

X�t� = �1 − exp	− sqrt	D1.127f0.581t

25.2F1.228 

� . �21�

The assessment of the goodness of fit of regression for t50% is

performed in the same way as for �T̂max. Figure 4 shows the

comparison of the predicted and observed values of t50%.
Table II shows that all parameters are significantly �p
�0.001� different from 0. The r2 value for the t50% model �or
� model� is 0.844. The standard error of fit and the F-statistic
for this model are 0.151 and 166.04, respectively. The 95%
confidence interval based on the log t50% model contains the
true data point.

The combination of �T̂max and �̂ models yields the de-
sired expression of the temperature rise

�T�t� =
W1.029f0.580

78.52D0.497F0.614�1 − exp	− sqrt	D1.127f0.581t

25.2F1.228 

� .

�22�

Therefore, this generalized formula takes into account both
the maximum temperature increase at an observation point
and the time-dependent behavior of that temperature rise at a
specific setting of a circular acoustic source. Figure 5 shows
the predicted and observed values of the temperature rise as
a function of insonation time for different exposure condi-
tions when the beam is stationary. Satisfactory agreement

between �T̂�t� and �T�t� is obtained for these exposure con-
ditions. It is impossible to present the results with all expo-
sure conditions but the same trends are exhibited in other
cases. �T�t� obtained from Eq. �22� is used to develop the
SUT model for an exposure condition as discussed in Sec.
II D.

D. The rate of adverse events due to ultrasound
heating and the SUT model

Because the SUT model incorporates the concept of rate
of induction of an adverse event relative to a reference ex-
posure condition, this concept will be discussed first. The
principle is that the thermal damage to a biological system,

, which occurs regardless of the temperature of the system,
may be modeled as a first-order chemical rate equation
�Church, 2007�. From the Eyring equation for reaction rates
in condensed or mixed-phase materials, it is possible to show
that �Carstensen et al., 1974�

d


dt
= k = A exp�− Ea/RgT�t�� , �23�

where A is an arbitrary constant proportional to the change in
entropy, Ea is the activation energy for the damage process,
Rg is the gas constant, and T is the temperature at time t. In
Eq. �23�, Carstensen et al. �1974� assumed that the damage
rate is characterized by a single activation energy but recog-
nized that this could be an oversimplification. It is further
assumed that when the probability of occurrence of an ad-
verse event, i.e., the prevalence rate �PR�, for the event is
small, PR is proportional to the amount of damage that oc-
curred during heating interval th �Miller et al., 2005�. PR is
thus the integral of Eq. �23� over the heating interval th

�Miller et al., 2005� as follows:

1 10 100 1000
1
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1000

(sec)%50t

(sec)%50

∧
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FIG. 4. The paired t̂50% vs t50% for all cases. t̂50% and t50% are, respectively,
the predicted and observed time required for the temperature to reach 50%
of its steady-state temperature rise. The diagonal line indicates equality be-
tween t̂50% and t50%.

TABLE II. The parameter estimates and standard errors for the log t50%

model.

Variable Parameter Parameter estimate Standard error p-value

Constant log E 1.083 0.047 6.68	10−40

log f g �0.581 0.044 6.76	10−23

log D h �1.127 0.097 7.18	10−20

log F i 1.228 0.068 7.94	10−32
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PR = C�
th

exp�− Ea/RgT�t��dt , �24�

where C is a constant with units of t−1. Equation �24� holds
for all heating profiles, including normal physiological tem-
perature, i.e., for T�t�=To �Johnson and Pavelec, 1972a,
1972b�. For a temperature increase �T of a few degrees
above To, the PR for an adverse event relative to the back-
ground rate for the same event �PR is given by �Church,
2007�

PR1

PRb
=

1

th
�

th

exp	 Ea�T�t�
RgTo�To + �T�t��
dt . �25�

The relative increase in the PR above the normal background
rate, �PR1, due to the temperature rise �T, is given by

�PR1

PRb
=

1

th
�

th

exp	 Ea�T�t�
RgTo�To + �T�t��
dt − 1. �26�

For two temperature rises depending on time, �T1 and �T2,
the ratio of the corresponding increases in rates �PR1 and
�PR2 is �Church, 2007�

�PR2

�PR1
=

1

th
�

th

exp	EaCT

RgT0
2 
�T2/CT

dt − 1

1

th
�

th

exp	EaCT

RgT0
2 
�T1/CT

dt − 1

, �27�

where CT=1 K. Similar analysis was used to estimate the
increase in the PR due to US heating �Germain et al., 1985;
Miller et al., 2005�. When the thermal normalization con-
stant R is defined as �Dewey, 1994�

R = exp�EaCT/RgT0
2� , �28�

Equation �27� becomes the following �Church, 2007�:

�PR2

�PR1
=

1

th
�

th

R�T2dt − 1

1

th
�

th

R�T1dt − 1

, �29�

where �PR2 is an estimate of the damage produced due to
�T2 ultrasound and �PR1 is the estimated damage rate pro-
duced by a temperature rise of �T1. This approach provides
an expression for the relative change in the rate of induction
of an effect as a result of �T2 different from an arbitrarily
chosen increase �T1 �Church, 2007�. Empirical values of R
vary among species, tissues, temperature, and biological end
points. In general, it is assumed that R values are fixed at
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FIG. 5. The predicted and observed values of the temperature rise as a function of insonation time when �a� f =5 MHz, W=2.31 mW, D=4 cm, and F
=4 cm; �b� f =9 MHz, W=0.61 mW, D=2 cm, and F=2 cm; �c� f =11 MHz, W=0.25 mW, D=1 cm, and F=1 cm; and �d� f =3 MHz, W=22.2 mW,
D=3 cm, and F=6 cm. The solid and dotted lines, respectively, give the observed and predicted values.

3606 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 I. Karagoz and M. K. Kartal: Safe use time



R=2 for T�43 °C and R=4 for T�43 °C �Sapareto and
Dewey, 1984; Dewey, 1994�.

To be considered potentially hazardous on thermal
grounds, it appears that a DUS exposure must increase em-
bryonic and fetal in-situ temperatures to 4° above the normal
value for 4 min �Minister of Public Works and Government
Services �Canada�, 2001�. Therefore, the reference exposure
for our calculation is selected as 4 °C for 240 s. It is as-
sumed in the present study that the thermal normalization
constant R equals 4 because T�43 °C. It is because of this
assumption that the present SUT model cannot be applied for
T�43 °C. However, a new SUT model that takes into ac-
count the relative increase in the PR due to T�43 °C can be
constructed. Therefore, for an ultrasound examination �in-
duces �T1�t�� that produces an equal level of biological ef-
fect to this reference exposure, the following equation must
hold:

1

tmax
	�

0

240

44dt + �
240

tmax

40dt

=

1

tmax
	�

0

th

4�T1�t�dt + �
th

tmax

40dt
 , �30�

where tmax is the maximum exposure time in clinical appli-
cation of US, and th, that is, SUT, is the duration of scanning
that would be no more hazardous than scanning at the refer-
ence output level. The heating profile is assumed to be 4 °C
for an exposure time of 240 s except for the �240− tmax�
interval. For the rate of induction in relation to �T1�t�, it is
assumed that the exposure time is in the range 0–SUT. In-
corporating tmax into Eq. �30� results in the following expres-
sion:

	�
0

240

44dt + �
240

tmax

40dt
 = 	�
0

SUT

4�T1�t�dt + �
SUT

tmax

40dt
 ,

�31�

61 200 = 	�
0

SUT

4�T1�t�dt − SUT
 . �32�

Equation �32� gives the SUT value of an exposure condition
that produces heating of �T1�t�. The calculation given in Eq.
�32� requires an integration that causes a computational bur-
den. The calculation can be simplified by using the tempera-
ture rise value �T1�SUT� at the end of SUT �Fig. 6�. The
integral in Eq. �32� is then replaced with the product of SUT
and 4�T1�SUT� as follows:

61 200 = SUT 	 4�T1�SUT� − SUT. �33�

For not very long values of SUT �say, below 3600 s�, the
“–SUT” term on the right side of Eq. �33� can be ignored.
Hereinafter, the SUT value for an exposure condition is es-
timated by solving Eq. �33�. Figure 6 shows a typical ex-
ample of temperature rise induced by an US wave �see, for
example, figures in Atkins and Duck �2003��. Areas 2 and 3
under the curve are, respectively, the heating and cooling
periods. The contributions of the temperature rise during
both the heating and cooling periods have to be taken into

account in the calculation of the relative increase in the PR.
While Eq. �32� considers the sum of the contributions of
areas 2 and 3, Eq. �33� takes into account the sum of the
contributions of areas 1 and 2. High temperatures are present
for a longer time in area 1 than in area 3. Therefore, the
algorithm followed in this paper results in an additional
safety margin because area 3 contributes less to SUT than
area 1.

III. RESULTS AND DISCUSSION

To evaluate the effects of accuracy of the prediction and
the worst-case assumption on the calculations, the thermal
load �TL� is estimated by using the following equation:

TL = t 	 4�T1�t� − t . �34�

Figure 7 shows the TL curves for 12 exposure conditions as
a function of t and f-number. An insonation time at which a
TL curve of a case intersects the “61 200” line is the SUT
value for that case. Satisfactory agreement between the TL
curves of the observed and predicted temperature rises is
obtained except for a short exposure time �say, below 1000
s�. These disagreements are observed because of the worst-
case assumption discussed above. Although there is a relative
higher error in the prediction of the lower �Tmax, the pre-
dicted and observed SUT values for the corresponding expo-
sure conditions are almost equal to each other �e.g., Fig. 7�a�,
f-number=1�. However, the prediction error in the higher
�Tmax value �e.g., above 3 °C� is more important compared
to that of the lower �Tmax during the calculation of the SUT
�Fig. 7�b�, f-number=4, �Tmax=3.414 °C�. Therefore, the
use of an additional safety margin is required, because the
prediction is not on the safe side for all cases �Figs. 3 and 4�
to which it can be applied. To examine the effect of the time
dependency on the accuracy of the SUT, the calculation
above is repeated with the assumption that �Tmax is achieved
instantaneously, intentionally ignoring the interval at lower
temperature. Table III shows the results from that the calcu-
lations for four exposure conditions. These results suggest no
significant difference SUT values when maximum tempera-
ture rise �3 °C. However, ignoring the interval at lower
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FIG. 6. A typical example of temperature rise due to DUS. The examination
is terminated when t=SUT. The temperature rise in tissue at t=SUT is
�T1�SUT�.
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temperature substantially affects the SUT value in the case of
maximum temperature rise �3 °C.

Using the SUT model, it is possible to operate a DUS
machine at the allowed maximum power Wa much higher

than had been permitted previously power W under the FDA
condition ISPTA.3�720 mW /cm2 for a desired brief expo-
sure time to enable the user to have better imaging quality
while staying within safe limits. To determine Wa, it is as-
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FIG. 7. The thermal load as a function of time and f-number when �a� f =3 MHz and D=4 cm, �b� f =5 MHz and D=3 cm, �c� f =7 MHz and D
=2 cm, and �d� f =9 MHz and D=1 cm. The solid and dotted lines, respectively, show the observed and predicted values. The symbols �, �, and � indicate
f-number=1, f-number=3, and f-number=4, respectively.

TABLE III. SUT values when considering and ignoring the interval at lower temperature for the four exposure conditions and the corresponding �T̂max values.

Exposure
condition

SUT value when considering
the interval at lower temperature

�s�

SUT value when ignoring the
interval at lower temperature

�s�
�T̂max

�°C�

f =3 MHz, D=4 cm, f-number=4 4750 4740 1.902
f =5 MHz, D=3 cm, f-number=4 1200 1150 2.869
f =9 MHz, D=3 cm, f-number=3 495 455 3.538
f =7 MHz, D=4 cm, f-number=3 200 109 4.570
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sumed that the user of the scanner wants to examine a region
of interest for an exposure time of 500 s; hence SUT is
selected as 500 s. Incorporating that SUT value into Eq. �33�
leads to the following expression:

61 700 = 500 	 4�T1�500�. �35�

For four exposure conditions, Table IV summarizes the cor-
responding power W, the observed and predicted values of a
maximum temperature rise due to these conditions, and Wa

values for SUT=500 s. These results suggest that the agree-
ment between the observed and calculated values of Wa for
an exposure condition is at the satisfactory level when the
accurate temperature rise prediction is obtained. However,
the TL value of calculated temperature rise is higher than
that of the corresponding observed temperature rise for a
case in which a deep focus is present because of the ap-
proach in the determination of the �Tmax and X�t� as stated
above. Therefore, the proposed temperature rise model can
conservatively calculate Wa for such a case �Table IV�. The
accuracy for a short exposure time has a substantial effect on
the calculation of Wa because it is necessary to focus on
short exposure times when the operator wants to use higher
US power. Therefore, the present SUT model can be applied
for brief exposure times �e.g., even lower than the reference
exposure time �240 s�� by using an accurate model of the
temperature rise.

The regression formulas in Eq. �22� are developed from
results with SPHERESUM. The regression formulas are useful
to perform a fast calculation for the case that the ODS tissue
model applies, and are thus convenient to use in the SUT
model. A more detailed calculation according to SPHERESUM

is required in case one wants to deal with �possibly inhomo-
geneous� deviations from the ODS tissue model in an indi-
vidual patient. Such a calculation to be used to accommodate
variations in tissue properties in individual patients yields
accurate results for the SUT model. Moreover, the SUT
model can be applied to any beam and transducer geometries
as well as any tissue model by using any method that esti-
mates the temperature rise with satisfactory accuracy �e.g.,
Nyborg, 1988; O’Brien and Ellis, 1996; Curley, 1993; Lub-
bers et al., 2003�.

The procedure presented here for the construction of the
temperature rise model is similar to that described by
O’Brien et al. �2004� except for the consideration of expo-
sure time. O’Brien et al. �2004� attempted to show the po-
tential for improvement of the current TI model for a rectan-
gular acoustic source. However, the SUT model is proposed
to determine how long one piece of tissue can be insonated

safely according to a threshold exposure. Church and
O’Brien �2007� discussed the difficulties in the implementa-
tion of a time-dependent safety parameter. One of these is
that the user of the US machine may be required to pay some
attention to SUT rather than focusing on the patient. Another
is that a detailed consideration associated with the occur-
rence of the change by the user in the ultrasonic field of
transducers is required. The following expression can be
used to calculate the SUT value for US exposure on a tissue
sample in which the US field is changed n��1� times by the
user as follows:

61 200 − t14�T1�t1� + t1 ¯ − �tn−1 − tn−2�4�Tn−1�tn−1−tn−2� + �tn−1

− tn−2� = �SUT − tn−1�4�Tn�SUT−tn−1� − �SUT − tn−1� , �36�

where the subscript indicates the nth examination period for
that US exposure.

According to the SUT model, a sketch of the safety sys-
tem can be given as follows. When the user of the machine
starts the US examination for an observation point, the ma-
chine sets a SUT value depending on default settings of the
selected transducer and application-specific reference expo-
sure. When the ultrasonic field of transducers is altered dur-
ing the examination of the same location, the system auto-
matically sets a new value for SUT �Eq. �36��. Additionally,
when the user wants to examine another observation point
far from the first point, the SUT value must be reset. How-
ever, it may not be clinically practical for the user to perform
an additional action for this reset. The present authors con-
sider that it is not necessary to reset the SUT even if the
probe is moved to another tissue region. Therefore, this ap-
proach handles movement as an additional safety margin. At
the end of the SUT, the user begins the new ultrasound ex-
amination after a brief waiting time �e.g., 1 or 2 min�. SUT
may be feasible but necessitates the measurement of the W,
f , F, and D of an ultrasound probe by the manufacturer.

It is hoped that the real-time displaying of SUT enables
the physician or sonographer to know the maximum duration
of safe imaging. It is theoretically shown that SUT may be a
more reliable indicator of potential bioeffects due to the ther-
mal mechanism based on our tissue model. A number of
experiments are required for validation of the SUT model.
The present authors think that SUT may be sufficient for
performing an appropriate risk-to-benefit judgment in apply-
ing diagnostic US, after carrying out a detailed study about
the aforementioned difficulties.
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A dual sensing fiber-optic hydrophone that can make simultaneous measurements of acoustic
pressure and temperature at the same location has been developed for characterizing ultrasound
fields and ultrasound-induced heating. The transduction mechanism is based on the detection of
acoustically- and thermally-induced thickness changes in a polymer film Fabry–Pérot interferometer
deposited at the tip of a single mode optical fiber. The sensor provides a peak noise-equivalent
pressure of 15 kPa �at 5 MHz, over a 20 MHz measurement bandwidth�, an acoustic bandwidth of
50 MHz, and an optically defined element size of 10 �m. As well as measuring acoustic pressure,
temperature changes up to 70 °C can be measured, with a resolution of 0.34 °C. To evaluate the
thermal measurement capability of the sensor, measurements were made at the focus of a
high-intensity focused ultrasound �HIFU� field in a tissue mimicking phantom. These showed that
the sensor is not susceptible to viscous heating, is able to withstand high intensity fields, and can
simultaneously acquire acoustic waveforms while monitoring induced temperature rises. These
attributes, along with flexibility, small physical size �OD�150 �m�, immunity to Electro-Magnetic
Interference �EMI�, and low sensor cost, suggest that this type of hydrophone may provide a
practical alternative to piezoelectric based hydrophones.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117437�

PACS number�s�: 43.35.Yb, 43.35.Wa, 43.30.Xm �TDM� Pages: 3611–3622

I. INTRODUCTION

Ultrasonic hydrophones are widely used to characterize
diagnostic and therapeutic medical ultrasound fields. In both
cases there are stringent measurement requirements to be
met.1 The increasing prevalence of higher frequency ultra-
sound in diagnostic imaging devices, such as very high fre-
quency ocular and intravascular scanners, calls for measure-
ment bandwidths that extend to several tens of megahertz. In
addition, to minimize spatial averaging errors at these fre-
quencies, an element size smaller than the acoustic wave-
length ��75 �m at 20 MHz in water� is desirable. Although
piezoelectric polyvinylidene �PVdF� needle and membrane
hydrophones can readily meet the bandwidth requirement,

achieving element sizes on this scale with adequate sensitiv-
ity is problematic as sensitivity decreases with decreasing
element area.

Characterizing therapeutic ultrasound fields poses a
somewhat different measurement challenge. The hydrophone
bandwidth and element size requirements are often less de-
manding than for diagnostic ultrasound measurements since
the fundamental frequencies used tend to be in the low
megahertz range. The greater challenge lies in withstanding
the hostile environment that can be produced, particularly
where high amplitude or high intensity focused beams are
employed, such as in extracorporeal lithotripsy or high-
intensity focused ultrasound �HIFU� therapy. In the latter
case, for example, the cavitational activity and temperature
rises induced at clinical intensities can readily damage PVDF
hydrophones. A further requirement for procedures that ex-
ploit thermal effects to provide a therapeutic benefit is mea-
surement of the induced temperature rise within the sound
field. This is most commonly achieved using wire thermo-
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couple probes. These are acoustically robust, sensitive, and
small enough to be inserted into tissue or a tissue mimicking
phantom for in-situ measurements.2,3 However, they can suf-
fer from significant measurement errors due to viscous self-
heating induced by the ultrasound field.4 Although the thin-
film thermocouple5–7does not suffer from this limitation, its
large size prevents it from being used in-situ. Furthermore, it
is fragile and susceptible to damage by high intensity fields.
It would also be advantageous if both the temperature rise
and the acoustic pressure could be measured simultaneously
at the same location. This would enable the two measurands
to be correlated in order to study the relationship between
acoustic and thermal effects, for example, to elucidate the
role that cavitation plays in enhancing heating in HIFU
therapy. To our knowledge, this type of dual measurement
capability has not previously been demonstrated using non-
optical methods.

Fiber optic hydrophones offer the prospect of overcom-
ing some or all of the above limitations. The most practically
applicable type of fiber-optic hydrophone is the extrinsic
type. This employs a fiber-optic downlead to deliver light to
and from an optical sensor, or some transducing mechanism,
at the end of the fiber. In principle, the sensitive region is
defined by the spot size of the incident illumination. This, in
turn, is given by the fiber core diameter which is typically a
few microns for a single mode optical fiber. This offers the
prospect of providing acoustically small element sizes at fre-
quencies of tens of megahertz. Other generic advantages in-
clude the small fiber diameter ��150 �m�, a flexible probe
type configuration, robustness, low cost, immunity to EMI,
and in some cases the ability to measure temperature as well
as pressure. Several types of extrinsic fiber-optic hydrophone
have been investigated for measurement applications in
medical ultrasound. The simplest is based on the detection of
pressure-induced changes in the Fresnel reflection coefficient
at the tip of an optical fiber.8–11 This approach offers very
low sensor cost, technical simplicity, and the potential for
exceptionally wide bandwidth, limited by the wavelength of
light and thus potentially extending to several hundred mega-
hertz. Furthermore, there is the potential to measure
ultrasound-induced heating since the Fresnel reflection coef-
ficient is dependent on temperature as well as pressure. The
fundamental disadvantage, however, is low acoustic sensitiv-
ity with a broadband noise-equivalent-pressure �NEP� typi-
cally of the order of 1 MPa. This limits its application to the
measurement of temporally stable signals that can be signal
averaged over many cycles or the output of high amplitude
sources, such as shockwave lithotripters.9,12,13

Higher detection sensitivities, comparable to those of
PVDF hydrophones, have been obtained by exploiting inter-
ferometric methods. A promising approach that has been ex-
plored for medical ultrasound metrology is based on the de-
tection of acoustically-induced changes in the optical
thickness of a solid Fabry–Pérot interferometer �FPI� located
at the tip of an optical fiber. Two variants of this approach,
distinguished by the materials and methods used to fabricate
the FPI, have been demonstrated. One involves sputtering
onto the fiber tip, a multilayer dielectric sensing structure
comprising a central SiO2 spacer sandwiched between two

stacks of alternating SiO2 and Nb2O5 layers—the latter form
the mirrors of the FPI.14 The small thickness of the
multilayer structure �typically a few microns� enables band-
widths extending to several hundred megahertz to be
achieved.15 Although this type of sensor has not been evalu-
ated for the purpose of measuring ultrasound-induced heat-
ing, its potential for measuring temperature has been demon-
strated by detecting laser-induced thermal transients.16 The
second approach employs a different design, one in which
the spacer between the two FPI mirrors is a polymer.17–20

The lower Young modulus of polymers compared to rela-
tively hard dielectrics such as SiO2 results in larger
acoustically-induced phase shifts and thus higher sensitivity
for a given FPI finesse.21 The thickness of the spacer tends to
be larger �10–100 �m� than the SiO2 spacer referred to
above providing bandwidths in the tens of megahertz range.
It also results in a smaller free spectral range, thereby reduc-
ing the required wavelength tuning range for the interrogat-
ing laser. An early laboratory prototype hydrophone system
based on this type of sensor has been demonstrated
previously.20 This system employed a free space 850 nm dis-
tributed Bragg reflector �DBR� laser diode as the interroga-
tion source �the wavelength of which was manually adjusted
in order to optimally bias the FPI� and provided a bandwidth
of 25 MHz and a peak NEP of 10 kPa �over a 25 MHz
measurement bandwidth�. This type of sensor has also been
used to detect laser-induced thermal transients22 and a pre-
liminary study has been undertaken to evaluate its ability to
measure ultrasound-induced heating.23

In this paper, we provide a detailed account of a system
based on this approach but incorporating several key techni-
cal developments. These include modifying the design of the
sensor and the system detection optoelectronics to extend the
acoustic bandwidth to 50 MHz and the use of a computer
controlled discretely tunable “telecom” laser to interrogate
the sensor. The latter significantly enhances the practical util-
ity of the concept as it enables the FPI biasing procedure to
be fully automated. Furthermore, because the laser is fiber-
coupled, stability problems associated with coupling free-
space beams into single mode fibers are eliminated. A major
advance has been the development and implementation of a
sensor interrogation algorithm that enables simultaneous
measurements of temperature and acoustic pressure to be
made for the first time.

Section II A describes the acoustic and thermal trans-
duction mechanisms of the sensor and the interrogation
scheme used to recover pressure and temperature simulta-
neously. Sections II B–II D describe the procedure used to
fabricate the sensor, the design of the instrumentation re-
quired to interrogate it, and the practical implementation of
the interrogation scheme. In Sec. III, the acoustic perfor-
mance in terms of sensitivity, linearity, frequency response,
and directivity are discussed, and in Sec. IV the thermal sen-
sitivity and response time are described. The dual measure-
ment capability of the system, demonstrated by making mea-
surements of ultrasound-induced heating in a tissue phantom,
is discussed in Sec. V.
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II. THE FABRY–PÉROT FIBER OPTIC HYDROPHONE

A. Principles of operation

A schematic of the tip of the fiber-optic hydrophone is
shown in Fig. 1�a�. The sensing element is a FPI which com-
prises a thin �l�10 �m� Parylene-C polymer film spacer
sandwiched between a pair of gold mirrors. Light emitted by
a tunable laser is incident on the FPI and is multiply reflected
from both mirrors and interferes as it re-enters the fiber.
Acoustically- or thermally-induced changes in the optical
thickness of the polymer spacer produce a corresponding
phase shift between the light reflected from the two mirrors.
This is demodulated to obtain a measure of pressure or tem-
perature. In Secs. II A 1 and II A 2, the transduction mecha-
nisms for each measurand are described.

1. Acoustic transduction mechanism

The variation in reflected optical power, Pr, from a FPI
as a function of phase � is termed the phase interferometer
transfer function �ITF� where � is given by

� =
4�nl

�
, �1�

where n and l are the refractive index and thickness of the
polymer spacer, respectively, and � is the optical wavelength.
For a plane parallel FPI formed with non-absorbing mirrors
and illuminated with a collimated beam, the phase ITF takes
the form of the Airy function, an example of which is shown
in Fig. 1�b� along with its derivative. In order to make an
acoustic measurement, the laser wavelength is adjusted so
that �=�b, where �b is the phase corresponding to the peak
derivative of the phase ITF. At this wavelength, the sensitiv-
ity and linearity are at a maximum and the FPI is said to be
optimally biased. Under these conditions, a small
acoustically-induced phase shift d� can be regarded as being

linearly converted to a corresponding change in the reflected
optical power, dPr.

The sensitivity, the reflected optical power modulation
per unit acoustic pressure, at �b is given by

dPr

dp
=

dPr

d�

d�

dp
, �2�

where p is the acoustic pressure. dPr /d� is the first deriva-
tive of the ITF at �b and is termed the optical phase sensi-
tivity. It is dependent on the incident optical power and the
finesse of the FPI. The finesse is in turn defined by the mirror
reflectivities and the phase dispersion due to the divergence
of the incident beam and non-uniformities in the spacer
thickness.

d� /dp is termed the acoustic phase sensitivity and rep-
resents the magnitude of the optical phase shift produced per
unit pressure. The change in phase arises from a change in
the optical thickness of the spacer and may be caused by two
mechanisms, a change in physical thickness or a change in
refractive index. In general, the acoustic phase sensitivity can
be written as

d�

dp
=

4�

�
�n0

dl

dp
+ l

dn

dp
�Pl�k� , �3�

where dl is a small change in the spacer thickness and dn is
a small change in the refractive index. Pl�k� is a frequency
modifying term that accounts for the spatial variation of
stress within the spacer that occurs when an acoustic wave is
incident on the sensor and is dependent on the geometry,
structure, and physical properties of the fiber tip.24 Equation
�3� indicates that d� /dp depends on the elasto-mechanical
and elasto-optic properties of the spacer, although for the
polymer �Parylene-C� spacers used in the sensors described
in this study, the elasto-optic effect can be neglected.25 Equa-
tion �3� can therefore be written as

d�

dp
=

4�n

�

l

E
Pl�k� , �4�

where E is the Young modulus of the spacer. Equation �4�
shows that the sensitivity is proportional to the thickness of
the spacer and inversely proportional to the Young modulus
of the material. Thus a sensor with a thicker spacer will have
a higher sensitivity but reduced bandwidth since the sensor
responds to the spatial average of the stress over its sensitive
volume.

2. Thermal transduction mechanism

When subjected to a change in temperature, the optical
thickness of the FPI spacer will change due to thermal ex-
pansion and the change in refractive index �the thermo-optic
effect�. In principle, the resulting phase shift could be recov-
ered by optimally biasing the FPI and measuring the re-
flected optical power modulation as described in Sec. II A 1.
Indeed, such an approach has been employed previously to
make temperature measurements using FPIs.16,22,26,27 How-
ever, this method has several limitations. First, it is expected
that for a polymer spacer, even a relatively small temperature
change of only few degrees will induce a phase shift that
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FIG. 1. �a� Schematic of FPI sensor. �b� Phase �ITF� and its first derivative
�ITF��. Operation at optimum phase bias point �b for the linear detection of
a small acoustically-induced phase modulation d� is illustrated.
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exceeds the phase range over which the ITF is linear around
the optimum bias point �b. As well as compromising the
linearity of the temperature measurement, a phase shift of
this magnitude will shift the bias point to the extent that it no
longer corresponds to the peak derivative of the ITF thus
reducing the acoustic sensitivity. This will clearly be prob-
lematic if simultaneous acoustic and temperature measure-
ments are required. In addition, unlike acoustic measure-
ments, the relatively long timescale �milliseconds to
seconds� of thermal excursions makes temperature measure-
ments susceptible to low frequency noise such as that due to
fluctuations in the laser output power. For these reasons, the
following alternative interrogation scheme which relies on
tracking the optimum bias wavelength has been imple-
mented.

Figure 2 shows the reflected optical power as a function
of wavelength. This is termed the wavelength interferometer
transfer function. At temperature T0, an optimum bias wave-
length, �0, can be found which corresponds to �b, the phase
bias at the peak derivative of the phase ITF in Fig. 1�a�. Thus
we can write

�b =
4��nl�0

�0
, �5�

where �nl�0 is the optical thickness at temperature T0. If the
wavelength ITF is measured at a different temperature, T1, a
different wavelength, �1, is now found to correspond to �b

and we can write

�b =
4��nl�1

�1
, �6�

where �nl�1 is the optical thickness at T1. From Eqs. �5� and
�6�, it can be seen that the change in the optimum bias wave-
length, ��=�1−�0, which occurs for a temperature change
�T=T1−T0, is given by

�� =
4�

�b
��nl� , �7�

where ��nl� is the change in optical thickness caused by the
temperature change. Providing ��nl� is directly proportional
to the change in temperature, the shift in the optimum bias
wavelength will also be proportional to the temperature
change. This wavelength shift could, in principle, be mea-

sured by continually sweeping the laser wavelength and
tracking the wavelength ITF as it shifts along the horizontal
axis with temperature. If temperature alone is being mea-
sured, this approach would be feasible provided that the time
to sweep the laser wavelength is small compared to the time-
scale of the temperature change. However, since the FPI is
only transiently at the optimum phase bias point, �b, it would
be difficult to make simultaneous ultrasound measurements
with this method.

For this reason, an alternative interrogation scheme was
developed. This requires initially tuning the laser output to
the optimum bias wavelength and thereafter continuously
monitoring the reflected optical power Pr. As soon as Pr

changes due to a temperature-induced phase shift, the laser
wavelength is immediately re-tuned so as to return Pr to its
initial value. By continually re-adjusting the laser wave-
length to maintain a constant Pr, the thermally-induced shift
in the optimum bias wavelength, and therefore the tempera-
ture change, can be tracked over time. Providing the laser
wavelength is rapidly re-tuned �before the thermally-induced
phase shift becomes appreciable�, the system will always be
operating at, or close to, �b thus allowing an acoustic mea-
surement to be made. In this way ultrasound waveforms can
be acquired at the same time that the temperature is being
monitored.

The sensitivity of the temperature change measurement
using this method is dependent on several factors: first, the
thermo-mechanical and thermo-optic properties of the
Parylene spacer. The phase change, d�, induced by a tem-
perature change, dT, can be written as

d�

dT
=

4�l

�
�n0� +

dn

dT
� , �8�

where � is the coefficient of �linear� thermal expansion and
n0 is the refractive index at T0. For Parylene-C,28 �=3.5
�10−5 °C−1 but no data exist for the thermo-optic coeffi-
cient dn /dT. However, Zhang et al.29 proposed an empirical
formula for the calculation of dn /dT of polymers based on
the value of �. Using this, a value of 6�10−5 °C−1 is ob-
tained. Unlike the elasto-optic effect, the thermo-optic can-
not therefore be neglected. Second, the optical phase sensi-
tivity �dPr /d�� influences the thermal sensitivity since it
defines the minimum detectable reflected power variation,
which is used to determine when it is necessary to re-tune the
laser to maintain a constant Pr. In addition, the minimum
detectable temperature change depends on the wavelength
tuning resolution of the laser.

B. Sensor fabrication

The sensors were fabricated in batches of 32 as follows.
A 2 m length of 1550 nm single mode optical fiber �outer
diameter of 125 �m and core diameter of 9 �m� is cleaved
using an ultrasonic fiber cleaver �PK technology FK11�. The
fibers are then loaded into a mount for the deposition of the
reflective coatings and polymer spacer. Thin gold films are
used for the reflective coatings, with the reflectivity of the
coating being controlled by the thickness of the film. A nu-
merical model of the ITF was developed in order to inform
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FIG. 2. Effect of temperature on the wavelength ITF. A change in tempera-
ture from T0 to T1 produces a linear shift in the optimum bias wavelength
from �0 to �1.
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the choice of mirror reflectivity.24 It was found that a front
mirror reflectivity of approximately 75% and a back mirror
reflectivity of 98% �the maximum achievable with gold be-
tween 1500 and 1600 nm� were optimal. The gold coatings
are deposited onto the tip of the optical fiber via a standard
dc sputtering process. The polymer spacer was formed by
vapor deposition of Parylene-C, poly�chloro-para-xylene�.20

Sensors were fabricated according to the process outlined
above with a spacer thickness of 10.4 �m. In order to pro-
tect the sensing element, a second Parylene layer 2 �m thick
was deposited over the tip of the fiber, as shown in Fig. 3.

There are several advantages of the above fabrication
process. The use of a vapor phase deposition process to form
the polymer spacer enables a highly conformal coating with
excellent surface finish, good optical clarity, and uniformity
of thickness to be achieved. These attributes allow a high
quality FPI with good fringe visibility and finesse to be pro-
duced. The thickness can also be precisely controlled
��0.1 �m� to design sensors with specific free spectral
ranges and acoustic bandwidths. Furthermore, the use of all
vacuum deposition methods allows batch fabrication of large
quantities of sensors with high repeatability at low unit cost.

C. The interrogation unit

Figure 4�a� shows a schematic of the system used to
interrogate the sensor. The components within the dotted box
make up the interrogation unit which has been developed
into a fully integrated portable prototype �Fig. 4�b��. The
sensor downlead is terminated with an FC/APC connector
which is inserted in the front panel of the interrogation unit.
Light from a tunable laser is delivered to the downlead by
means of a 2�2 fiber-optic coupler. Light reflected from the
FPI is then routed to an InGaAs photodiode again via the
coupler. A second photodiode is used to monitor the direct
output from the laser. The photodiode measuring the light
reflected from the sensor has both ac and dc coupled outputs.
The dc coupled output is connected to an analog to digital
data acquisition device which is connected to a control per-
sonal computer �PC� via a universal serial bus �USB� inter-
face. This allows measurement of the reflected optical power
from the sensor in order to measure the ITF and monitor
temperature changes. The ac coupled output �	3 dB cut-off
frequency: 50 kHz� is connected to an oscilloscope for mea-
surement of acoustic waveforms.

The laser used in the system is an AltoWave 1100 tun-
able laser from Intune Technologies Ltd. The laser has a 40
nm tuning range in the telecoms C-band �1528–1568 nm�

and is based on the sampled-grating �SG� DBR design. SG-
DBR lasers are monolithically integrated semiconductor la-
sers and have no moving parts. This allows rapid, electronic
wavelength tuning which is controlled via an RS232 commu-
nications interface. The AltoWave 1100 has an optical output
power of approximately 8 mW, which is constant over its
tuning range �
0.2 dB�. It is tunable over 600 discrete wave-
length channels, separated by a constant optical frequency of
8.33 GHz ��0.06 nm increment in wavelength� and can per-
form a linear sweep through all 600 channels in a time of
120 ms. It is also capable of random channel to channel
tuning in approximately 200 �s although in practice this is
limited to approximately 2 ms due to the time taken to com-
municate with the PC via the RS232 interface.

D. Implementation of sensor biasing scheme

The following describes the practical implementation of
the interrogation schemes described in Secs. II A 1 and
II A 2.

1. Acoustic measurement

To acquire an acoustic waveform, it is necessary to bias
the FPI, as described in Sec. II A 1. In principle, this can be
achieved by sweeping the laser through its 40 nm wave-
length range and measuring the reflected optical power Pr.
Since the laser channels are separated by a constant optical
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FIG. 3. Schematic of the FPI sensing structure deposited at the tip of the
optical fiber.
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frequency, and frequency is proportional to phase, plotting Pr

as a function of channel provides a direct measure of the
phase ITF. The latter can then be differentiated and the laser
can be tuned to the wavelength that corresponds to the peak
phase derivative. However, it was found that this approach
was compromised by the heating of the FPI due to absorp-
tion of the laser light. This self-heating effect corrupts the
measurement of the ITF since the optical thickness of the
FPI varies during the wavelength sweep. To mitigate this, the
ITF was obtained as rapidly as possible by performing a
single sweep through the 40 nm wavelength range of the
laser at the maximum tuning speed. Since the FPI is illumi-
nated for only 120 ms, the self-heating is negligible enabling
an accurate measurement of the ITF to be obtained. How-
ever, a difficulty was then found to arise when the laser
wavelength was subsequently tuned to the optimum bias
point. The FPI is now illuminated for an extended period and
this results in a temperature rise large enough to cause the
ITF to shift. The FPI is then no longer optimally biased.

To overcome this, an alternative interrogation scheme
that relies on iteratively tuning the laser wavelength in order
to search for Prb, the reflected optical power at the optimum
bias point, was implemented. This procedure is illustrated in
Fig. 5. First, the ITF is measured by sweeping the laser
through its 40 nm tuning range sufficiently quickly that sig-
nificant self-heating does not occur as described above. From
the ITF measured in this way �denoted “Measured ITF” in
Fig. 5�, the frequency f1 and reflected power Prb correspond-
ing to the optimum bias point are identified. The laser fre-
quency is then tuned to f1. As a consequence, the reflected
power measured by the photodiode is momentarily equal to
Prb. However, self-heating at f1 immediately causes the ITF
to shift, �becoming “shifted ITF1”� and so the reflected
power now decreases from Prb to Pr1. In an attempt to return
the reflected power to Prb, the laser is tuned to f2. This re-
sults in a further �but smaller� shift in the ITF which now
becomes “shifted ITF2.” At f2, the reflected power Pr2 is still
less than Prb so the laser is tuned yet again in order to ap-
proach Prb. This procedure is repeated a number of times.
With each iteration, the additional temperature rise due to
self-heating becomes progressively smaller and therefore so
too does the shift in the ITF. Eventually, after n iterations, the
FPI attains a constant temperature, the position of the ITF no
longer changes, and the system converges on Prb which cor-

responds to the optimum bias point fn. In practice, the itera-
tion is terminated when the measured reflected optical power
lies within 2% of the value obtained in the previous iteration.
The system is then ready to make an acoustic measurement.
The entire procedure including acquiring the ITF takes ap-
proximately 1 s. In practice, this procedure is implemented
as an initialization routine when the system is switched on.
Thereafter, the reflected power is monitored and if it changes
by more than 2% the laser is retuned so as to maintain a
constant value of Pr.

2. Temperature measurement

Assume that the system has been optimally biased as
described above and that the sensor is now subjected to an
external source of heat which produces a temperature rise
over some time interval. As the temperature begins to in-
crease, the reflected power Pr will change. If Pr changes by
more than a small amount �2%�, the laser wavelength is au-
tomatically adjusted by the control software so as to return
Pr to Prb, thus returning the system to the optimum bias
point. As the temperature continues to rise, this procedure is
repeated. In this way, the time course of the temperature rise
is discretely sampled by tracking the changes in the bias
wavelength as described in Sec. II A 1. Since the FPI is al-
ways maintained at the optimum bias point, ultrasound
waveforms can be acquired at the same time the temperature
is being monitored.

III. ACOUSTIC CHARACTERISTICS

The acoustic performance of the sensor was measured
using a substitution calibration method30 at Precision Acous-
tics Ltd., Dorchester, UK. This was carried out using a cali-
brated 0.4 mm �diameter� PVDF membrane hydrophone
�Precision Acoustics Ltd., Dorchester, UK� that acted as a
reference against which the fiber-optic hydrophone measure-
ments were compared. The acoustic field was generated in
water by a 1 MHz planar transducer producing a 25 cycle
tone burst with an approximate peak to peak pressure of 1
MPa at the transducer face. Due to the non-linear propaga-
tion of the acoustic field in the water tank, integer harmonics
of the fundamental up to at least 60 MHz are generated. This
arrangement was used to measure the sensitivity, frequency
response, and directivity of the hydrophone.

A. Sensitivity

Figure 6 shows a typical measurement of the shocked
wave tone-burst as measured by both the reference mem-
brane hydrophone �Fig. 6�a�� and the fiber-optic hydrophone
�Fig. 6�b��. In both cases the signals were acquired without
signal averaging. The calibration sensitivities of the mem-
brane hydrophone and fiber-optic hydrophone were 50 and
580 mV/MPa, respectively, at 5 MHz. Comparison of the
signals shows that the signal-to-noise ratio of the fiber-optic
hydrophone is comparable to that of the membrane hydro-
phone. The comparison also reveals significant structure in
the signal from the fiber-optic hydrophone; this is due to the
probe-type geometry of the sensor that causes radial reso-
nances and edge waves that propagate across the tip of the
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FIG. 5. Iterative scheme to optimally bias the FPI in the presence of self-
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fiber. These are then detected by the sensor as they cross the
active area after the initial acoustic wave has passed. This
will be described in more detail in Sec. III C.

The NEP, is defined as the acoustic pressure which pro-
vides a signal to noise ratio of 1. The NEP was obtained by
recording the output of the photodiode over a 20 MHz band-
width in the absence of an acoustic signal. The rms value of
the noise voltage was then computed and multiplied by a
factor of 3 to obtain the peak value. The peak noise voltage
was then converted to an equivalent pressure by dividing by
the calibration sensitivity �580 mV/MPa� of the hydrophone.
This gave a peak NEP of 15 kPa �at 5 MHz� over a 20 MHz
measurement bandwidth. By comparison, the peak NEP of
the membrane hydrophone was 10 kPa and that of a 75 �m
PVDF needle hydrophone �Precision Acoustics Ltd.� was 28
kPa under the same measurement conditions. Note that the
peak rather than rms noise figures are quoted since the
former provides a more realistic indication of the smallest
signal that can be detected when measuring broadband sig-
nals in the time domain.

B. Linearity

Assuming the elastic limits of the polymer spacer are not
exceeded, the upper limit of linear acoustic detection is de-
termined by the phase range over which the gradient of the
ITF is nearly constant at the bias point and the acoustic phase
sensitivity. The linearity is determined by calculating the
equation of the straight line which passes through the opti-
mum bias point with a gradient equal to the peak derivative
of the phase ITF. The difference between the ITF and the

straight line is then calculated and the range of phase over
which the difference is less than 5% and 10% determined.20

The linear pressure range is then given by multiplying this
phase range by the acoustic phase sensitivity. A value for the
latter has been determined experimentally in a previous
study.20 This was found to be 0.075 rad/MPa for a sensor
with a film thickness of 25 �m at a laser wavelength of 850
nm. Since d� /dp is proportional to l /�, this must be con-
verted to the appropriate value for a sensor 10 �m in thick-
ness interrogated by a laser wavelength of 1550 nm. The
acoustic sensitivity can be found from

���

�p
�

��2,l2�
= ���

�p
�

��1,l1�
��1

l1
�� l2

�2
� . �9�

Noting that, in this case �1=850 nm, �2=1550 nm, l1

=25 �m, and l2=10 �m, give

���

�p
�

�1550 nm,10 �m�
= 0.016 rad/MPa. �10�

The linear pressure range �to within 5%� of the fiber-optic
hydrophone used to obtain the waveform shown in Fig. 6�b�
is 	4 MPa to 7.5 MPa. If a reduced linearity of 10% can be
tolerated, this range becomes 	6 MPa to 10 MPa. The pres-
sure range is not symmetric as the ITF is not symmetrical
about the bias point. The ITF reflectance minimum is also
asymmetric, due to the use of metallic reflective coatings in
the FPI. These metallic coatings introduce additional phase
changes on reflection and transmission leading to the asym-
metry in the ITF. As a result, the peak positive phase deriva-
tive is smaller than the peak negative derivative.

C. Frequency response

Figure 7 shows the frequency responses of three nomi-
nally identical fiber-optic hydrophones—the responses are
normalized for ease of comparison. The calibration sensitivi-
ties of each hydrophone �hydrophones 1–3� at 5 MHz are
209, 255, and 580 mV/MPa, respectively—the variation in
sensitivity is due to the fact that the output power of the laser
was set to a different value for each hydrophone. The uncer-
tainties associated with these measurements are as follows:
1–15 MHz, 14%; 16–20 MHz, 18%; 22–30 MHz, 23%; and
30–50 MHz, 40%, based on combined systematic and ran-
dom uncertainties. It should be noted that the frequency re-
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FIG. 6. Comparisons of the outputs of �a� a 0.4 mm PVDF membrane
hydrophone and �b� the fiber-optic hydrophone in response to a “shocked” 1
MHz toneburst. Insets show expanded timescale �in �s�.
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sponses shown in Fig. 7 are those of the hydrophone system
and thus include the finite bandwidth of the photodiodes �	3
dB bandwidth �50 MHz�. Thus, while the response of the
hydrophone decreases toward 50 MHz, the intrinsic response
of the sensors is expected to extend beyond this. The re-
sponses of all three sensors are in close agreement up to 25
MHz indicating good sensor-to-sensor uniformity. Above
this frequency, there is greater variation which is consistent
with the higher uncertainty in the measurement. The varia-
tion may also be due to small differences in the geometries
of the fiber tips, which will have greater influence at higher
frequencies.

Figure 7 also shows that the frequency response of the
hydrophone is significantly non-uniform. A detailed investi-
gation of the frequency response, including a comparison
using a finite difference simulation, has shown that the non-
uniformities in the response arise from diffraction of the
acoustic wave at the tip of the sensor.24 The diffraction
causes multiple edge waves to propagate and reverberate
across the tip of the sensor. The presence of two diffracting
boundaries �that of the fused silica fiber and Parylene spacer�
leads to waves propagating with more than five different
wave speeds: longitudinal in water, longitudinal and shear in
the Parylene, and longitudinal and shear in the fused silica
fiber as well as several interface wavespeeds. It is the fre-
quency dependent interaction of all of these waves that is
responsible for the complex structure in the frequency re-
sponse.

D. Directivity

The directional response of a fiber-optic hydrophone
was measured up to a frequency of 20 MHz at 1 MHz inter-
vals, as shown in Fig. 8. The multitude of wave types that
interact within the sensor and contribute to its output means
that the directivity inevitably differs from that of an ideal
rigid disk receiver. It can be seen that for frequencies up to
10 MHz, the directional response is well behaved with the
sensitivity decreasing with increasing angle and the variation
across the angular range increasing with increasing fre-
quency. At 10 MHz, the sensitivity drops approximately 6 dB
for a 90° angle of incidence. Above 10 MHz the behavior
changes significantly. The measurement at 13 MHz shows
that the maximum sensitivity is no longer obtained at normal
incidence, but at approximately 
45°. At 15 MHz, the sen-
sitivity appears to oscillate as a function of angle, but with a
maximum drop in sensitivity of just 1.8 dB across the full
180° range. As the frequency is increased to 18 MHz, two
large drops in sensitivity of greater than 25 dB appear in the
response at approximately 
30°. At 20 MHz, the nulls have
reduced in magnitude but occur closer to normal incidence.

IV. THERMAL CHARACTERISTICS

The thermal performance of the sensor was character-
ized in terms of its sensitivity, linearity, and response time.
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A. Sensitivity

The sensitivity was measured by placing the tip of the
fiber in a water bath at room temperature, T0. The sensor was
then placed into a second water bath held at second tempera-
ture, T1, while the change in the optimum bias wavelength,
��, was recorded. The temperature change, �T=T1−T0, was
measured using a pair of thermocouple probes in a differen-
tial measurement configuration. This was repeated for a
range of values of T1, from 25 °C to 80 °C, and the results
can be seen in Fig. 9. In the linear region of the graph �up to
�T=45 °C�, a change of 1 nm in the bias wavelength corre-
sponds to a temperature change of 5.18 °C. The photodiode
noise-equivalent optical power is much less than the change
in reflected power that occurs over a single wavelength tun-
ing step. Hence, the temperature measurement resolution is
determined largely by the minimum wavelength step by
which the laser can be tuned, approximately 0.06 nm, which
leads to a temperature resolution of approximately 0.34 °C.

B. Linearity and dynamic range

The calibration data in Fig. 9 show that the response of
the hydrophone to temperature is linear up to a temperature
change of approximately 45 °C, which in this case corre-
sponds to a temperature of 70 °C. Above this, there is an
increase in the gradient of the curve. This is consistent with
a glass transition in the Parylene spacer. Below the glass
transition temperature, Tg, the Parylene is in a hard, glassy
state and acts elastically. In this state, the thermal expansion
of the polymer is linear and reversible. Above Tg, the
Parylene is in transition between glassy and rubbery moduli
and viscoelastic losses are significant.31 Hence the sensor is
currently limited to measuring temperatures up to 70 °C.

C. Response time

The intrinsic thermal response time of the sensor, based
on the time it takes for heat to diffuse across a 12 �m thick
Parylene spacer, is approximately 850 �s.22 However, the
rate at which the system can measure temperature changes is
limited by a combination of two factors: first, the acquisition
rate of the USB A-D module which is used to sample the
photodiode output, and second the overhead involved in

communicating with the laser via the RS232 interface. These
factors result in a system sampling rate of 200 samples/s for
the temperature measurements. Since the system is only ca-
pable of measuring temperature in steps corresponding to the
tuning resolution of the laser, there is a maximum temporal
temperature gradient which the sensor can accurately mea-
sure. Since tuning one channel corresponds to a temperature
change of approximately 0.34 °C, the maximum rate of tem-
perature change which can be measured is approximately
67 °C s−1.

V. MEASUREMENTS OF ULTRASOUND INDUCED
HEATING

In order to demonstrate the applicability of the sensor
for the measurement of ultrasound-induced heating, it was
used to record the temperature rise produced at the focus of a
HIFU transducer in a tissue mimicking phantom. These mea-
surements were made at the National Physical Laboratory
�NPL�, Teddington, UK.

A. Experimental setup

The sensor was embedded in a tissue mimicking phan-
tom based on an oil-gelatin emulsion,5 as shown in Fig. 10.
To provide a reference for the temperature measurement, a
thin-film thermocouple �TFT� was also embedded within the
phantom approximately 1 cm below the fiber-optic hydro-
phone. The TFT was developed at the UK’s NPL in order to
make accurate measurements of ultrasound-induced tempera-
ture rises.5,6 The structure of the TFT renders it immune to
heating artifacts such as viscous heating, to which wire ther-
mocouples are susceptible.4 The fiber-optic hydrophone was
positioned such that the axis of the fiber was perpendicular to
the acoustic axis. This removed the fiber mount from the
acoustic path, thereby eliminating acoustic reflections from
the mount. In order to compare the output of each device, a
measurement was first made with the TFT at the focus. The
system was then realigned �including changing the distance
to the transducer� so that the fiber-optic hydrophone was at
the focus and a second measurement made. The heating was
induced by the output of a 1.07 MHz HIFU transducer with
a focal length of 117 mm and a focal spot 3–4 mm in diam-
eter and 4–5 cm in length �	6 dB�. The heating was con-
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trolled by setting the intensity and duration of the �cw� in-
sonation. It should be noted that intensity values quoted in
the results below are based on values measured in water
only. Thus they provide only an approximate indication of
the values within the phantom.

B. Comparison of temperature-time curves measured
by the fiber-optic hydrophone and thin-film
thermocouple

In the first instance, a comparison of temperature-time
curves obtained by both the fiber-optic hydrophone and the
TFT, for a variety of acoustic output settings, was made.
Figure 11 shows three temperature-time curves for acoustic

intensities of 51, 111, and 220 W cm−2 ��2.5, 3.7, and 5.4
MPa peak-to-peak pressures, respectively�. The insonation at
220 W cm−2 was limited to 5 s in order to minimize the risk
of damage to the TFT. It can be seen that the shape of the
temperature-time curves measured by the fiber sensor closely
match those measured by the TFT. This implies that there are
no significant viscous heating artifacts in the measurement
by the fiber-optic hydrophone. It can also be seen that in the
case of the 111 W cm−2, 30 s insonation, the maximum tem-
perature measured by the sensor is slightly higher than that
measured by the TFT. This is attributed to a slight error in
the alignment of each sensor in the focal region of the beam.
The overall shape remains a good match even in this case.

Additional measurements were made at a range of inten-
sities as high as 700 W cm−2 ��12 MPa peak-to-peak�
which approaches clinical intensity levels. No damage or
change in performance was observed at this intensity.

C. Simultaneous acquisition of ultrasound waveforms
and a temperature-time curve

The arrangement shown in Fig. 10 was also used to
demonstrate the ability of the system to conduct simulta-
neous acoustic and thermal measurements. The results can be
seen in Fig. 12, which shows a temperature-time curve for a
30 s insonation with an acoustic intensity �Ispta—spatial peak,
temporal average intensity� of 220 W cm−2 and several
acoustic waveforms taken at different times during the in-
sonation period. The temperature-time curve is of the same
overall shape as those obtained for lower insonation intensi-
ties or shorter heating periods �Fig. 11� with the exception
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that several rapid temperature fluctuations can be seen over
the heating period. One possible explanation is that these
fluctuations are related to the presence of cavitational activ-
ity close to the tip of the sensor. If bubbles form between the
fiber-optic hydrophone and the transducer, some of the
acoustic energy from the transducer will be reflected away
from the sensor; this would lead to a temporary reduction in
temperature. Similarly, if bubbles form behind the sensor,
they may reflect some of the acoustic beam back toward the
sensor thus increasing the local temperature. Cavitational ac-
tivity close to the tip may also convert more acoustic energy
to heat, thereby increasing the temperature temporarily while
the activity persists.

The set of acoustic waveforms accompanying the
temperature-time curve shows that as the temperature rises,
the speed of sound increases slightly. The waveforms shift to
the left of the trace, and the amplitude of the signal decreases
slightly. These effects are expected since, in general, sound
speed increases with temperature; thus the time-of-flight of
the wave will be reduced. In addition, as the sound speed and
the acoustic properties of the phantom change with tempera-
ture, the focal point of the transducer may move; thus the
sensor will no longer be at the focus and the amplitude may
decrease.

A limitation of the current system is that the acoustic
waveforms were captured on a digitizing oscilloscope and
transmitted to the control PC via a general purpose interface
bus interface. With this method, it took approximately 2 s to
instruct the scope to capture a waveform and download it to
the PC. Thus, during the 30 s insonation used to obtain the
data shown in Fig. 12, a maximum of only 15 acoustic wave-
forms could be captured. Unfortunately, none of these coin-
cided with the rapid fluctuations in the temperature-time
curve so it was not possible to test the above hypothesis that
cavitational activity �which may have been evident from the
acoustic waveforms� is responsible for these fluctuations.
This limitation could be overcome by using an oscilloscope
or PC digitizing card with an on-board segmented memory
architecture. This would allow a large number of successive
waveforms to be captured in real time, concatenated in a
single segmented record, and the whole record downloaded
to the PC in a single step as described in Ref. 32. A much
higher waveform acquisition rate could then be achieved,
enabling an acoustic waveform to be acquired for each mea-
surement point on the temperature-time curve.

VI. CONCLUSIONS

A practical wideband �50 MHz� fiber-optic hydrophone
system for characterizing diagnostic and therapeutic medical
ultrasound fields has been demonstrated. In terms of acoustic
performance, its principal advantage is that it can provide a
small element size with significantly higher sensitivity than
can be achieved with PVDF hydrophones of comparable el-
ement dimensions. As well as measuring acoustic pressure,
the ability to measure temperature changes produced by
ultrasound-induced heating has been demonstrated. There are
two distinguishing features of this capability. First the mea-
surement is free of errors due to viscous self-heating that

afflict wire thermocouples conventionally used to make such
measurements. Second, it is possible to acquire ultrasound
waveforms while simultaneously monitoring the tempera-
ture. This unique dual measurement capability provides a
means of directly correlating temperature rises with acoustic
field parameters. For example, it could be employed to help
understand the role that cavitation plays in enhancing tissue
heating in HIFU therapy. A further advantage is that, unlike
PVDF hydrophones, the fiber-optic hydrophone appears to
be able to withstand the hostile environment produced by a
HIFU field at clinical intensity levels. Even if it should fail,
the ability to batch fabricate the sensors at low unit cost
using all vacuum deposition techniques means that the sen-
sor can be inexpensively replaced. Other advantages include
small physical size and flexibility, biocompatibility, and elec-
trical passivity, attributes that suggest the sensor could be
used as an implantable probe for making in-vivo measure-
ments.

Future work will be directed toward improving both the
acoustic and thermal performance of the hydrophone. Pre-
liminary experimental and theoretical studies suggest that
there is significant scope to obtain a more uniform frequency
response by appropriately shaping the tip of the optical fiber
to reduce the influence of diffraction.24 This also offers the
prospect of producing an improved directional response, par-
ticularly at higher frequencies where the fluctuations in an-
gular sensitivity are most apparent. Although the current
NEP of 15 kPa is sufficient for many medical ultrasound
measurement applications, there is significant scope to in-
crease sensitivity if required. The noise performance of the
current system is limited by the relatively high phase noise
of the SG-DBR interrogation laser. It has previously been
shown that the use of an external cavity laser as the interro-
gation source, which has significantly narrower linewidth
and therefore lower phase noise, can provide a NEP of 3
kPa.33 There is further potential to reduce the NEP by replac-
ing the gold coatings currently used to form the mirrors of
the FPI with dielectric coatings. These are significantly less
absorbing enabling a higher finesse FPI to be obtained. A
NEP of 0.21 kPa has been achieved with free-space illumi-
nated sensors fabricated in this way.34

The sensor is currently limited to making temperature
measurements up to 70 °C and the thermal resolution is lim-
ited by the wavelength tuning resolution of the laser. The
former may be improved by using an alternative material to
form the spacer, such as the Parylene variant Parylene-HT.
This material offers similar optical and acoustic properties to
Parylene-C but with a higher glass transition temperature.
The thermal resolution may be increased by monitoring the
variation in the reflected power and using this data, along
with knowledge of the ITF, to interpolate between successive
wavelength tuning steps. It should then be possible to
achieve a resolution limited by the photodiode noise voltage
rather than tuning resolution of the laser.

In summary, it is considered that the wide bandwidth,
small element size, and high sensitivity of this type of sensor,
along with its ability to measure temperature, offers a poten-
tially useful new measurement tool for characterizing medi-
cal ultrasound fields.
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Excitation and scattering of guided waves: Relationships
between solutions for plates and pipes
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The detection of localized defects such as cracks and corrosion in pipes using guided elastic waves
is now an established non-destructive testing procedure. However, the prediction of guided wave
excitation and scattering in pipes is a complex three-dimensional �3D� problem with many
parameters that can generally only be solved using numerical methods. In many important industrial
applications, the diameter of a pipe is much larger than wall thickness. In this case an approximate
theory is applicable, when a pipe is considered as an unwrapped isotropic plate. In this paper, a
technique for obtaining pipe mode amplitudes in terms of the solution to the forced 3D problem on
a plate is presented. The same principle is extended to relate guided wave scattering from defects in
plates to scattered circumferential modal amplitudes from defects in pipe. This is of practical benefit
as the scattering of guided waves by defects in a plate is a much simpler problem than that in a pipe,
and one that, in some cases, can be solved using analytical methods. Results are shown that illustrate
the application of the method to reflection from through-thickness circumferential cracks in pipes.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117441�

PACS number�s�: 43.35.Zc, 43.20.Bi, 43.20.Mv, 43.35.Cg �YHB� Pages: 3623–3631

I. INTRODUCTION

Ultrasonic guided waves provide a highly efficient tech-
nique for rapid pipe inspection.1,2 The design of guided wave
NDT systems and the interpretation of results require the
ability to predict the radiated guided wave field of a trans-
mitting transducer and reflected guided wave field of a defect
in a pipe. The process of guided wave propagation in a pipe
and their interaction with defects are extremely complicated.
The majority of guided wave modeling in pipes is based,
therefore, on direct numerical methods such as the finite el-
ement method.1,3 However, these methods are time consum-
ing and provide little understanding of mechanics of wave
processes.

In many industrial applications, the radius of a pipe is
much larger than the pipe thickness. The wave propagation
in pipes of such geometry can be described by a simplified
theory, where a pipe is considered as an unwrapped isotropic
plate and the transducer is replaced by a periodic array of
transducers with inter-element distance equal to the pipe
circumference.2,4 This approach provides a fast technique for
modeling of wave phenomena in a pipe.

In this paper, the relation between forced solutions in
pipes and plates is presented. The relationship between cir-
cumferential mode amplitudes in a pipe and the directivity
function of a transducer on a plate is obtained. The approxi-
mate solution is compared with the exact solution for a hol-
low cylinder and the applicability range of the approximation
is discussed.

Quantitative prediction of reflection of guided waves
from defects in pipes is of practical importance since it al-
lows defect characterization and sizing based on measured

reflected signals to be performed. The complexity of the scat-
tering process limits the application of analytical methods to
this problem. Ditri5 derived the general analytical expression
for the scattering coefficients of wave modes in a pipe using
the S-parameter formalism.6 However, in order to calculate
the scattering parameters the wave field on the defect surface
must be known. This requires numerical modeling or some
approximation methods to be applied.

In this paper, scattered circumferential modal amplitudes
from defects in pipe are related to guided wave scattering
from defects in plates. This makes it possible to apply known
results of guided waves reflection from defects in plates to
the corresponding diffraction problem in a pipe. The tech-
nique is illustrated by the calculation of mode-converted
guided waves reflected from a through-thickness crack in a
pipe.

II. EXCITATION OF GUIDED WAVES

A. Formulation of excitation problem

A hollow cylinder of radius R and wall thickness h is
considered with cylindrical coordinate system � ,y ,z defined
with y axis normal to the pipe surface, as shown in Fig. 1�a�.
An arbitrary time harmonic load qe−i�t is applied to the outer
surface of the cylinder. In this paper, the guided waves
modes are classified, as proposed in Ref. 7. The total har-
monic displacement field due to surface load can be repre-
sented as the superposition of axisymmetric longitudinal
modes L�0,m�, non-axisymmetric flexural modes L�n ,m�
�n�0�, and torsional modes T�n ,m�:

u��,y,z� = �
n,m

um
n �y�ein�eikm

n z, �1�

where u= �u� ,uy ,uz�T is the displacement field and km
n is the

wavenumber of the mth mode of the nth circumferential or-
der.

a�Author to whom correspondence should be addressed. Electronic mail:
a.velichko@bristol.ac.uk
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In formula �1� it is assumed that the domain of the vari-
able � is limited by 0 and 2�. The modal amplitudes am

n can
be obtained, for example, by the normal mode expansion
method.5,6 However, from the wave analysis point of view,
an alternative wave field representation is useful.4 According
to this approach, a pipe is considered as unbounded in the �
direction. The physical solution to a pipe excitation problem
must be periodic in the � direction with a period of 2�.
Therefore, the displacement field u in a pipe under some
particular excitation condition can be written as a superposi-
tion of displacements in an unbounded structure in the cir-
cumferential direction � with a period of 2�:

u��,y,z� = �
l=−�

+�

uunb�� + 2�l,y,z� , �2�

where uunb is the solution to the problem of excitation of
guided waves in an unbounded structure due to excitation
forces that are nonzero only for values � between 0 and 2�
and the index l is an integer. This concept is illustrated sche-
matically in Fig. 1�b�.

When the wall thickness h is much less than the pipe
radius R,

h � R , �3�

various approximate shell theories can be applied. As shown
in Ref. 4 in this case the governing equations for the un-
bounded medium are associated with the equations for some
anisotropic medium and the wave field upl can be calculated
using the integral transforms technique.

Condition �3� means that the curvature of the pipe is
approximately constant through the pipe thickness. If in ad-
dition to Eq. �3� the wavelength � is much less than the pipe
circumference,

� � 2�R , �4�

the effect of the curvature of the pipe on wave propagation
becomes negligibly small. In this case the unbounded isotro-
pic pipe can be formally regarded as an unbounded flat iso-
tropic plate of the same thickness. Instead of angle �, the
new variable x can be defined as x=�R and Eq. �2� can be
written in the form

u�x,y,z� = �
l=−�

+�

upl�x + 2�Rl,y,z� , �5�

where the function upl represents the displacement field in a
flat infinite isotropic plate due to excitation in the region x
=0 to 2�R only.

B. Excitation of guided waves in a plate

The wave field in a plate due to surface load can be
calculated by using multiple integral transforms.8,9 The dis-
placement, upl, can be written in terms of its two-
dimensional �2D� Fourier transform with respect to the in-
plane coordinates x and z:

upl�x,y,z� =
1

4�2� � Upl�kx,kz,y�eikxxeikzzdkxdkz, �6�

where the function Upl�kx ,kz ,y� is the amplitude of straight-
crested waves propagating in the direction given by the com-
ponents �kx ,kz� of the wave vector.

The polar coordinate system r ,� on the x-z plane is
defined as

x = r sin �, z = r cos � . �7�

If the propagation distance from the source, r, is large
compared with the wavelength then integral �6� can be evalu-
ated using the residues technique.10 The wave field upl is
expressed as a sum of circular crested modes:

upl�x,y,z� = �
m

um
eikmr

	r
, �8�

where the vector of modal displacements, um, is given by

um��,y� =	 km

2�
ei�/4 res Upl�k sin �,k cos ��
k=km

, �9�

and the poles, km, of the function U are associated with the
mode wavenumbers.

In an isotropic media, the function Upl�kx ,kz ,y� has the
following structure:

Upl�kx,kz,y� =
W�kx,kz,y�

D�k�
, k = 	kx

2 + kz
2, �10�

where W�kx ,kz ,y� is the analytical function of the variables
kx ,kz. The poles of the function Upl correspond to the roots of
the denominator D�k�. The real roots represent the propagat-
ing waves while the complex roots represent nonpropagating
waves that decay exponentially with propagating distance
from the source. In this paper, only the contribution from real
roots is considered. For a single root corresponding to a first
order pole, the vector um using representation Eq. �10� can be
written as

um��,y� =	 km

2�
ei�/4W�km sin �,km cos �,y�

D��km�
. �11�

Note that at some isolated frequencies the function D�k�
may have double roots giving rise to a second order pole.
The mode at these frequencies has zero group velocity that
leads to the energy accumulation in the finite volume of the

(a)

(b)

FIG. 1. System geometry. �a� Pipe geometry. �b� A pipe is replaced by an
infinite plate.
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waveguide.10,11 Such resonance phenomena can be important
in practice.12 Below it is assumed that the mode wavenum-
bers km correspond to the non-resonant frequencies.

C. Relation between plate and pipe forced solutions

The representation �1� of the wave field in a pipe can be
regarded as the Fourier series of u which is a periodic func-
tion of the circumferential angle �. On the other hand, the
function u represented by the sum �5� is a periodic function
with respect to the circumferential variable x with a period of
2�R and also can be expanded into a Fourier series:

u�x,y,z� = �
n

An�y,z�einx/R. �12�

In this section, the expansion of the coefficients An in
terms of plate modes will be derived. As a result the function
u given by the sum �5� takes the same form as the pipe
solution �1�. This allows the relationship between the cir-
cumferential mode in a pipe, um

n , and the guided wave mode
in a plate, um, to be obtained.

The nth Fourier coefficient, An, is defined as

An =
1

2�R
�

0

2�R

u�x,y,z�e−inx/Rdx

=
1

2�R
�

l=−�

+� �
0

2�R

upl�x + 2�Rl,y,z�e−inx/Rdx . �13�

Using the change of variable x�=x+2�Rl in the integral
in the sum �13�, the expression for the coefficient An can be
rewritten as

An =
1

2�R
�

l=−�

+�

ei2�ln�
2�Rl

2�R�l+1�

upl�x�,y,z�e−inx�/Rdx�. �14�

By taking into account that indices n and l are integers,
expression �14� reduces to

An =
1

2�R
�

−�

+�

upl�x,y,z�e−inx/Rdx . �15�

Note that this relationship can be obtained directly from the
properties of a discrete Fourier transform �DFT�.13 The series
�12� represents a DFT of a function A��� ,A�n��An. In this
case Eq. �12� can be calculated in the form of the sum �5�
with the spectrum of the function A instead of upl. This leads
to the relationship �15�.

Using the integral representation �6� for the plate solu-
tion and the identity

�
−�

+�

eikxdx � 2�	�k� , �16�

coefficient An can be written in the form

An =
1

4�2R
� Upl� n

R
,kz,yeikzzdkz. �17�

By using the residues technique, the integration in Eq.
�17� can be reduced to the sum of residuals:

An = �
m

um
n �y�eikm

n z, um
n �y� = � i

2�R
res Upl� n

R
,kz,y�

kz=km
n

.

�18�

where the poles, km
n , represent axial wavenumbers of pipe

modes.
Expression �10� shows that the poles, km

n , of the function
Upl�n /R ,kz ,y� as a function of the variable kz correspond to
the zeros of the function D�	n2 /R2+kz

2�. As it has been
shown in Sec. II B, the zeros, km, of the function D�k� are
associated with the wavenumbers of the guided wave modes
in a plate. Hence,

km
n =	km

2 −
n2

R2 . �19�

Using expression �10� the residue of the function
Upl�n /R ,kz ,y� at the point kz=km

n can be written as

�res Upl� n

R
,kz,y�

kz=km
n

= W� n

R
,km

n ,y� �D�k�
�kz


kz=km

n

−1

,

�20�

and, therefore, the vector um
n is given by

um
n �y� =

i

2�R

W� n
R ,km

n ,y�
D��km�

km

km
n . �21�

This expression can be rewritten in terms of plate mode
displacements, um. The function um is defined by the formula
�11�. The comparison of expressions ��21� and �11� enables
the following relation between plate and pipe modes to be
obtained:

um
n �y� = ei�/4 1

km
n R
	 km

2�
um��m

n ,y� . �22�

Here the angle �m
n is defined by

�m
n = arcsin� n

kmR
 . �23�

D. Relation between guided wave modes in pipe and
plate

In the Appendix, it is shown that the displacements of a
guided wave mode in a plate, um, can be expressed in terms
of a modal directivity function, fm��� �formula �A5��. So,
expression �22� for pipe mode can be rewritten in the form

um
n �y� = am

n wm��m
n ,y� , �24�

where wm��m
n ,y� is the power normalized displacements of

the mth plate mode propagating in the �m
n direction, and the

mode amplitude am
n is related to the directivity function of

the plate mode as

am
n = ei�/4 1

km
n R
	 km

2�
fm��m

n � . �25�

Expression �24� leads to the simple analogy between
guided wave modes in pipe and plate. Index m defines the set
of guided wave modes in a pipe which corresponds to the
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particular guided wave mode in a plate. If the index m is
fixed then the circumferential order n of pipe mode corre-
sponds to specific directions of propagation, �m

n , of the plate
mode, as shown in Fig. 2. The axial wavenumber of the pipe
mode, km

n , given by formula �19�, is the projection of plate
wavenumber, km, into the axial direction z.

The similarities between dispersion characteristics of
guided waves in pipes and plates were studied earlier by
Nishino et al.7 and Li and Rose.2 It was shown that longitu-
dinal and flexural modes L�n ,m� in a pipe correspond to
Lamb modes in a plate and torsional modes T�n ,m� in a pipe
correspond to shear horizontal modes SHm in a plate. For
example, the L�n ,1� and L�n ,2� cylindrical modes corre-
spond to the A0 and S0 Lamb wave modes.

III. ESTIMATION OF APPROXIMATION ERROR

The approximation theory given by the formulas �24�
and �25� ignores the effect of curvature of a pipe on wave
propagation. This effect becomes small for pipes with large
radius to thickness ratio at higher frequencies. In this section,
numerical calculations are performed to make quantitative
estimation of approximation errors.

A. Comparison between dispersion characteristics

From formula �19� it follows that the approximate phase
velocity of the pipe mode is given by

vm
n =

vm

	1 − � n
kmR�2

, �26�

where vm is the phase velocity of the corresponding plate
mode. This expression shows that the phase velocity of the
pipe mode, vm

n , given by the approximation theory, asymp-
totically approaches vm at high frequencies. On the other
hand, the same high frequency behavior of the phase veloci-
ties is revealed by the numerical calculations of dispersion
curves for exact theory.2,7 Therefore, the relative error of
phase velocity decreases with the frequency and always
tends to zero for any radius to thickness ratio of pipe.

Figure 3�a� shows the relative error of the phase velocity
for the T�n ,1� modes as a function of frequency in steel
pipes with radius to wall thickness ratio of 15. Dispersion
curves for a plate and a pipe were calculated using the pro-
gram DISPERSE �Imperial College, London�.14 For each cir-
cumferential mode, the error monotonically decreases with
frequency. At a fixed frequency, the error increases with the
circumferential order of the mode, n. This can be explained
by the fact that pipe modes with larger circumferential orders
propagate at larger angles �m

n relative to the axial direction of
the pipe, and hence, these modes are more affected by the
curvature of the pipe.

Note that the approximate expression �26� for the phase
velocity depends on the radius of the pipe, R. Consider the
difference between phase velocities calculated for the inner
radius, R=Rin, and the outer radius, R=Rout=Rin+h. If the
pipe thickness is small compared with the pipe radius, then
this difference can be written as

vm
n �Rout� − vm

n �Rin� = vm
n �Rin��1 +

h

Rin

1

1 − � kmRin

n �2 . �27�

So, the relative error has the order h /Rin, but the approximate
theory has the same order of accuracy itself. Hence, formally,
any value of the radius R between Rin and Rout in the calcu-
lations will result in the approximation error of the same
order.

However, at a fixed frequency, the value of the approxi-
mation error depends on the choice of R. In Fig. 3�a� calcu-
lations were performed using R equal to the mean radius,

FIG. 2. Relation between pipe modes and direction of propagation of plate
modes.

(a) (b)

FIG. 3. Relative error of phase velocity calculated by the approximate theory for T�n ,1� modes in a pipe with inner radius/wall thickness ratio as 15 using
radius value equal to the �a� mean radius and �b� outer radius.
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Rmean. For comparison, Fig. 3�b� shows the error in phase
velocities of the T�n ,1� modes in a pipe with Rin /h=15 cal-
culated using R=Rout. It can be seen that for a fixed fre-
quency the error corresponding to R=Rmean is approximately
ten times smaller then the error corresponding to R=Rout.

Note that the similarities between dispersion character-
istics of circumferential guided waves in thin shells and
plates were discussed by Liu and Qu.15 The circumferential
waves propagate in the circumferential direction � only and
can be described by expression �1�, where km

n �0 and n
=kRout, k is the wavenumber. It was shown that in the limit
of h /R→0, the dispersion curves of the circumferential
modes in a pipe are identical to the guided wave modes in a
plate of the same thickness regardless of frequency. This is
different from the considered case where the approximation
error is a function of frequency.

B. Comparison between modal solutions of the
forced problem

A solution to the problem of generation of guided waves
by a surface load can be expressed in terms of the convolu-
tion of the Green’s matrix with this load �formula �A1� in the
Appendix�. Therefore, in order to assess the approximation
error in the forced case, it is enough to compare the Green’s
matrices given by the approximate and exact theories.

Using formulas �22�, �A3�, and �A4�, the approximate
Green’s matrix, gm

n , can be written in the form

gm
n =

i�

4

1

2�R cos �m
n wm��m

n ,y� · wm
�T��m

n ,Rout� . �28�

On the other hand, the exact pipe modal solution can be
obtained by the normal mode expansion method5 and the
result is given by

g�pipe�m
n =

i�

4
wm

n �y� · wm
n�T�Rout� , �29�

where wm
n �y� is the power normalized pipe mode displace-

ments.
Formulas �28� and �29� were used for numerical calcu-

lations of the modal solutions. In formula �28� the mean
radius R=Rmean was taken. Mode shapes and dispersion
curves for a plate and a pipe were calculated using the pro-
gram DISPERSE �Imperial College, London�.14 At each thick-
ness value y, the relative error was estimated as the operator
norm of the matrix �g�pipe�m

n −gm
n �. The relative error was cal-

culated according to


m
n = max

y
� �g�pipe�m

n �y� − gm
n �y��

�g�pipe�m
n �y��  . �30�

Note that the mode Green’s matrices g�pipe�m
n and gm

n are Her-
mitian matrices. For Hermitian matrix g, the operator norm is
given by

�g� = max
i


�i
 , �31�

where �i are eigenvalues of matrix g.
Figure 4 shows the relative error of the modal solutions

for T�n ,1� modes as a function of frequency. It can be seen

that the qualitative behavior is similar to that of the error of
phase velocities. The error of modal amplitudes decreases
with frequency and increases with the circumferential order
of the mode. However, at high frequencies the error tends to
some nonzero value of the order of h /R.

This fact can be explained by comparing the normalized
mode shapes for plate and pipe modes. If um and um

n are
mode displacements for guided wave mode in the plate and
pipe, respectively, then the power normalized displacements
are given by

wm =
um

	Pm

, wm
n =

um
n

	Pm
n

. �32�

Here Pm is the average power flow of the plate mode in the
direction of mode propagation, and Pm

n is the average power
flow of the pipe mode in the axial z direction:

Pm =
�

2
Im �

−h

0

�Tmum
� �0,y��ezdy ,

Pm
n =

�

2

1

2�
Im �

Rin

Rout

�Tm
n um

n��ezydy . �33�

where Tm and Tm
n are the stress tensors for plate and pipe

modes, respectively.
If the pipe curvature can be neglected �i.e., h /R→0�

then in formulas �32� and �33� the mode displacements um
n

can be substituted by the plate mode displacements
um��m

n ,y�. Using the fact that the plate mode Poynting vector
is in the direction of the mode propagation, it can be seen
that expression �29�, as expected, is converted to formula
�28� of the approximation theory. For the finite ratio h /R
from expression �33�, it follows

g�pipe�m
n = gm

n �1 + O� h

R
� . �34�

In other words, the approximate theory gives a relative error
of the order of wall thickness to radius ratio for all frequen-
cies.

FIG. 4. Relative error of modal solutions for T�n ,1� modes calculated by
the approximate theory in a pipe with inner radius/wall thickness ratio as 15
using radius value equal to the mean radius.
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IV. SCATTERING OF GUIDED WAVES FROM
DEFECTS IN PIPES AND PLATES

A. Relation between plate and pipe scattered
solutions

The approximate theory for guided wave excitation in
pipe developed in Sec. II can be extended to relate guided
wave scattering from defects in plates to scattered circumfer-
ential modal amplitudes from defects in pipe.

It is assumed that guided waves are excited and detected
in the far-field of a defect. The incident wave field in the pipe
is given by the sum of circumferential modes �1�. The defect
acts as a secondary source and the reflected signal consists of
all possible combinations of mode-converted guided waves:

u = �
l,q

��
n,m

umq
nl �y�eil�e−ikq

l z, �35�

where each reflected mode umq
nl is caused by the incident um

n

mode.
Expression �24� for the mode displacement vector um

n

shows that, in the framework of the plate approximation,
pipe mode um

n represents the straight-crested mth plate mode
with amplitude am

n propagating in �m
n direction. Consider the

interaction of this wave with the defect in the plate. Similar
to Eq. �A5�, the far-field reflected signal can be expressed in
terms of mode-converted guided waves as

u = �
q

umq
eikqr

	r
, umq = am

n Smq��m
n ,��wq��,y� , �36�

where the function Smq��in ,�sc� is the scattering matrix of
the defect depending on the incident �in and scattering �sc

angles.
Using formulas �36� and �24�, the displacement vector

umq
nl of the scattered circumferential mode in the pipe can be

written as

umq
nl �y� = am

n Smq
nl wq��q

l ,y� , �37�

where Smq
nl is the scattered modal amplitude. Formula �25�

leads to the following relationship between Smq
nl and the scat-

tering matrix Smq in a plate:

Smq
nl = ei�/4 1

kq
l R
	 kq

2�
Smq��m

n ,�q
l � . �38�

Formula �38� is obtained under the assumption that re-
ceiver is in the far-field from the defect, r�d ,r��. It is
possible to show that this relationship also holds if only the
second condition is satisfied. It is supposed that the waves
scattering by the defect can be described by some equivalent
surface and bulk forces applied to a defect-free structure. If
condition r�� is satisfied then relationships �37� and �38�
are valid for the pipe and plate Green’s matrices. The total
scattered field in the pipe is given by the convolution of the
pipe Green’s matrix with the force distribution and may also
be written in the forms �37� and �38�. Note that expression
�35� for the wave field in the pipe represents plane waves
superposition. The function Smq in this case is expressed as
the convolution integral �A6�, which is the definition of the
defect’s scattering matrix.

B. Approximate model for through-thickness crack
scattering in plate

Equation �38� is the approximate scattering formula for
scattering of guided wave modes in pipes. In order to calcu-
late scattered modal amplitudes, the scattering matrix Smq for
a plate must be known. The general problem of diffraction of
guided waves by arbitrary defects in plates can be solved
only by time consuming direct numerical methods �e.g., fi-
nite elements, boundary elements, or finite differences�.
However, in some cases, a simplified model can be applied.

At relatively low frequency-thickness values, the normal
stress, �y, corresponding to the S0 mode, is small compared
with the in-plane stresses, �z and �x, and can be neglected.
Here � j =Te j, j=x ,y ,z and T denotes the stress tensor. For
example, at 0.5 MHz mm for the S0 mode propagating in the
z direction 
�y
 / 
�z
0.018. Note that for the SH0 mode the
normal stress is identically zero. Therefore, the propagation
of these modes in a plate can be modeled using a plane stress
approximation. The plate is replaced by a 2D infinite elastic
media in-plane stress and the displacement vector u can be
considered as a 2D vector with the components �uz ,ux�. The
longitudinal �L� and shear �S� bulk waves in these media
correspond to the S0 and SH0 modes in the plate. A similar
approach has been used before for finite element modeling of
the S0 mode in a plate.16

This simplified approach can also be used for modeling
of the scattering from a through-thickness defect with a con-
stant profile through the plate thickness. Such a defect is
fully described by its 2D shape in the x-z plane and the mode
conversion occurs between S0 and SH0 modes only. There-
fore, the three-dimensional �3D� problem of diffraction of
guided waves in a pipe reduces to the problem of longitudi-
nal and shear bulk wave scattering in infinite 2D media. For
example, in the case of a circular hole, the known analytical
solution can be used.17

If the defect is a crack then this problem can be solved
by the semi-analytical method, developed in Ref. 8, which is
based on the boundary integral equation method. In this case
the scattering matrix depends on the crack length, d, and
frequency, �. From expression �36�, it follows that dimen-
sion of scattering matrix is �length�1/2. The only parameter
with the dimension of length is a wavelength � of the mode
of interest �longitudinal of shear�. Hence,

S��in,�sc,d,�� = 	�S̃��in,�sc,
d

�
 , �39�

where dimensionless scattering matrix S̃ depends on dimen-
sionless crack length d /�. Figure 5 shows the amplitudes of
the calculated scattering matrices for the shear �S� wave in-
cident on the crack of �S length in steel. The zero angle
corresponds to the normal direction to the crack surface.

C. Scattering of guided waves in pipes

If the scattering matrix Smq for a plate is known, then the
first step in calculating the scattered modal amplitudes in a
pipe is the evaluation of equivalent propagation angles �m

n

and �l
q of plane waves in a plate for different pipe modes.
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Then the pipe modal amplitudes are obtained by substituting
the corresponding values of matrix Smq into expression �38�.

To illustrate the application of the proposed approximate
theory, a 12 in. diameter, schedule 10S steel pipe �Rout

=161.95 mm, h=4.58 mm, and Rmean /h=34.8� at 100 kHz
is considered. The reflection coefficients of the L�n ,2�, n
=0,1 ,2 modes for axisymmetric L�0,2� mode incident on a
through-thickness circumferential crack with varying extents
are shown in Fig. 6. These results are in good agreement
with the results by a finite element modeling and experiment
obtained in Ref. 1.

The scattered modal amplitudes S can also be presented

in the form of 2D color map of the isolines of the 3D func-
tion S��n ,d�, where �n is the angle of propagation of nth
scattered mode and d is a length of the crack. In Fig. 7
scattering amplitudes of the L�n ,2� and T�n ,1� modes for the
T�0,1� mode incident on the circumferential crack are
shown. This corresponds to the SH0−S0 and SH0−SH0 mode
conversion in a plate.

These results can be easily extended to through-
thickness cracks inclined with respect to the pipe circumfer-
ential direction. In this case in formula �38� different angles
�m

n and �l
q in matrix Smq must be taken.

V. DETECTABILITY OF DEFECTS IN PIPES

Recently the common source method �CSM� for pipe
imaging has been introduced.18,19 In this section, the approxi-
mate model developed above will be applied to estimate the
minimal crack size that can be detected using the CSM.

The detectability of the imaging method is characterized
by a detectability map. Such a map represents the amplitude
of the defect in an image relative to the biggest reflector as a
function of defect parameters. For a through-thickness crack,
these parameters are crack length and crack orientation. As a
reference reflector, a pipe end is taken.

The same configuration of system as in Ref. 18 is con-
sidered. An axisymmetric T�0,1� mode is excited and re-
flected T�l ,1� modes are detected by 24 shear transducers
located around the circumference of an 8 in. nominal diam-
eter schedule 40 steel pipe �Rout=109.55 mm, h=8.18 mm,
and Rmean /h=12.9�. The transmitted signal used is a 5 cycle
Hanning windowed toneburst with a center frequency of 50
kHz. Note that the T�n ,1� modes correspond to the SH0

mode in a plate.
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FIG. 5. Dimensionless scattering matrices for the shear �S� wave incident on
the crack of �S length in steel. �a� Shear to longitudinal wave reflection. �b�
Shear to shear wave reflection.
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FIG. 7. Scattering coefficients for the T�0,1� mode incident on the circum-
ferential crack in 12 in. diameter steel pipe, wavelength=�T�0,1�. �a� T�0,1�
to L�n ,2� mode conversion. �b� T�0,1� to T�n ,1� mode conversion.
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The imaging algorithm consists of the extraction of scat-
tering mode amplitudes, back-propagation of each circumfer-
ential mode to a given axial position, and conversion of the
back-propagated modes from the circumferential wavenum-
ber domain to the circumferential spatial domain.18 The ap-
proximate model was applied to obtain the scattered data for
cracks up to 2� length and any orientation. Here �
=65.2 mm is a wavelength of the SH0 mode at 50 kHz. The
function f���=cos � was taken as the directivity function of
the transducer.

The results given in Refs. 18 and 19 show that the noise
in an experimental image is at about –20 dB level relative to
an end wall reflection. This means that any defect with the
image amplitude greater than �20 dB relative to a pipe end
can be detected. The detectability map is shown in Fig. 8. It
can be seen that the CSM allows the detection of through-
thickness cracks over 0.4��26 mm� length and up to 80°
orientation. It interesting to note that detectability map has
narrow “valley” for cracks greater than 1.5� length inclined
at about 45°. This implies that even cracks with significant
length have very small amplitudes in this orientation and,
therefore, are undetectable.

VI. CONCLUSION

A technique for obtaining pipe mode amplitudes in
terms of the solution to the forced 3D problem on a plate has
been developed. The amplitude of a particular circumferen-
tial mode in a pipe is related to the amplitude of a corre-
sponding plate mode propagating in some specific direction.
The comparison of approximate and exact solutions for a
pipe has been performed and limitations of the approxima-
tion have been discussed. A relation between modal scatter-
ing coefficients in a pipe and plate has been obtained. The
semi-analytical model of through-thickness crack diffraction
in a plate has been implemented and applied to the problem
of guided wave scattering from a through-thickness crack in
a pipe. The results of calculation of mode-converted guided
waves in a pipe have been presented.
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APPENDIX: DIRECTIVITY FUNCTION OF GUIDED
WAVES IN A PLATE

An isotropic plate is considered with Cartesian coordi-
nate system x ,y ,z defined with the y axis normal to the plate,
as shown in Fig. 1�a�. It is assumed that wave field is gen-
erated by some distributions of surface load, q, applied to the
upper surface at y=0, and volume forces, F. The displace-
ments u are related to q and F by the 3D Green’s function g:

u�x,y,z� =� g�x − x�,z − z�,y,0�q�x�,z��dx�dz�

+� g�x − x�,z − z�,y,y��

�F�x�,z�,y��dx�dz�dy�. �A1�

As it has been shown in Ref. 9, in the far field from the
location of the sources, the Green’s function g�x ,z ,y ,y�� can
be written in the form

g = �
m

Em
�3���,y,y��

eikmr

	r
, �A2�

where cylindrical coordinates �r ,� ,y� are used and the 3D
modal excitability matrix, Em

�3�, is given by

Em
�3���,y,y�� = e−i�/4	 km

2�
Em

�2���,y,y�� . �A3�

The function Em
�2� is the 2D modal excitability matrix

and can be expressed in terms of mode shape as6

Em
�2���,y,y�� =

i�

4
wm��,y� · wm

�T��,y�� , �A4�

where � is the circular frequency, � denotes complex conju-
gation, and T represents transpose. The vector wm�� ,y� is the
power normalized displacements for mth mode propagating
in the � direction. Note that the vector wm�� ,y� is formed by
the rotation of the vector wm�0,y� about axis y by the angle
�.

Using Eqs. �A1� and �A4�, the following far-field ex-
pression for the total displacement field u can be obtained:

u = �
m

um
eikmr

	r
, um = fm���wm��,y� , �A5�

where fm is the modal directivity function, which is given by

fm��� =
ei�/4

4
�	 km

2�
�� wm

� ��,0�q�x�,z��

�e−ikm�x� cos �+z� sin ��dx�dz�

+� wm
� ��,y��F�x�,z�,y��

�e−ikm�x� cos �+z� sin ��dx�dz�dy�� . �A6�
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Electroacoustic analysis of an electret loudspeaker using
combined finite-element and lumped-parameter models
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An unconventional type of electrostatic loudspeaker is presented in this paper. The loudspeaker
made of thin, light, and flexible electret material lends itself well to the space-concerned
applications. Electrical impedance measurement reveals that the coupling between the electrical
system and the mechanical system is weak, which renders conventional parameter identification
based on electrical impedance measurement impractical. A different approach is thus employed to
model the electret loudspeaker. To predict the loudspeaker’s dynamic response, finite-element
analysis �FEA� is conducted on the basis of a simple model and a full model. In the simple model,
FEA is applied to model the electret membrane, leaving the rest of system as rigid parts. In the full
model, FEA is applied to model the entire membrane-spacer-back plate assembly. Velocity response
of the membrane subject to a uniformly distributed force is calculated using FEA harmonic analysis.
Mechanical impedance is then calculated with the velocity response. The acoustical impedance due
to the back cavity, pores, and the radiation loading at the front side is calculated by theoretical
formulas. The volume velocity of the membrane and the resulting on-axis sound pressure level are
predicted with electrical-mechanical-acoustical analogous circuits. The response data predicted by
the simulation compare very well with experimental measurements.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117377�

PACS number�s�: 43.38.Bs, 43.38.Ja, 43.40.Dx �AJZ� Pages: 3632–3640

I. INTRODUCTION

A flat type of loudspeaker based on electret technology
is presented in this paper. The loudspeaker is made of thin,
light, and flexible electret material, which lends itself very
well to space-concerned applications as demanded by many
3C �computer, communication, and consumer electronics�
products. This paper aims to model the electret loudspeaker
and assess the acoustical performance using a combined
finite-element and lumped-parameter model. Being able to
simulate the response of the transducer is crucial to optimiz-
ing the performance of this special type of transducer.

The principle of the electret loudspeaker resembles that
of electrostatic loudspeakers. An electrostatic loudspeaker
exploits the varying electrostatic force generated between
two charged plates separated by an air gap. In the 1930s,
there were a number of practical electrostatic loudspeakers
invented.1 McLachlan2 conducted theoretical investigations
of sound power and pressure at resonant and non-resonant
frequencies on a stretched-membrane electrostatic loud-
speaker. On the other hand, electret is a dielectric material
that has a quasi-permanent electric charge or dipole polariza-
tion. An electret generates internal and external electric
fields, and is the electrostatic equivalent of a permanent mag-
net. There is a similarity between electrets and the dielectric
layer used in capacitors; the difference being that dielectrics
in capacitors possess an induced polarization that is only
transient, dependent on the potential applied on the dielec-

tric, while dielectrics with electret properties exhibit quasi-
permanent charge storage or dipole polarization in addition.
Paajanen et al.3 modeled the electret film using a simplified
model involving multiple parallel air gaps. Reciprocity of the
sensor and actuator is demonstrated experimentally using the
model. Mellow and Karkkainen4 calculated the free-space
radiation of a tensioned circular membrane. Near-field and
far-field pressure responses and efficiency were calculated
based on the diaphragm impedance. The on-axis pressure
response calculated using this method was compared with
that obtained using a finite-element model. Medley et al.5

analyzed an electrostatic transducer analytically and numeri-
cally. The frequency response of the transducer with layered
construction was calculated and compared with experimental
data.

Electret transducers have advantage over conventional
electrostatic transducers to enable simple and compact elec-
troacoustic construction without external polarization circuit
and power supply. A celebrated example is the electret con-
denser microphone invented at Bell laboratories in 1962 by
Sessler and West,6 using a thin metalized Teflon foil. Rather
than the well established microphone technology, the recip-
rocal application of electret material to loudspeakers is at-
tempted in this paper. Over the past years, various polymer
materials such as polyethylene, polystyrene, polyurethane,
polyethyleneterephtalate, Teflon �FEP and PTFE�, polyvi-
nylidene fluoride, and polypropylene �PP� have been used as
electret materials.7,8 These are usually homogeneous solid
materials. Paajanen et al.8 suggested a new multipurpose ma-
terial, electromechanical film �EMFi�. The EMFi is a thin,
cellular, biaxially oriented PP film that can be used as an

a�Author to whom correspondence should be addressed. Electronic mail:
msbai@mail.nctu.edu.tw
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electret. Having a special voided internal structure and high
resistivity, it is capable of storing large permanent charge.
EMFi can be applied to sensors, switches, loudspeakers, spe-
cial transducers, etc. Saarimaki et al.9 developed heat-
resistive sensors and actuators using electromechanical
cyclo-olefin-based polymer films. They described in detail
the manufacturing of electromechanical and electrostatic
transducers used in the audible frequency range. Recently,
Chiang and Chen10 proposed a new flexible electret loud-
speaker using nano-technology. The electret diaphragms are
fabricated using fluoro-polymer with nano-meso-micro pores
precharged by the corona method. Heydt et al.11 measured
the acoustical response produced by electrostrictive polymer
film loudspeakers. Measurements of harmonic distortion are
also shown, accompanied with results demonstrating reduced
harmonic distortion achieved using a square-root wave shap-
ing technique.

This paper aims at establishing a simulation platform for
electret loudspeakers with the main structure consisting of a
membrane, a spacer grid, and a back plate. Due to the effect
of the spacer grid, the membrane is rigidly constrained at the
grid such that the motional impedance presented in the ter-
minal electrical impedance is almost negligible. As we shall
see later in the presentation, the characteristics of the me-
chanical system are not present in the electrical domain and
the effective electrical impedance resembles that of a capaci-
tor. Electrical impedance measurement reveals that the cou-
pling between the electrical system and the mechanical sys-
tem is weak, which renders conventional parameter
identification based on electrical impedance measure-
ment12–14 impractical in the case of electret loudspeakers. In
this paper, a different approach is thus employed to model
the electret loudspeaker by taking advantage of the fact that
the electrical and the mechanical systems are weakly
coupled. Specifically, the electrical response is treated as a
capacitor without considering the mechanical loading,
whereas the mechanical response is calculated by using the
unloaded electrical response as the input to the mechanical
systems. Finite-element analysis �FEA� is employed in a
simple model as well as a full model to predict the loud-
speaker’s dynamic response. The FEA model is tuned by
matching the resonance frequency predicted by a single-cell
model with the velocity response measured by a laser vibro-
meter. The mechanical impedance is estimated by the aver-
age velocity response subjected to a uniformly distributed
force. Furthermore, the acoustical impedance due to the back
cavity, pores, and the radiation loading at the front side is
calculated by the theoretical formulas. Using this hybrid
model, the volume velocity of the membrane and the on-axis
sound pressure level �SPL� can be calculated with accuracy.

II. OPERATING PRINCIPLES OF AN ELECTRET
LOUDSPEAKER

A sample of electret loudspeaker with length 101 mm
and width 41 mm is shown in Figs. 1�a� and 1�b�. The main
structure of the loudspeaker includes a membrane �nano-
porous fluoro-polymer�, a spacer grid, and a perforated back
plate �stainless steel� with 24.15% perforation ratio. The gap
between the membrane and the back plate is 100 �m. Figure

1�c� is the top-view of the loudspeaker structure, where the
arrangement of the spacer grid is shown. The time-varying
attraction force between the back plate and the membrane
gives rise to the motion of the membrane. The device per se
is a capacitor with capacitance varying with the distance be-
tween the membrane and the back plate, as shown in Fig.
2�a�. The static attraction force �Coulomb force� between the
membrane and the back plate can be calculated using the
following formula:

F0 =
�S

2

E0
2

d2 . �1�

The dielectric constant � is given by

� =
C0d

S
, �2�

where S is the area of action, E0 is the effective dc bias
voltage due to the precharged electret, d is the distance be-
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(b)
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FIG. 1. The electret loudspeaker. �a� Photo �front view�. �b� Photo �rear
view�. �c� Schematic showing the perforated back plate and the spacer grid.
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tween the membrane and the back plate, and C0 is the static
capacitance. Assume that the membrane motion is small and
the gap between the membrane and the back plate is nearly
constant. The dynamic attraction force produced by the driv-
ing voltage can be approximated as

f = �S
E0e

d2 , �3�

where e is the driving voltage. The electret loudspeaker can
be modeled with the electroacoustic analogous circuit in Fig.
2�b�. The linearized ac dynamic equation can be expressed as
follows:

e = ZEi +
1

j�CEM
uM , �4�

f =
1

j�CEM
i + ZMuM , �5�

where

ZE =
1

j�C0
, �6�

CEM =
�S

q0
, �7�

i is the current, uM is the membrane velocity, ZM is the
�open-circuit� mechanical impedance of the diaphragm, ZE is
the �blocked� electrical impedance, q0 is the static charge,
and C0 is the static capacitance. Equations �4� and �5� can
also be expressed in matrix form

�e

f
� = � ZE

1

j�CEM

1

j�CEM
ZM

�� i

uM
� . �8�

The fact that the impedance matrix is symmetric indicates
that the device is a reciprocal transducer �XDCR� with an
associated transduction factor �

� =
C0E0

d
=

C0

CEM
. �9�

Equations �4� and �5� can be rewritten as

e =
1

j�C0
ic, �10�

f =
�

j�C0
ic + ZmsuM , �11�

where

ic = i + �uM , �12�

Zms = ZM −
1

j�C0/�2 . �13�

Zms is the short-circuit mechanical impedance, which is the
sum of the open-circuit mechanical impedance ZM and a
negative capacitor �−C0 /�2�. The negative capacitor can be
removed if controlled sources are used in lieu of the trans-
former coupling.

Figure 2�c� shows the circuit with the mechanical sys-
tem reflected to the electrical domain. Zme is the motional
impedance reflected to the electrical domain from mechani-
cal system.

Zme =
Zms

�2 . �14�

Since the transduction factor ��� is very small, the mechani-
cal impedance reflected to the electrical domain effectively
becomes an open circuit. This is why the mechanical char-
acteristics would not appear in the electrical impedance. In
the following, we shall verify this point by using a practical
measurement and FEA.

The terminal electrical impedance is measured from
400 Hz to 10 kHz using a 1.5 Vrms sweep-sine input. Figure
3�a� shows the experimental arrangement for the measure-
ment, with symbols defined in the figure
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FIG. 2. The electret loudspeaker. �a� Cross-section. �b� Electroacoustic
analogous circuit. �c� Analogous circuit reflected to the electrical domain.
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Ze =
egG − er

er
R , �15�

where G is the gain of the voltage amplifier and Ze is the
terminal electrical impedance. The measured electrical im-
pedance is shown in Fig. 3�b�. It can be observed from the
figure that the measured electrical impedance fits very well
with the impedance of an ideal capacitor because the elec-
tromechanical coupling is weak enough to conceal the mo-
tional impedance.

	Ze	 =
1

�C0
. �16�

Although the mechanical parameters cannot be extracted
from the measured electrical impedance, the static capaci-
tance �C0� can still be estimated as follows:

log C0 = − log � − log	Ze	 . �17�

Using this formula, the static capacitance �C0� can be esti-
mated from the impedance log-log plot to be 7.9577
�10−10 F. For the electret loudspeaker sample under test, the
effective dc bias voltage �E0� is approximately 600 V, the
gap between the membrane and back plate is 0.1 mm, and
the applied voltage �e� is 20 Vrms. Thus, the dielectric con-
stant ��� is estimated by Eq. �2� to be 1.9217�10−11. The
transduction factor ��� calculated using Eq. �9� is 0.0048.
The static and dynamic attraction forces estimated using Eqs.
�1� and �3� are 1.4324 N and 0.0955 Nrms, respectively.

III. THE MODEL OF THE ELECTRET LOUDSPEAKER

As mentioned previously, the electrical impedance of the
electret loudspeaker is predominantly capacitive without be-
ing influenced by the motional impedance, meaning the elec-
tromechanical coupling is extremely weak. Therefore, the
parameter identification based on electrical impedance mea-
surement is not applicable to the electret loudspeaker. An
alternative approach for modeling the electret loudspeaker
will be presented next.

A single-cell model, a simple model, and a full model
based on FEA are developed to model the electret loud-
speaker. Specifically, FEA is applied to a single-cell on the
membrane in the single-cell model, and FEA is applied to the
membrane in the simple model, leaving the rest of system as
rigid parts, whereas FEA is applied to the entire membrane-
spacer-back plate assembly in the full model. The FEA is
carried out with the aid of ANSYS®.15 In the single-cell
model, the natural frequencies and the mode shapes of the
membrane are calculated by the FEA modal analysis. This
FEA result combined with the laser vibrometer measurement
determines the material constants of the membrane. To
evaluate the mechanical impedance of the membrane, the
displacement frequency response of the membrane is calcu-
lated and converted into velocity by using the FEA harmonic
analysis. The ratio of the external force to the mean velocity
of diaphragm in mechanical system is defined as the open-
circuit mechanical impedance ZM. In order to facilitate the
integration of the mechanical system, the open-circuit me-
chanical impedance �ZM� defined in the following lumped-
parameter two-port formalism is calculated using the com-
plex velocity response.

ZM =
F

ū
, �18�

where F is an external force applied in the finite-element
model and ū denotes the mean of the complex velocity,
which is obtained by the FEA harmonic analysis. Moreover,
the impedance Zme that is reflected from the mechanical do-
main to the electrical domain can be calculated by Eq. �14�.
Figure 4 compares 	Zme	 and the electrical impedance 	ZE	. It
can be observed from the figure that 	Zme	 is much greater
than 	ZE	. Therefore, the mechanical impedance reflected to
the electrical domain effectively becomes an open circuit.
The mechanical characteristics would not appear in the elec-
trical impedance. This justifies the weak coupling assertion
between the electrical and the mechanical systems.

The FEA simulation is based on both the simple and the
full models. The mechanical impedances are calculated using
harmonic analysis of FEA. The mean velocity uM can be
obtained by solving the electrical-mechanical-acoustical
analogous circuits of Fig. 2�b�. From a membrane with ef-
fective area SD, the on-axis pressure at a far field distance r
can be calculated using the simple source model

p�r� =
j�0�UM

2�

e−jkr

r
, �19�

where UM =SDuM is the volume velocity, �0 is the density of
air ��0=1.21 kg /m3�, and k is the wave number.
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FIG. 3. �Color online� The electrical impedance measured at the terminals
of the electret loudspeaker. �a� Experimental arrangement. �b� The frequency
response of the measured electrical impedance.
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The FEA simulation is based on both simple and full
models.

A. The single-cell model and the simple model

In the simple model, it is assumed that the back plate
and the spacer are rigid, while the FEA models only the
flexible membrane of the electret loudspeaker. The mem-

brane is modeled with the element “shell 41,” which is a
three-dimensional element allowing membrane �in-plane�
stiffness but no bending �out-of-plane� stiffness. The element
has four nodes and three degrees of freedom �Ux, Uy, and Uz�
at each node.

We begin with tuning the single-cell FEA model with
reference to the laser velocity response measurement. The
mesh used in the finite-element model of a single-cell is
shown in Fig. 5. The boundary conditions are selected such
that all degrees of freedom for the outer edge of the single-
cell and the displacements at the spacer are zero. Using this
approach, the determined material constants of the mem-
brane are summarized in Table I.

Next, the simple FEA model and the associated mesh of
the membrane are shown in Fig. 5. The boundary conditions
are selected such that all degrees of freedom for the outer
edge of the membrane and the displacements at the spacer
are set to be zero. The complex velocity and mechanical
impedance are calculated using the FEA harmonic analysis.
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FIG. 4. The comparison between the frequency response functions of Zme

and ZE.
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FIG. 5. �Color online� The mesh plot of the simple FEA model and single-cell FEA model of the membrane.

TABLE I. Material properties of the electret loudspeaker.

Parameters Spacer and back plate Membrane

Young’s modulus �N /m2� 201�109 82�109

Poisson’s ratio 0.28 0.3
Density �kg /m3� 8000 700
Thickness �m� 17�10−3 32�10−6
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B. The full FEA model

In the full model, FEA is applied to the whole structure
of the electret loudspeaker consisting of the membrane, the
spacer grid, and the back plate.16 The material constants as-
sumed in the FEA are those obtained in the single-cell model
�Table I�. The membrane, the spacer, and the back plate are
modeled using “shell 41,” “solid 45,” and “shell 63,” respec-
tively. The solid 45 element has eight nodes and three de-
grees of freedom �Ux, Uy, and Uz� at each node. The shell 63
element has four nodes and six degrees of freedom, �Ux, Uy,
Uz, ROTx, ROTy, and ROTz� at each node. The finite-element
mesh is shown in Fig. 6. The boundary conditions are se-
lected such that all degrees of freedom for the outer edge of
the electret loudspeaker are zero. The attraction forces be-
tween the back plate and membrane are calculated using Eqs.
�3� and �4�. The effective mechanical impedance of the loud-
speaker can also be established via the FEA harmonic analy-
sis, as that of the simple model.

C. Modeling of the acoustical enclosure

Apart from the electrical and the mechanical systems,
the modeling of the electret loudspeaker takes into account
the acoustical loading resulting from the perforation of the
back plate and the cavity between the back plate and the
membrane. The back plate has 1000 square holes uniformly
distributed over the metal sheet �perforation ratio=24.15%�.
The acoustical impedance of the perforation can be written
as14

ZAP = RAP + j�MAP, �20�

RAP =
�0

N�ah
2

2��� tp

ah
+ 2�1 −

�ah
2

b2 �� , �21�

MAP =
�0

N�ah
2�tp + 1.7ah�1 −

ah

b
�� , �22�

where N is the number of holes of the back plate, � is the
kinematic coefficient of viscosity ��=1.56�10−5 m2 /s�, ah

is the equivalent radius of the hole, b is the spacing between
the center of the adjacent holes, and tp is the thickness of the
back plate. The cavity can be modeled as acoustic compli-
ance

CA =
V

�0c2 , �23�

where V is the volume of cavity and c is the speed of sound
�c345 m /s at the room temperature�. The analogous cir-
cuit of the acoustical system of the electret loudspeaker is
shown in Fig. 2�b�. In particular, the circuit parameters to
approximate radiation impedance are given by14

MA1 =
8�0

3�2ah
, �24�

RA1 =
0.4410�0c

�ah
2 , �25�

RA2 =
�0c

�ah
2 , �26�

CA1 =
5.94ah

3

�0c2 . �27�

The FEA-based simulation procedure for the electret
loudspeaker can be summarized as follows.

�1� Obtain the resonance frequencies and velocity response
from the single-cell FEA model of membrane.

�2� Measure the membrane velocity by a laser vibrometer
and compare the data with the FEA results. Tune the
FEA model with the experimental data.

�3� Using the simple FEA model, obtain the complex veloc-
ity response of the membrane via FEA harmonic analy-
sis.

�4� Using the full FEA model, obtain the complex velocity
response of the membrane via FEA harmonic analysis.

�5� Calculate the mechanical impedance �ZM� based on the
complex velocity response.

�6� Calculate the acoustical impedance �ZA� due to the per-
forated back plate and the cavity by the theoretical for-
mulas and combine the mechanical impedance and the
acoustical impedance to form a coupled lumped-
parameter model.

�7� Calculate the volume velocity using the coupled model.
Calculate the on-axis pressure based on the volume ve-
locity response.

�8� Compare the measured on-axis pressure with the re-
sponse simulated using the simple and full FEA models.

IV. NUMERICAL AND EXPERIMENTAL
INVESTIGATIONS

Experimental investigation was undertaken to validate
the proposed simulation models of the electret loudspeaker.
The experimental arrangement for an electret loudspeaker
sample is shown in Fig. 7. The electret loudspeaker is
mounted on a baffle of length 1650 mm and width 1350 mm
according to the standard AES2-1984 �R2003�.17 On-axis
SPL and total harmonic distortion �THD� of the electret loud-
speaker are measured using this setup. A 20 Vrms swept-sine
signal is used to drive the electret loudspeaker in the fre-

membrane

spacer

back plate

FIG. 6. �Color online� The full FEA model of the electret loudspeaker.
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quency range 20 Hz–20 kHz. The on-axis SPL is measured
by using a microphone positioned at 10 cm away from the
loudspeaker.

A. Comparison of the measured and the simulated
responses

Simulation of the membrane response was carried out
using the single-cell finite-element model. The fundamental
resonance frequency predicted by the FEA modal analysis is
849.43 Hz, with the associated mode shape shown in Fig.
8�a�. Using the FEM harmonic analysis, complex displace-
ment is calculated and converted into the velocity. The fun-
damental resonance frequency of the velocity response mea-
sured using the laser vibrometer is 818.75 Hz, which is in
close agreement with the foregoing FEA result. Figure 8�b�
compares the velocity responses obtained from the experi-
ment and simulation. Except for some minor discrepancies at
high frequencies, the simulated responses �dotted lines� com-
pare well with those of the measured results �solid lines�.
Some peaks of the measured frequency response may corre-
spond to unmodeled high-order modes of the membrane.
Those modes cannot be predicted by the single-cell model.

On the basis of the material constants determined in the
single-cell model, simulation can be conducted for the elec-
tret loudspeaker using the simple and the full models. FEA
modal analysis reveals that the fundamental resonance fre-
quency of the simple model is 811.6 Hz, with the associated
mode shape shown in Fig. 9�a�. In the fundamental mode, a
drumming motion appears locally in phase at every cell of
the membrane. The fundamental resonance frequency found
in the full model is 789.3 Hz, with the associated mode
shape shown in Fig. 9�b�. Clearly visible is that the entire
membrane-spacer-back plate assembly moves in phase col-
lectively in this fundamental mode.

Next, the mechanical impedance of the membrane is cal-
culated with the aid of the FEA harmonic analysis. Combin-
ing the mechanical impedance and the acoustical impedances
due to the cavity and radiation enables the estimation of the
volume velocity produced by the electret loudspeaker, with
which the on-axis SPL can be calculated. Figure 10 com-
pares the on-axis SPL obtained from the simulation and the
experiment, respectively. The FEA simulation is based on
both the simple and the full models. It can be observed that
in lower frequencies the on-axis SPL response predicted by

the FEA simple model is in good agreement with the mea-
surement. The discrepancy between the measured low-
frequency response and the FEA full model could be due to
the effect of the spacer and the back plate, which may induce
some unmodeled low-frequency motions. In high frequen-
cies, however, the simple model fails to capture the response
due to the flexural modes of the structure. By contrast, the
FEA full model seems to have predicted the high-frequency
response better than the simple model. The on-axis SPL re-
sponse calculated using the full FEA model matches reason-
ably well the measured response.

B. Nonlinear distortion

In order to assess the nonlinear distortion of the electret
loudspeaker, THD is calculated from the measured frequency
response of the on-axis SPL.18

THD =

p2f

2 + p3f
2 + ¯ + pnf

2

p1f
� 100 % , �28�

where pnf is the sound pressure magnitude of the nth har-
monic in the spectrum and p1f is the sound pressure magni-

electret loudspeaker

microphone

signal
generator

analyzer

FIG. 7. �Color online� Experimental arrangement of the on-axis SPL mea-
surement for the electret loudspeaker.

(a)

(b)

FIG. 8. �Color online� The simulation results obtained using the single-cell
FEA model. �a� The fundamental mode shape of membrane. �b� Comparison
of the simulated velocity response with the measured response.

3638 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Bai et al.: Electroacoustic analysis of an electret loudspeaker



tude of the input fundamental frequency. The measured THD
of the electret loudspeaker sample is shown in Fig. 11. It can
be observed that the average THD is about 17% and the THD
is greater than 10% in the frequency range above the funda-
mental resonance frequency. The maximum THD even
reaches about 20% in the range 2–3 kHz. It may be caused
by the structural resonance of the loudspeaker. Informal lis-
tening tests revealed that ringing artifact is audible for some
music signals involving percussion instruments.

V. CONCLUSIONS

A simulation technique for an electret loudspeaker based
on the FEA alongside electroacoustical modeling has been

presented in this paper. As an early attempt for the transducer
of this kind, the loudspeaker element has an extremely low
sensitivity. The coupling from the mechanical to the electri-
cal circuit was simply too low to make parameter measure-
ments based on electrical impedance measurements. Due to
the weak coupling between the electrical and the mechanical
systems, the electrical impedance-based parameter identifica-
tion procedure is not applicable to the electret loudspeaker.
An alternative approach has been presented in the paper to
model the electret loudspeaker. FEA was exploited for mod-
eling the loudspeaker with a simple model and a full model.
The mechanical impedance, the volume velocity of mem-
brane, and the on-axis pressure can be predicted using the
coupled electroacoustical model.
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A well-designed condenser microphone backplate is very important in the attainment of good
frequency response characteristics—high sensitivity and wide bandwidth with flat response—and
low mechanical-thermal noise. To study the design optimization of the backplate, a 26 factorial
design with a single replicate, which consists of six backplate parameters and four responses, has
been undertaken on a comprehensive condenser microphone model developed by Zuckerwar.
Through the elimination of insignificant parameters via normal probability plots of the effect
estimates, the projection of an unreplicated factorial design into a replicated one can be performed
to carry out an analysis of variance on the factorial design. The air gap and slot have significant
effects on the sensitivity, mechanical-thermal noise, and bandwidth while the slot/hole location
interaction has major influence over the latter two responses. An organized and systematic approach
of designing the backplate is summarized.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125322�

PACS number�s�: 43.38.Kb, 43.38.Bs, 43.38.Ar, 43.58.Ta �AJZ� Pages: 3641–3649

I. INTRODUCTION

Microphones are acoustic transducers that convert an in-
cident pressure into a corresponding output voltage. The con-
denser �or capacitive� type of microphones stands out due to
high sensitivity, excellent noise immunity, good stability, and
flat frequency response. A deformable elastic diaphragm,
which detects pressure variations, and a perforated rigid
backplate constitute a pair of sensing electrodes, which be-
haves like a variable capacitor. Fine arrangement of perfo-
rated holes in the backplate weakens the air damping effect,
which ensures a flat frequency response and reduces the
mechanical-thermal noise1 as well. For condenser micro-
phones, an optimized viscous damping value has its origin in
a well-designed backplate structure.2 Thus, other than the
function of an electrode, the backplate also has an important
task in shaping the frequency response characteristics and
determining the mechanical-thermal noise of the micro-
phone.

The condenser microphone is a complex acoustical elec-
tromechanical system, which consists of tightly coupled
acoustical, electrical, and mechanical elements. A common
modeling approach to evaluate the microphone performance
is the lumped-element method.3,4 In this method, via simple
analytical expressions, mass, compliance, and damping have
their equivalent electrical counterparts in inductance, capaci-

tance, and resistance, respectively. Another modeling ap-
proach is the finite element method.5,6 An accurate, but more
complicated, modeling approach has been described by
Zuckerwar7,8 and verified with very good accuracy.7–9 This
approach also provides an accurate expression for the air
resistance term due to mechanical losses in the air gap, slot,
and holes.

In this paper, a systematic investigation into the design
optimization of the microphone backplate is carried out
based on the comprehensive modeling approach of Zucker-
war via the design of experiment �DOE� technique. The DOE
technique is particularly helpful to learn more about a spe-
cific process or system with the ultimate aim of further op-
timization and has already demonstrated its capability in
many engineering applications.10,11 So far, to the best of our
knowledge, a detailed systematic optimization of the back-
plate parameters has not been reported. For previous reported
work,3–6 the backplate parameters are determined on the ba-
sis of simple analytical expressions and the prior experience
of the authors. However, with a systematic design methodol-
ogy in place, any design optimization work can be simplified
greatly.

A factorial design12 is an effective method to study and
screen out the main effects and interactions of several factors
in an experiment setting. In a typical factorial design, every
possible combination run of all involved factors can be in-
vestigated. One important special class of the factorial design
is the 2k factorial design, in which there are k factors at only
two levels each. The 2k factorial design is particularly useful
in the initial stages of the research work, where there are

a�Author to whom correspondence should be addressed. Electronic mail:
mjmmiao@ntu.edu.sg
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many unknowns, to screen out the important factors for fur-
ther optimization work. However, since there are only two
levels for each factor, the assumption of almost linearity over
the range of the factor levels may not be valid. In addition,
any interaction terms can only contribute a little curvature to
the response surface function. Thus, in some cases, the
second-order quadratic effects may have to be considered.
Very often, limited resources only justify a single replicate of
the design combination to be run. Then, a special case of the
2k factorial design �unreplicated factorial design� occurs, in
which only a single replicate is allowed in every run, with
the assumption that the random error �or noise� in the system
is reasonably small. Since there is only one replicate, there is
no internal estimate of error.

In this work, which is a more in-depth study of our
previous ones,2,9 since the primary objective is to study the
design optimization of the backplate by identifying the main
effects and any significant interactions via the 2k factorial
design, it is not strictly a must to consider the potential effect
of non-linearity. And since the 2k factorial design is carried
out on analytical expressions, there are no random errors
during the factorial run. Thus, the single replicate of the 2k

factorial design approach is the most appropriate for this de-
sign optimization work. If a main effect of an unreplicated 24

factorial design is not significant and all interactions involv-
ing that effect are negligible, then that main effect can be
removed from the design so that it becomes a 23 factorial
design with two replicates. Then, an analysis of variance
�ANOVA� can be performed on the remaining main effects
and interactions. Thus, this concept of projecting an unrepli-
cated factorial design into a replicated one with fewer factors
is very useful in the factorial design.

II. CONDENSER MICROPHONE THEORY

The theory of the condenser microphone will be briefly
described, which follows the modeling approach of
Zuckerwar.7,8 The theoretical considerations are based on a
circular diaphragm of radius a.

A. Microphone sensitivity

The open-circuit sensitivity7,8 of the condenser micro-
phone can be expressed by

Moc = MeMm =
Eo

ho
�1 −

b2

2a2�� 1

TK2

J2�Ka�
J0�Ka� + D���� , �1�

where Me is the electrical sensitivity, Mm is the mechanical
sensitivity, ho is the average air gap distance between the
diaphragm and the backplate due to the electrostatic deflec-
tion caused by the polarization voltage Eo, b is the backplate
radius, a is the diaphragm radius, T is the diaphragm tension,
� is the angular frequency, and J0�Ka� and J2�Ka� are the
zero- and second-order Bessel functions of Ka, respectively,
while K, which is the wave number of sound in the dia-
phragm, and D���, which is the air layer damping term �a
dimensionless quantity�, can be expressed, respectively, by

K = ���M

T
�1/2

, �2�

where �M is the mass surface density of the diaphragm and

D��� =
j4��oJo�Ka�

�TJ2�Ka� �
m=0

� �− j�� ym

yo
�

+ �
s=1

q � fs

yo
�ss�mJo��mas�	

�
1

TmJ0��ma�
 J2�Ka�	�m�
4K2a2 +

J1�Ka��1 − 	�m��
2Ka�K2a2 − �m

2 a2�� ,

�3�

where �o is the static air density �1.205 kg /m3� and J1�Ka�
is the first-order Bessel function of Ka. For further reading,
the detailed mathematical derivation of D��� can be found in
Refs. 7 and 8.

B. Mechanical-thermal noise

The background noise of a microphone is one of the
most important design specifications because it imposes a
restriction on the microphone sensitivity. The mechanical-
thermal noise, together with other sources of background
noise,13–15 establishes the lowest possible limit of acoustic
pressure16,17 that can be picked up by the microphone. Well
below the first resonant frequency of the diaphragm, the air
resistance7,8 can be expressed as

RA��� =
8�T Im�D�

���a2�2 , �4�

where Im�D� is the imaginary part of D���. The air resis-
tance RA, which is due to the viscous damping losses in the
air gap,18 slot, and holes,19 accounts for the mechanical-
thermal noise and it is frequency dependent. The background
noise pressure level �A-weighted� of the mechanical-thermal
noise9 can be expressed by

NT =�
f1

f2

4kBTRA�f�A2�f�df , �5�

where kB is the Boltzmann constant �1.38�10−23 J /K�, T is
the absolute temperature �K�, A�f� is the function of the
A-weighted filter, and f1 and f2 are 10 Hz and 20 kHz, re-
spectively. Therefore, the mechanical-thermal noise of the
microphone is dependent on the amount of viscous damping
that is present in the mechanical structure.

C. CA /CM ratio

Well below the first resonant frequency of the dia-
phragm, the diaphragm compliance7,8 and air layer com-
pliance7,8 can be expressed, respectively, as

CM =
��a2�2

8�T
, �6�
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CA��� =
��a2�2

8�T Re�D�
, �7�

where Re�D� is the real part of D���. Therefore, the CA /CM

ratio can be expressed as

CA

CM
=

1

Re�D�
. �8�

This ratio determines whether the diaphragm or the underly-
ing air layer controls the microphone sensitivity. The dia-
phragm is the better choice as the air layer is much more
temperature sensitive and less stable. For this to be realized,
CA should be larger than CM.

III. DESIGN OF EXPERIMENT

Table I tabulates the factor assignment of the six se-
lected backplate parameters—air gap �A�, absence or pres-
ence of a slot �B�, hole location �C�, hole number �D�, hole
radius �E�, and backplate thickness �F�—and their respective
assigned values. The hole location is defined by one radius
ring from the backplate center. Other microphone
parameters9,20 used for the factorial design are listed in Table
II. From Table II, a diaphragm value of 170 N/m is selected
so that an analysis can be performed on a workable micro-
phone design.20 For the 26 factorial design, a total of 64
single-replicate simulation runs have been performed as
tabulated partially in Table III. The four desired responses

are the open-circuit sensitivity �250 Hz�, A-weighted
mechanical-thermal noise, bandwidth �
3 dB�, and CA /CM

ratio �250 Hz�.

A. Open-circuit sensitivity

Figure 1 illustrates the normal probability plot of the
effect estimates for the open-circuit sensitivity for the single-
replicate 26 factorial design. Negligible effects, which are
normally distributed, tend to lie along a straight line while
significant effects are far away from it. Thus, the normal
probability plot is an excellent method to identify and isolate
the main effects and any important interactions of the facto-
rial design. From Fig. 1, the significant effects are the main
effects of A ��2.450� and B ��3.350� without any significant
interactions. Figure 2 illustrates the main effects of A and B
and both are negative. Therefore, a high sensitivity can be
attained when A and B are at the low level.

Since the main effects of C, D, E, and F are not signifi-
cant and all interactions involving them are negligible, they
can be discarded from the 26 factorial design so that it be-
comes a 22 factorial design in A and B with 16 replicates.
Table IV tabulates the open-circuit sensitivity data �rear-
ranged from Table III� of the 22 factorial design in A and B
with 16 replicates. As Table IV only tabulates the average
sensitivity data of the 16 replicates, it does not reveal that all
16 replicates of each run have the same value. However,

TABLE II. Other microphone parameters used for the factorial design.

Parameters Symbol Value

Diaphragm radius a 1.95 mm
Diaphragm thickness d 0.5 �m
Diaphragm mass surface density �M 0.0015 kg /m2

Diaphragm tension T 170 N/m
Backplate radius b 1.4 mm
Backchamber volume V 7.6�10−8 m3

Polarization voltage Eo 200 V
Preamplifier input capacitance Ci 0.4 pF
Stray capacitance Cs 5.1 pF

TABLE I. Assignment of factors and backplate parameters in the 26 facto-
rial design.

Parameters Assigned factor � +

Air gap A 20 �m 25 �m
Slot B Presence Absence
Hole location C 0.55 mm 1.2 mm
Hole number D 4 8
Hole radius E 40 �m 80 �m
Backplate thickness F 150 �m 300 �m

TABLE III. Partial list of data of the single-replicate �N=1� 26 factorial design.

Run No. Factor A Factor B Factor C Factor D Factor E Factor F
Run
label

Open-circuit
sensitivity

�dB ref. 1 V/Pa�
Bandwidth

�kHz�

Mechanical-thermal
noise

�dB�A��
CA /CM

ratio

1 � � � � � � �1� �33.2 15.0 23.0 16.1
2 + � � � � � a �35.6 20.0 19.8 16.1
3 � + � � � � b �36.5 2.5 30.6 16.1
4 + + � � � � ab �39.0 5.0 27.4 16.3
5 � � + � � � c �33.2 7.5 25.7 16.2
6 + � + � � � ac �35.6 12.0 22.6 16.2
: : : : : : : : : : : :
59 � + � + + + bdef �36.5 2.5 30.4 15.9
60 + + � + + + abdef �39.0 6.0 27.1 16.1
61 � � + + + + cdef �33.2 10.0 25.4 16.1
62 + � + + + + acdef �35.6 18.0 22.0 16.1
63 � + + + + + bcdef �36.5 10.0 25.6 16.1
64 + + + + + + abcdef �39.0 16.0 22.4 16.2
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these are revealed upon closer inspection of Table III under
the sensitivity data column, in which the four values of
�33.2, �35.6, �36.5, and 39.0 keep repeating themselves in
a cycle. The ANOVA for the data after the projection of the
unreplicated factorial design into a replicated one with two
factors is summarized in Table V. Table V cannot be
completed—F0 values cannot be computed—because the
sum of squares of the error is zero. This can be attributed to
all 16 replicates of each of the four runs in Table IV sharing
similar value as noted above. Nevertheless, by looking at the
mean square values in Table V, the significant effects are the
main effects of A and B without any significant interaction, a
similar conclusion that is also revealed by the normal prob-
ability plot of Fig. 1.

B. A-weighted mechanical-thermal noise

Figure 3 illustrates the normal probability plot of the
effect estimates for the A-weighted mechanical-thermal noise
for the single-replicate 26 factorial design. From Fig. 3, the
significant effects are the main effects of A ��3.188� and B
�4.006� and the BC interaction ��3.613�. Figure 4 illustrates
the main effects of A, B, and C and the interaction effect of
BC. The main effect of C is relatively insignificant ��0.937�
when compared to that of A and B. From Fig. 4�b�, there is a
significant interaction between B and C. When there are sig-
nificant interactions, examination of the main effects alone is
insufficient. As a result, both the main effects and the inter-

TABLE IV. Open-circuit sensitivity data of 22 factorial design in A and B
with 16 replicates.

Run No. Factor A Factor B
Average open-circuit sensitivity

�dB ref. 1 V/Pa� �N=16�

1 � � �33.2
2 + � �35.6
3 � + �36.5
4 + + �39.0

TABLE V. ANOVA for the open-circuit sensitivity in A and B.

Source of variation Sum of squares
Degrees

of freedom Mean square F0

A �air gap� 96.04 1 96.04 �

B �slot� 179.56 1 179.56 �

AB 0.04 1 0.04 �

Error 0 60 0
Total 275.64 63

FIG. 1. �Color online� Normal probability plot of the effect estimates for the
open-circuit sensitivity for the single-replicate 26 factorial design.

FIG. 2. �Color online� Main effect plots for the open-circuit sensitivity.

FIG. 3. �Color online� Normal probability plot of the effect estimates for the
A-weighted mechanical-thermal noise for the single-replicate 26 factorial
design.
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actions have to be considered together. Therefore, a low
mechanical-thermal noise can be attained when A is at the
high level and B and C are at the low level.

Since the main effects of D, E, and F are not significant

and all interactions involving them are negligible, they are
discarded from the 26 factorial design so that it becomes a 23

factorial design in A, B, and C with eight replicates. Table VI
tabulates the A-weighted mechanical-thermal noise data of

TABLE VI. A-weighted mechanical-thermal noise data of 23 factorial de-
sign in A, B, and C with eight replicates.

Run No. Factor A Factor B Factor C

Average
mechanical-thermal

noise
�dB�A�� �N=8�

1 � � � 22.9
2 + � � 19.6
3 � + � 30.5
4 + + � 27.3
5 � � + 25.6
6 + � + 22.3
7 � + + 25.9
8 + + + 22.8

TABLE VII. ANOVA for the A-weighted mechanical-thermal noise in A, B,
and C.

Source of variation
Sum of
squares

Degrees
of freedom Mean square F0

A �air gap� 162.56 1 162.56 2032.00
B �slot� 256.80 1 256.80 3210.00
C �hole location� 14.06 1 14.06 175.75
AB 0.09 1 0.09 1.13
AC 0.05 1 0.05 0.63
BC 208.80 1 208.80 2610.00
ABC 0.02 1 0.02 0.25
Error 4.71 56 0.08
Total 647.09 63

FIG. 4. �Color online� Main effect and interaction plots for the A-weighted mechanical-thermal noise: �a� A, B, and C and �b� B-C interaction.
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the 23 factorial design in A, B, and C with eight replicates.
The ANOVA for the data after the projection of the unrepli-
cated factorial design into a replicated one with three factors
is summarized in Table VII. From Table VII, since F0.05,1,56

�4.02, the significant effects are the main effects of A and B
and the BC interaction, which are also verified by the normal
probability plot of Fig. 3.

C. Bandwidth

Figure 5 illustrates the normal probability plot of the
effect estimates for the bandwidth for the single-replicate 26

factorial design. From Fig. 5, the most significant effects are
the main effects of A �5.117�, B ��9.227�, and E �3.820� and
the BC interaction �7.648� while the least significant effects
are the main effects of C ��1.539�, D �1.680�, and F
��1.195� and the interaction effects of AB ��1.820�, AE
�1.352�, BE ��1.117�, and BCE �1.695�. Figure 6 illustrates

FIG. 5. �Color online� Normal probability plot of the effect estimates for the
bandwidth for the single-replicate 26 factorial design.

FIG. 6. �Color online� Main effect and interaction plots for the bandwidth: �a� A, B, C, and E and �b� B-C interaction.
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the main effects of A, B, C, and E and the interaction effect
of BC. The main effect of C is the least significant of all four
factors while the main effects of A and B are larger than that
of E. Therefore, a large bandwidth can be attained when A
and E are at the high level and B and C are at the low level.

Since the main effects of D and F are not significant and
all interactions involving them are negligible, they are dis-
carded from the 26 factorial design so that it becomes a 24

factorial design in A, B, C, and E with four replicates. Table
VIII tabulates the bandwidth data of the 24 factorial design in
A, B, C, and E with four replicates. The ANOVA for the data
after the projection of the unreplicated factorial design into a
replicated one with four factors is summarized in Table IX.
From Table IX, since F0.05,1,48�4.05, the most significant
effects are the main effects of A, B, and E and the BC inter-

action while the least significant effects are the main effects
of C, D, and F and the AB, AE, BE, and BCE interactions.

D. CA /CM ratio

From Table III, the CA /CM ratio is around 16 for all
simulation runs, which indicate that the diaphragm controls
the sensitivity. Figure 7 illustrates the normal probability plot
of the effect estimates for the CA /CM ratio for the single-
replicate 26 factorial design. From Fig. 7, there are no sig-
nificant main effects and interactions. As such, the ANOVA
on the CA /CM ratio data is not necessary.

IV. DISCUSSION

Table X illustrates a summary of the main effects and
interactions for the open-circuit sensitivity, A-weighted
mechanical-thermal noise, and bandwidth. For best micro-
phone performance, the backplate parameters should be set
to A− and B− for sensitivity; A+, B−, and C− for
mechanical-thermal noise; and A+, B−, C−, and E+ for band-
width. Upon closer examination, a design conflict involving
the air gap �A� is clearly observed. A smaller air gap �A−� is
required for higher sensitivity but it is at the expense of
narrower bandwidth and higher mechanical-thermal noise.
On the contrary, a larger air gap �A+� is desired for lower
mechanical-thermal noise and wider bandwidth but it is at
the expense of lower sensitivity. In addition, if the air gap is
too large, a resonant peak can be observed at the resonant
frequency coupled with further loss in sensitivity. Thus, there
appears to be an optimized air gap value to ensure a good
performance compromise between the sensitivity,
mechanical-thermal noise, and bandwidth.9 From Table X, it
is obvious that the presence of a slot �B−� around the circum-
ference of the backplate enhances both the sensitivity and
bandwidth and lowers the mechanical-thermal noise.9

As illustrated in Table X, the BC interaction is signifi-
cant for both the mechanical-thermal noise and bandwidth
but the main effect of C is relatively insignificant for both
cases. Although C is least significant as compared to A and
B, it does play an important role in both the mechanical-
thermal noise and bandwidth by virtue of its interaction with

TABLE VIII. Bandwidth data of 24 factorial design in A, B, C, and E with
four replicates.

Run No. Factor A Factor B Factor C Factor E

Average
bandwidth

�kHz� �N=4�

1 � � � � 14.9
2 + � � � 20.8
3 � + � � 2.5
4 + + � � 5.0
5 � � + � 7.5
6 + � + � 12.3
7 � + + � 6.8
8 + + + � 8.7
9 � − � + 19.1

10 + � � + 28.9
11 � + � + 2.6
12 + + � + 6.0
13 � � + + 9.9
14 + � + + 17.3
15 � + + + 9.9
16 + + + + 15.3

TABLE IX. ANOVA for the bandwidth in A, B, C, and E.

Source of variation
Sum

of squares
Degrees of

freedom Mean square F0

A �air gap� 418.97 1 418.97 163.02
B �slot� 1362.07 1 1362.07 529.99
C �hole location� 37.90 1 37.90 14.75
E �hole radius� 233.52 1 233.52 90.86
AB 53.02 1 53.02 20.63
AC 1.06 1 1.06 0.41
AE 29.23 1 29.23 11.37
BC 935.98 1 935.98 364.19
BE 19.97 1 19.97 7.77
CE 3.17 1 3.17 1.23
ABC 6.09 1 6.09 2.37
ABE 1.20 1 1.20 0.47
ACE 0.43 1 0.43 0.17
BCE 45.99 1 45.99 17.89
ABCE 3.63 1 3.63 1.41
Error 123.17 48 2.57
Total 3275.40 63

FIG. 7. �Color online� Normal probability plot of the effect estimates for the
CA /CM ratio for the single-replicate 26 factorial design.
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B. Figures 8�a� and 8�b� illustrate the effect of the BC inter-
action on the frequency response and the mechanical-thermal
noise voltage spectrum density plots, respectively. From Fig.
8, the B−C− factor combination presents the best perfor-
mance characteristics—highest sensitivity, widest bandwidth,
and lowest mechanical-thermal noise—of all four BC factor
combinations. With reference to the B−C− factor combina-
tion, for the B−C+ factor combination, a significant increase

in mechanical-thermal noise and a significant reduction in
bandwidth are observed while the sensitivity remains un-
changed. Thus, when the hole location is shifted further
away from the backplate center, the performance deterio-
rates. Also clearly shown in Fig. 8, the B+C− factor combi-
nation results in the worst performance characteristics with
the lowest sensitivity, narrowest bandwidth, and highest
mechanical-thermal noise. Based on the results of the B−C
− and B−C+ factor combinations, one would expect that the
performance characteristics of the B+C+ factor combination
will be worse than those of the B+C− factor combination
when the hole location is shifted outwards from the back-
plate center. However, on the contrary, only the reverse situ-
ation is true as shown in Fig. 8. Therefore, the BC interaction
is an important consideration in the backplate design.

It should be apparent by now that Table X presents an
organized and systematic methodology of optimizing the
backplate design. As shown, the main effects of A �air gap�
and B �slot� appear to exert a significant influence on all
three performance parameters while the BC �slot/hole loca-
tion� interaction affects the mechanical-thermal noise and
bandwidth only. The main effect of E �hole radius� also has
an influence over the bandwidth but it is not as significant as
A and B. After the determination of the microphone size �i.e.,
diaphragm size�, the air gap thickness �A� and the slot width
�B� are determined next to achieve the desired open-circuit
sensitivity. For the slot width, there is an optimum size
criterion,8,21 which states that the ratio of the backplate ra-
dius to the diaphragm radius is 0.82. For the air gap thick-
ness, although a small air gap is desired for high sensitivity
�bearing in mind that a small air gap is detrimental to both
the mechanical-thermal noise and bandwidth�, it must not be
so small that both the mechanical-thermal noise and band-
width enhancements cannot be made by exploiting the other
remaining main effects. Thus, the selected air gap thickness
should be a good design compromise between the sensitivity,
mechanical-thermal noise, and bandwidth. In order to make
further enhancement to the mechanical-thermal noise after
the determination of the air gap thickness and the slot width,
the main effect of C �hole location� should be optimized due

TABLE X. Summary of the main and interaction effects for the open-circuit sensitivity, A-weighted
mechanical-thermal noise, and bandwidth.

Performance
parameters

Most
significant

main effects

Least
significant

main effects

Most
significant
interactions

Least
significant
interactions

Factor
level for best
performance

Open-circuit
sensitivity

A ��2.450� ¯ ¯ ¯ A−
B ��3.350� B−

Mechanical-
thermal noise

A ��3.188� C ��0.937� BC ��3.613� ¯ A+
B �4.006� B−

C−

Bandwidth A �5.117� C ��1.539� BC �7.648� AB ��1.820� A+
B ��9.227� D �1.680� AE �1.352� B−
E �3.820� F ��1.195� BE ��1.117� C−

BCE �1.695� E+

FIG. 8. �Color online� Effect of the BC interaction on �a� the frequency
response and �b� the mechanical-thermal noise voltage spectrum density
plots.
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to the significant BC interaction. The remaining parameters
of D, E, and F have negligible influence on the mechanical-
thermal noise.

Likewise, the bandwidth enhancement can also be si-
multaneously made with the mechanical-thermal noise en-
hancement by manipulating the main effect of C. After the
main effect of C, further enhancement to the bandwidth can
be achieved by optimizing the remaining main effects of D,
E, and F. The order of parameter optimization is suggested
by their effect estimates as tabulated in Table X. Since the
main effect of E �hole radius� has the highest effect estimate
�3.820� of all, it should be given the first priority for optimi-
zation. By this reasoning, the next in line for optimization is
the main effect of D �hole number� �1.680� and, finally, F
�backplate thickness� ��1.195�.

To summarize, first, the main effects of A and B are used
to maximize the open-circuit sensitivity with due consider-
ation given to the detrimental effect of a narrow air gap on
the mechanical-thermal noise and bandwidth. Second, for the
enhancement of both the mechanical-thermal noise and
bandwidth, the main effect of C is manipulated next by vir-
tue of the BC interaction. Finally, the main effects of E, D,
and F, in that order, are used to fine-tune the bandwidth to a
desired value.

V. CONCLUSION

A 26 factorial design with a single replicate has been
carried out on a comprehensive condenser microphone
model on the basis of six backplate design parameters and
four output responses. By eliminating the insignificant pa-
rameters via normal probability plots of the effect estimates,
a replicated factorial design is obtained so that an ANOVA
on the factorial design can be performed. The main effects of
air gap and slot are found to have significant influences over
the sensitivity, mechanical-thermal noise, and bandwidth
while the slot/hole location interaction has significant effects
on the latter two responses. The remaining main effects of
hole number, hole size, and backplate thickness have only
minor influences over the bandwidth. For the CA /CM ratio,
there are no significant main effects and interactions. The
DOE optimization approach also demonstrates the robust-
ness of the condenser microphone modeling approach of
Zuckerwar. Finally, an organized and systematic approach of
designing the backplate is summarized.
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The mode shapes of a tennis racket and the effects of vibration
dampers on those mode shapes
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The vibrational behavior of a tennis racket was studied using a speckle-pattern interferometry
system. Specifically, the first 12 mode shapes of a racket are shown and discussed. In addition, the
speckle-pattern interferometry system was used to compare the effects of four commercially
available vibration damping systems. It was found that these vibration dampers produce a variety of
effects on the vibrational behavior of the racket, though these effects may not be noticeable during
play. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3126343�

PACS number�s�: 43.40.At, 43.20.Ks �TDR� Pages: 3650–3656

I. INTRODUCTION

A great deal of research has been performed concerning
the mechanical behavior of the tennis racket.1–8 The purpose
of this project with regard to tennis rackets was twofold: to
observe the vibrational behavior of a tennis racket using a
speckle-pattern interferometry �SPI� system and to test the
effects of various commercially available vibrational damp-
ing systems on the vibrational behavior of a tennis racket
using that SPI system. While some publications have dis-
cussed specifically the vibrational behavior of the tennis
racket,7,8 as far as the author is aware, no research has em-
ployed SPI to directly observe the vibrational behavior of a
tennis racket and no research has yielded detailed informa-
tion regarding the first 12 mode shapes. In addition, several
authors studied the effects of vibration dampers on the me-
chanical performance of the tennis racket,9–12 but again no
research has directly studied the changes in vibrational be-
havior caused by vibration dampers. The vibration damping
systems, of which there are several distinct designs, are ad-
vertised as lessening uncomfortable high frequency vibra-
tions in the racket that lead to a bad “feeling” in the racket as
experienced by the player. The purpose of this paper is not to
directly assess the claimed performance of the vibration
damping systems with regard to the feeling experienced by
the player; rather the goal is to observe what effects, if any,
these systems have on the mode shapes and vibrational am-
plitude of a tennis racket.

II. SPI SYSTEM

SPI represents a relatively low cost, real time, non-
destructive method for measuring the vibrations of various
surfaces. Moore, Lokberg, and Rosvold presented generally
equivalent, though differently phrased, overviews of the
theory involved in SPI.13–17 The SPI setup used in these ex-
periments can be found in Fig. 1.

A laser beam �in this case a 532 nm HLaser OptoTech�
is divided by a beam splitter into a reference and object
beam. The object beam strikes an object and is partially re-
flected into a camera. The reference beam is directed to a
charge coupled device camera �Unibrain Fire-I firewire�
through a beam splitter that serves to recombine the object
and reference beams. The optical system was designed such
that the size of an individual speckle seen by the camera was
approximately equal to the size of a pixel of the camera. In
order to minimize background vibration, the system is
mounted on a Newport RS 4000 floating optical table.

To produce interferograms in traditional SPI systems,
one image is taken prior to the onset of vibration and subse-
quent images of the object during vibration are subtracted
from the initial image. However, this method will fail as the
beam decorrelates. Thus, in the setup used by this experi-
ment interferograms were produced by continually taking
and subtracting pairs of images during vibration, as was sug-
gested by Moore.18 This process was accomplished with a
LABVIEW program.

The irradiance of a pixel in an interferogram produce by
the SPI system is given by Eq. �1�.15,16

Imn = �AmnJ0�4��z

�
�� . �1�

In Eq. �1� m and n refer to the nth image subtracted from
the mth image, Amn is a proportionality constant for all pix-
els, �z refers to the vibrational amplitude of an individual
speckle on the object, � is the wavelength, and J0 is a zero-
order Bessel function of the first kind. Therefore, on inter-
ferograms, regions of no vibration �nodes� appear white and
increasing vibrational displacement results in a sequence of
alternating light and dark fringes as a result of the oscillation
of the Bessel function. The sequence of fringes is similar to
a contour plot in that densely arranged fringes imply large
changes in displacement. Using 1 a direct measurement of
the maximum vibrational amplitude can be made by count-
ing fringes. The white area of nodes corresponds to zero
vibrational amplitude, the light area of the first fringe corre-
sponds to the next maximum in 1 �given a wavelength of
532 nm this is approximately 42 nm�, the second fringe cor-
responds to approximately 85 nm, and so forth. Depending

a�Present address: Indiana University, 727 E. Third St., Bloomington, IN
47405-7105. Author to whom correspondence should be addressed. Elec-
tronic mail: nmtimme@umail.iu.edu
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on the quality of the interferogram, the process of counting
fringes can be difficult. This process is made even more dif-
ficult in this particular experiment by the very small reflect-
ing area of the strings. In order to compensate for this diffi-
culty, this study employed a large estimated uncertainty: 0.25
fringes �roughly 10 nm� were applied to modes that pos-
sessed less than two fringes and one fringe �roughly 42 nm�
was applied to modes that possessed more than two fringes.

III. EXPERIMENTAL SETUP

The following observations of the vibrational behavior
of a tennis racket were performed using a Pro-Kennex Reach
Precept 110 tennis racket with the factory string tension. The
method of securing the racket was of crucial importance to
this study and there has been discussion in the literature re-
garding this topic.19,20 For instance, Brody determined that
the vibrational behavior of a racket rigidly clamped at the
handle following the impact of a tennis ball is significantly
different from the vibrational behavior of a hand held racket
following the impact of a tennis ball. Brody found that the
vibration decay time in the rigidly clamped racket is signifi-
cantly longer than the decay times for a hand held racket. He
also found that several low frequency vibrations are not
present following impacts with hand held rackets, while
these vibrations are present following impacts with rigidly
clamped rackets. However, in this study the racket is not
being struck by a tennis ball and vibration decay is not being
studied, so these concerns are not pertinent to this experi-
ment. Furthermore, rigidly clamping the racket at the handle
is a necessity in order to employ the SPI system. The racket
must be stationary within a few nanometers between sequen-
tial images in order to obtain useful interferograms.

The racket was mounted using two test tube clamps on
magnetic posts, as can be seen in Fig. 2. The clamps were on
the handle of the racket approximately 8 cm apart. The test
tube clamps were chosen because they wrapped partly
around the handle and because their rubber covers prevented
damage to the racket handle. The racket was mounted so that
the whole racket face was perpendicular to the object beam

of the SPI. The racket was sprayed with false frost �Chase
Products’ Santa SnowFrost� in order to increase the reflec-
tivity of the strings.

In this study the racket was driven by two methods:
acoustic and electromagnetic. When driven with an electro-
magnet, a small magnet was attached to one of three points
on the racket: the throat of the racket �the electromagnet for
this method is in place in Fig. 2�, at the center of the face of
the racket at an intersection between strings, and approxi-
mately 8 cm off center of the face of the racket at an inter-
section between strings. These locations can be seen in Fig.
3. The magnet was then driving by passing an alternating
current through a solenoid near the magnet. When driven
acoustically, a speaker �approximately 5 in. in diameter� was
placed behind the face of the racket near to the throat and
also driven with an ac current. This can also be seen in Fig.
3.

Both the speaker and the electromagnet were driven us-
ing a Hewlett-Packard 3325A Signal Generator and con-
trolled using a LABVIEW program. The driving amplitude
controlled by the LABVIEW program was recorded in order to
ensure consistent driving force �see Sec. V C�.

IV. THE MODES OF A TENNIS RACKET

In order to best understand the vibrational mode shapes
of a tennis racket, the racket was vibrated with the electro-
magnet at all three locations and acoustically. The resulting
interferograms were then compared in an attempt to under-
stand the overall vibrational behavior of the racket. The fre-
quency found for each mode shape when vibrating the racket
acoustically is assumed to be the closest to the actual mode
frequency because acoustic vibration does not require apply-
ing the vibration to a specific point on the racket nor adding

FIG. 1. The optical design of the SPI system used to study the vibrational
behavior of a tennis racket.

FIG. 2. �Color online� Image of racket on optical table: �a� view of mount-
ing structure �b� front view of the racket.

FIG. 3. Diagram of vibration methods �strings not shown, vectors indicate
magnet vibration axis�.
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mass to the racket as was the case with the electromagnetic
method. However, by vibrating the racket at the two points
on the face, we can gain useful information regarding the
vibrational response of the racket to vibrations applied to
those specific regions. From these measurements, we were
able to identify the first 12 mode shapes. In naming the
modes, we have adopted a notation similar to the notation
used in the naming of the modes of circular plates. Thus, the
modes are named by an ordered pair �x ,y�, where x is the
number of nodal diameters and y is the number of nodal
circles. In addition, modes with the same number of nodal
diameters and nodal circles but possessing different shapes
are noted by a letter following the number of nodal diam-
eters. A representative interferogram for each mode shape
can be seen in Fig. 4.

Some modes were not seen for each method of vibration
and the modes that were observed appeared at slightly dif-
ferent frequencies depending on the method of vibration �see
Fig. 5�. The uncertainty for the mode frequencies is, relative
to the overall frequency, very small at only 3 Hz. For this
reason, error bars are not included in Fig. 5.

It was also observed that several mode shapes differed
slightly between methods of vibration. For instance, when
the racket was vibrated acoustically, the nodal line in the
�1a ,1� mode was rotated approximately 30° counterclock-
wise. Also, for the �1c ,0� mode, the nodal arc was distorted
when the racket was vibrated at both positions on the face of
the racket.

The mode shapes in Fig. 4 can be divided into two gen-
eral regimes: high frequency �mode �0,1� and higher� and
low frequency �mode �2b ,0� and lower�. For the high fre-

quency regime, the racket appears to behave like a clamped
elliptical membrane. For these modes the racket frame is
always a node and the lowest frequency mode is the �0,1�, as
is the case for a clamped elliptical membrane. As the mode
frequency increases nodal diameters and nodal circles ap-
pear, as is the case for a clamped elliptical membrane. Thus,
in this regime vibration only occurs in the strings. For the
low frequency regime complicated behavior is observed.
Modes �1b ,0� and �1c ,0� are similar to a cantilever. Thus,
the strings and frame behave as one body. However, modes
�1a ,0�, �2a ,0�, and �2b ,0� are similar to the modes seen for
a free elliptical membrane. Thus, for these modes the frame
vibrates, but the frame and strings do not behave as one body
as they did for the �1b ,0� and �1c ,0� modes. Therefore, in
the low frequency regime the frame and string interact in a
complicated fashion, but for the high frequency regime the
racket is consistently similar to a clamped elliptical mem-
brane. This interesting behavior underscores the complexity
of the interaction between the strings and the frame in the
tennis racket system as a whole.

A. The sweet-spot controversy

There has been some disagreement within the literature
regarding the “sweet spot” of a tennis racket.3,5,6,8,12,20 Tennis
players generally refer to the sweet spot as the region of the
racket face where, if the ball is struck there, the hit “feels
good” or “feels effortless” to the player and the ball travels
large distances. This project did not hope to address the feel
associated with ball-racket impacts on various parts of the
racket, nor the relationship between the ability of the racket
to impart a large velocity on the ball and the location of the
impact. However, several authors considered the possibility
that the sweet spot is a node of a particularly strong low
frequency mode of vibration.3,5,6,8,12,20 By using SPI, this
project has been able to clearly identify the nodal regions of
the low frequency modes. Furthermore, several authors noted
that the average impact time of a tennis ball �approximately
5 ms� is roughly one-half of 1 cycle of vibration for modes
near 100 Hz.6,8 Thus, when the ball is struck in the nodal
region, less energy is spent in stretching the racket face and
more energy is imparted to the ball than if the ball had struck

FIG. 4. The mode shapes of a tennis racket �a� �1a ,0�: Acoustic 67 Hz �b�
�1b ,0�: Acoustic 114 Hz �c� �1c ,0�: Acoustic 205 Hz �d� �2a ,0�: Acoustic
349 �e� �2b ,0�: Acoustic 432 �f� �0,1�: Acoustic 562 Hz �g� �1a ,1�: Throat
895 Hz �h� �1b ,1�: Acoustic 909 Hz �i� �2a ,1�: Off center 1154 Hz �j�
�2b ,1�: Acoustic 1186 Hz �k� �0,2�: Center 1270 Hz �l� �3,1�: Throat
1476 Hz.

FIG. 5. The mode frequencies of a tennis racket vibrated by four differing
methods.

3652 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 N. M. Timme and A. Morrison: Mode shapes of tennis rackets



an anti-node. There is some ambiguity regarding precisely
which mode is responsible for this behavior. For instance,
Brody claimed that the main mode responsible for this be-
havior is the arc shaped mode �the �1b ,0� and �1c ,0� modes
as they are being referred to here� and that this is the funda-
mental mode.12 Regardless of precisely which mode is re-
sponsible, from the mode shapes observed here it is apparent
that the nodes of the lowest five modes all overlap in roughly
the area of the center of the face. Thus, an impact in this area
may be expected to excite these modes less than an impact in
another region of the face, resulting in a larger amount of
energy input to the ball for impacts in the center of the face
in comparison to impacts in other regions of the face. Indeed,
when the racket was vibrated at the center of the face the
�1b ,0�, �2a ,0�, and �2b ,0� modes were not seen and the
�1a ,0� mode was shifted approximately 30% lower, as can
be seen in Fig. 5. In addition, four of the lowest five modes
were seen unshifted when the racket was vibrated off the
center of the face �i.e., away from the possible sweet spot�.
Thus, using SPI, we are able see a clear difference in vibra-
tional behavior based on the location of vibration on the face
and this behavior seems to correlate with the sweet spot be-
havior.

V. THE EFFECTS OF VIBRATION DAMPERS

A. Vibration damping systems

There are several vibration damping systems commer-
cially available today. In this paper a sample of four such
models were studied: the Wilson Vibra-Fun �specifically the
rectangular model�, the Prince NXG Silencer, the Head
Smartsorb, and the Babolat RVS. All of these models cost
around five dollars and claim to offer a low cost way to
improve racket feel by diminishing uncomfortable high fre-
quency racket vibrations. All four models of vibration damp-
ers attach to the racket near the bottom of the racket head.
All models supplied rudimentary directions about how to
attach the device to the racket and these were followed ex-
plicitly. The models attached to the racket can be seen in Fig.
6.

All four models are made primarily of flexible rubber-
like materials. The Prince and Wilson models are similar in
that they attach to the racket by wedging between several
strings. In this way, they are in contact with several strings,
though the Prince model is in contact with several more than
the Wilson model. The Head model winds between several
strings in such a way that for each string, the vibration
damper crosses the string on the opposite side compared to
the lowest perpendicular string. It is also pressed up against
this perpendicular string. The Babolat model is wedged be-
tween several strings, similar to the Prince model, but it also
rests against the frame and has attached to it a small metal
weight. The masses of the four models were �Wilson� 2.32 g,
�Prince� 5.92 g, �Head� 2.43 g, and �Babolat� 6.71 g.

B. Comparison mode frequencies

For the purposes of comparing the effects of the vibra-
tion dampers on the vibrational behavior of the racket, the
lowest eight modes, mode �2b ,1�, and mode �0,2� were ob-

served by vibrating the racket acoustically. The acoustic
method was used because it produced the most mode shapes
and because it did not require adding mass to the racket or
vibrating the racket at a specific point, as was the case with
the electromagnetic method. The mode frequencies observed
in this comparison can be seen in Fig. 7. As before, at 3 Hz
the uncertainty for the mode frequencies is relatively very
small compared to the mode frequency. Therefore, error bars
are not included in Fig. 7. Also, there were several modes
that were heavily distorted �mode �2a ,0� for the Prince
model, �2b ,0� for the Prince, Head, and Wilson models, and
modes �1a ,1� and 2b ,1 for the Head model� that are in-
cluded in Fig. 7, but which will be specifically addressed
�see Sec. V D�.

From the results in Fig. 7, it is apparent that the vibra-
tion dampers have a relatively small effect on the lower
mode frequencies, but that they do significantly affect the
higher mode frequencies. For instance, the Head model
shifted the mode �0,1� and �1a ,1� frequencies significantly
lower than when the racket was undamped. Also, the �1a ,1�
and �1b ,1� mode frequencies were switched when the Wil-

FIG. 6. �Color online� The vibration dampers attached to the racket �elec-
tromagnet vibration method shown, but not employed�: �a� Babolet model,
�b� Head model, �c� Prince model, and �d� Wilson model.

FIG. 7. The mode frequencies of a tennis racket undamped and with damp-
ers in place.
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son vibration damper was in place. Mode frequencies were
not only shifted lower. For instance, the Wilson model
shifted the �1a ,1� and �0,1� mode frequencies higher. Fi-
nally, several modes were eliminated entirely as will be fur-
ther discussed in Sec. V D.

C. Driving amplitude

In order to maintain consistency between measurements,
all racket interferograms involved in the comparison between
the racket with vibration dampers in place and the undamped
racket were taken on the same day with no changes being
made to the clamping system or the method of vibration. In
addition, every attempt was made to compare modes using
the same driving amplitude for each damper in order to gain
an accurate measure of the change in vibrational amplitude.
Different driving amplitudes were used for different modes
in order to produce the best possible interferogram. Some
modes were more difficult to excite than others and thus
required a larger driving amplitude. As stated in Sec. III, the
driving amplitude from the LABVIEW program was recorded
in order to maintain consistent driving forces between damp-
ers. The driving amplitudes can be found in Fig. 8.

The modes missing in Fig. 8 represent special cases of
distortion that will be addressed specifically in Sec. V D. For
the first six modes, the driving amplitudes applied to the
racket are identical for all damper models for a given mode.
For the last four modes different driving amplitudes were
required to obtain the best possible interferograms. Differ-
ences in driving amplitudes should be considered when com-
paring the vibrational amplitude of the racket in Sec. V D.

D. Comparison of mode shapes

The primary goal of comparing the effects of vibration
dampers is to examine the changes in vibrational amplitude
produced by the vibration dampers. Following the process
outlined in Sec. II, the maximum vibrational amplitude of the
racket modes with the dampers in place and undamped were
measured and are presented in Fig. 9.

As can be seen in Fig. 9, the �0,1� mode possesses by far
the largest maximum vibrational amplitude despite the fact
that the driving amplitude applied to the racket for the �0,1�
mode is near to or less than all other driving amplitudes

applied to the racket �see Fig. 8�. Furthermore, we can see
directly that this dominate mode is greatly reduced by the
Head, Prince, and Babolet models.

In order to better evaluate the performance of the vibra-
tion dampers, the relative maximum vibrational amplitude of
the maximum vibrational amplitude with the dampers in
place in comparison to the undamped maximum vibrational
amplitude was computed. If the relative maximum vibra-
tional amplitude is greater than 1, then the maximum vibra-
tional amplitude is increased with the damper in place. If the
relative maximum vibrational amplitude is less than 1, then
the maximum vibrational amplitude is decreased with the
damper in place. The relative maximum vibrational ampli-
tude can be found in Fig. 10.

In Fig. 10 several modes are missing because they pos-
sessed large distortions that require dedicated discussion.
The modes whose maximum vibrational amplitude was com-
pletely eliminated by a vibration damper still possess error
bars in Fig. 10. The large error bars in Fig. 10 �particularly
modes �1c ,0� and �2a ,0�� result from the low maximum
vibrational amplitude of those modes �see Fig. 9� and the
relatively large �in comparison to the maximum vibrational
amplitude� estimated uncertainty of 10 nm. These facts com-
bined with the large driving amplitude required to produce

FIG. 8. The driving amplitude applied to the racket. FIG. 9. The maximum vibrational amplitude with and without vibration
dampers in place.

FIG. 10. The relative vibrational amplitude of several vibration dampers in
comparison to undamped vibrations.
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these modes imply that large uncertainties in the change in
maximum vibrational amplitude for these modes are not sig-
nificant.

From the relative maximum vibrational amplitude, sev-
eral conclusions can be drawn. The Wilson model only ap-
preciably decreased the maximum vibrational amplitude for
the �1a ,0� mode. The Head model left the lower four modes
relatively unaltered, but decreased the maximum vibrational
amplitude of the highest five modes. The Prince model
greatly decreased the highest five modes and the �1a ,0�
mode, while leaving the �1b ,0� and �1c ,0� modes essentially
unaltered. The Babolet model generally decreased the maxi-
mum vibrational amplitude with some noticable increases
that are within uncertainty of unity.

The �2a ,0� mode was significantly distorted for the
Prince model and the �2b ,0� mode was also significantly
distorted for the Prince, Head, and Wilson models. These
mode shapes along with the undamped mode shapes can be
seen in Fig. 11. Note that the driving amplitudes for these
mode shapes were identical to the undamped driving ampli-
tude.

All of the mode shapes in Fig. 11 possess a greater
maximum vibrational amplitude than the amplitude seen in
the undamped case. It was unexpected that attaching a vibra-
tion damper would increase the maximum vibrational ampli-
tude. In addition to the dramatic distortions seen in Fig. 11,
some small distortions were seen in some higher frequency
modes with the Head model: the �2b ,1� mode was distorted
so that either the mode shape was rotated to appear as the
�2a ,1� mode or the �2a ,1� mode became excitable with the
acoustic method when the Head model was in place and the

�1a ,1� mode was shifted 25% lower �see Fig. 7� and was
distorted such that one anti-node became much larger than
the other.

E. Discussion of the effects of vibration dampers

The vibration dampers studied produced a variety note-
worthy effects on the vibrational behavior of the tennis
racket. Several high frequency modes were eliminated en-
tirely and several others exhibited reduced vibrational ampli-
tude when a vibration damper was in place. The �0,1� mode
was the most dominate and its vibrational amplitude was
decreased by values near 75%–90% for the Head, Prince,
and Babolet models. The Wilson model on the other hand did
not greatly reduce the �0,1� mode. The �2a ,0� mode was
significantly distorted for the Prince model and the �2b ,0�
mode was also significantly distorted for the Prince, Head,
and Wilson models. For all four of these distorted modes, the
distortion increased the maximum vibrational amplitude.
This is certainly a curious result that requires further inves-
tigation. Many mode frequencies were shifted higher or
lower. For instance, the Head model shifted the �0,1� and
�1a ,1� mode frequencies lower, while the Wilson model
shifted those mode frequencies higher. It was expected that
the presence of the vibration dampers would lower mode
frequencies due to the additional mass of the vibration
damper. Further work should be conducted to understand
why the frequency is shifted higher in some cases.

While these findings are not in direct opposition with the
findings of other research, they certainly draw interesting
contrasts. For instance, Brody et al. found that the vibration
dampers did not affect the time it takes for vibrations to die
out following an impact, nor do they affect the frequency of
the racket vibrations.11,12 In this project, the time taken for
cessation of vibration following an impact was not studied,
so no comparison can be made. With regard to the frequency
of vibration, perhaps the higher modes that were found to be
more affected by the dampers in this project do not contrib-
ute largely to the overall vibrations seen in a racket following
an impact. Stroede found that vibration dampers have no
effect on the feel of the racket as experienced by the player.9

Li found that vibration dampers do not reduce the vibrations
felt by the hand and arm with regard to the approximately
120 Hz resonance of their racket.10 This project did not mea-
sure the vibrations felt by the hand, so again, perhaps the
mainly higher modes that were damped in this project do not
contribute largely to the vibrations felt by the hand following
an impact. This conclusion is supported by the lower maxi-
mum vibrational amplitude found in the higher frequency
modes �see Fig. 9� and the lack of vibration in the frame for
the higher frequency modes �see Fig. 4�. Therefore, while it
may be true that vibration dampers reduce some vibrations,
these reduced vibrations most likely do not significantly alter
the overall vibrational behavior of the racket. In order to
better address the past studies, it would be worthwhile to
construct a clamping system that better models the human
hand and is able to detect vibration. Also, with the addition

FIG. 11. Distorted modes shapes with vibration dampers and the corre-
sponding undistorted undamped mode shapes.
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of a high speed camera to the SPI system, the vibrations of a
tennis racket following an impact with a tennis ball could be
observed and studied using SPI.

In connection with the discussion in Sec. IV A, it is
interesting to note the distortion of the �2a ,0� mode by the
Prince model and the �2b ,0� mode by the Prince, Head, and
Wilson models. All of these distortions remove a node from
the center of the racket near the supposed sweet spot. If the
sweet spot is indeed the result of the presence of the nodes in
the center of the racket, then these models of vibration damp-
ers may actually weaken the sweet spot.

VI. CONCLUSIONS

It has been demonstrated that the vibrational behavior of
a tennis racket can be studied using SPI. As a result of this
study, the first 12 mode shapes of a tennis racket have been
shown and analyzed. In addition, the SPI system was utilized
to examine the effects of vibration dampers on the vibra-
tional behavior of a tennis racket. It was found that the vi-
bration dampers do reduce vibrations for some mode fre-
quencies, though these effects may not be significant in play.
In addition, the vibration dampers were observed to alter
some mode frequencies and mode shapes.
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A fundamental aspect of noise and vibration control in statistical energy analysis �SEA� models
consists in first identifying and then reducing the energy flow paths between subsystems. In this
work, it is proposed to make use of some results from graph theory to address both issues. On the
one hand, linear and path algebras applied to adjacency matrices of SEA graphs are used to
determine the existence of any order paths between subsystems, counting and labeling them, finding
extremal paths, or determining the power flow contributions from groups of paths. On the other
hand, a strategy is presented that makes use of graph cut algorithms to reduce the energy flow from
a source subsystem to a receiver one, modifying as few internal and coupling loss factors as
possible. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3125324�

PACS number�s�: 43.40.At, 43.50.Jh �RLW� Pages: 3657–3672

I. INTRODUCTION

Statistical energy analysis �SEA� has become a widely
acknowledged method to deal with vibroacoustic complex
problems in the high frequency range. A quick approach to
the subject can be found in Ref. 1, while the seminal
monograph2 is still the classic to consult. Concerning SEA
applied to building acoustics, Ref. 3 provides a friendly and
complete approach to the subject.

SEA is nowadays used as a prediction tool in several
sectors such as aerospace, naval, railway, automotive, or
building. A large number of different physical processes are
involved in the interactions between subsystems appearing in
the SEA models for these fields. Consequently, much re-
search in SEA has been devoted to the key issue of finding
the coupling loss factors that characterize these interactions
by means of experiments, analytic developments, or using
numerical methods. A vast amount of literature exists on
these topics which will not be cited here. Another fundamen-
tal question concerns whether a particular problem can be
addressed by means of SEA, given that it relies on a set of
hypotheses that a system should satisfy for the method to be
applied to it. Interesting attempts to mathematically formu-
late these hypotheses4 as well as to analyze the involved
statistics are being carried out.5–8 Hybrid or new approaches
to cover the gap between low frequency deterministic pre-
diction methods �e.g., finite element methods� and high fre-
quency statistical methods such as SEA constitute also an-
other active field of research.9–13

This paper focuses on noise and vibration control in
SEA models, i.e., on identifying power flow transmission
paths from source subsystems to receiver ones and modify-
ing them so as to reduce the energy level at a desired target
subsystem. Energy attenuation along a path in a SEA model
was first defined in Ref. 14, whereas contributions from

groups of paths were analyzed in Ref. 15. SEA path analysis
applications can be found in many areas. For example, the
subject has recently acquired much importance in building
acoustics, where the need to correctly predict the contribu-
tions of flanking paths has become mandatory with the de-
velopment of new European noise regulations and standards.
Several experimental and numerical SEA path analyses in
building acoustics have been performed to test and improve
the predictions of these regulations.16–19

However, it is quoted in Ref. 20, that “usually the path-
by-path analysis is done by selecting the dominating paths
based on experience or intuition and comparing them,” while
in Ref. 21 �cf. Ref. 20�, it is concluded that “more intelligent
path identification and assessment algorithms are needed.”
The aim of this paper is to propose some basis and a few
possible steps toward some aspects of this ambitious goal.
This is done by resorting to graph theory.

On the one hand, SEA graphs �closely resembling SEA
models� are introduced and characterized by means of their
adjacency matrices. The application of linear and path
algebras22 to these matrices provide a general mathematical
framework where many SEA transmission path problems can
be posed, e.g., having information on the existence of paths
between subsystems, counting and labeling them, finding ex-
tremal paths, or finding the contributions from groups of
paths. Well-known results on the subject are recovered as
particular cases. On the other hand, the question of how to
reduce the energy at a target or receiver subsystem �not to
surpass a desired threshold value� by modifying the SEA
system internal and coupling loss factors is also addressed.
Actually, it is to be noted that the somehow naive approach
of directly minimizing the target subsystem energy with re-
spect to the whole system internal and coupling loss factors
could probably result in having to change a large amount of
them. This may become totally infeasible from a practical
point of view. An interesting option may be that proposed in
Ref. 20, where a sensitivity analysis of the SEA system is
carried out by means of a Taylor expansion of the subsystem
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energies at the maximum values of the coupling loss factors.
This could provide the factors that have more influence on a
particular subsystem energy and modifications could be only
attempted on them. In this paper, an alternative procedure is
proposed based again on graph theory. The idea is to make
use of graph cut algorithms23–25 to locate the minimum s-t
cut26 in the SEA graph that separates a source subsystem
from a target one. Then, it is expected that increasing the
internal loss factors and diminishing the coupling loss factors
of this cutset �maximum allowed variations will be consid-
ered in this paper� can result in a large amount of reduction
in the target subsystem energy �given that all transmission
paths cross the cutset�. In the case that the desired energy
reduction is not attained with these initial modifications, the
immediately higher sized cutset is selected, and so on until
the threshold energy level at the receiver is reached.

Finally, maybe it is worthwhile to mention that finding
and establishing the contributions of transmission paths is
the main goal of several noise and vibration control tech-
niques, such as the force transmission path analysis
method27–30 or the method of direct transfer functions.31–35

The paper is organized as follows. Section II first con-
tains a reminder of the basic SEA matrix equations. It pre-
sents the series development to analyze the contributions of
groups of paths in a general nonsymmetric SEA model, and
an analogous development is derived for the case of symmet-
ric loss factor matrices. Then, basic results from graph theory
are reviewed in order to make the paper more self-contained.
Key definitions are given as well as an introduction to path
algebras and related issues. Notation for subsequent sections
is also provided. In Sec. III, SEA graphs are introduced and
various algebras are used to extract information from the
powers of the SEA graph adjacency matrix. A benchmark
numerical example is also given to help clarify all concepts.
In Sec. IV, the strategy based on graph cut algorithms to
diminish the energy at a target subsystem due to transmission
from a source subsystem is presented. A numerical example
is again included to illustrate its behavior and potentiality.
The asymptotic cases of low damping and high damping
dominated systems are also addressed and a comparison with
the Monte Carlo approach to the problem is carried out. Fi-
nally, conclusions are drawn in Sec. V.

II. SEA AND GRAPH THEORY BASIC CONCEPTS

A. SEA basic matrix equations

Throughout this work, we will deal with a general SEA
model characterized by a coupling loss factor matrix H. The
a priori unknown subsystem energies, Ei, will be the entries
of the energy vector E and the vector W will contain minus
the external subsystem power inputs, Wi, per radian fre-
quency �. These quantities are related by means of the linear
system2,3

HE = −
1

�
W � E0, �1�

where the right hand side of the equation has been redefined
as an external energy input vector. The elements in H are
given by

H�i, j� = �� ji, i � j

− �i i = j ,
� �2�

with �ij standing for the coupling loss factors and �i stand-
ing for the total loss factors. The latter are related to the
former and to the internal loss factors �id through �i=�id

+� j�ij.
An alternative symmetric form for Eqs. �1� and �2� con-

sists of multiplying each term by the modal density ratio
�ni /ni=1� so that Eq. �1� becomes3

HsymEn = E0, �3�

with

Hsym�i, j� ª � ni�ij, i � j

− ni�i, i = j ,
� �4�

En�i� ª Ei
0/ni, �5�

and where use has been made of the consistency relation
ni�ij =nj� ji to attain a symmetric matrix. Equations �3� and
�4� are sometimes preferred to Eqs. �1� and �2� as they yield
faster numerical algorithms to compute the system solution.

Path by path analysis in a SEA model was introduced in
Ref. 14 �see also Ref. 3�. A kth order path between any pair
of subsystems ui and uj is defined as a set of k pairs of
subsystems �uhi

,uhj
� linking ui with uj. The energy attenua-

tion through such a path is provided by

�ih1

�h1

�h1h2

�h2

¯

�hk−1j

� j
. �6�

To analyze the contributions from groups of paths, it was
lately proposed15 to divide each row of Eq. �1� by −�i. Then
H can be rewritten as H=I−S with S�i , j�ª �� ji /�i��1
−�ij�, �ii��i. It then follows that the solution of the SEA
system HE=E0 can be obtained by means of the series ex-
pansion

E = �I − S�−1E0 = 	�
k=0

�

Sk
E0 = �I + S + S2 + . . .�E0,

�7�

with the external energy vector elements being now given by
Ei

0 /�i. The kth power matrix Sk contains information on the
kth order path contributions linking any pair of subsystems.
For example, S3�1,3� provides the ratio of energy attenua-
tion from subsystem 1 to subsystem 3 due to all third-order
paths connecting them �see Refs. 3 and 15 for details�. Ac-
tually, similar information to that provided by the terms in
the series expansion �7� was already known in graph theory
path problems, and we will see in Sec. III how additional
information and more precise definitions can be inferred
from it.

It is worthwhile noting that the information obtained
from the series expansion �7� could have also been derived
from the step-by-step outputs of an iterative numerical
scheme3 to solve the SEA system �1�. From a mathematical
point of view, the condition for the series to converge is that
the eigenvalues �i of the generating matrix S fulfill ��i��1.
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From physical considerations, this accounts for the system to
have some damping; otherwise the energy will grow indefi-
nitely. It is to be mentioned that for such cases other standard
methods to solve �1� �e.g., Gaussian elimination� will also
fail given that the condition number of H will strongly in-
crease as the damping diminishes, making the system solu-
tion totally unreliable.

On the other hand, a similar expansion to Eq. �7� can be
obtained when working with the symmetric systems �3� and
�4�. If we premultiply Hsym by −D−1/2�diag��1 /ni�i�� and
postmultiply by D−1/2, we obtain

− D−1/2HsymD−1/2 = I − Ssym, �8�

with

Ssym�i, j� = ni�ij�1 − �ij�/ni�inj� j . �9�

Taking into account Eq. �8�, the linear system �3� can be
rewritten as

− D1/2�I − Ssym�D1/2En = E0. �10�

If we next define the energy vector E�ªD1/2En and redefine
the external energy input vector as E0�−D−1/2E0, the solu-
tion for E� can be obtained from the series expansion

E� = �I − Ssym�−1E0 = 	�
n=0

�

Ssym
n 
E0

= �I + Ssym + Ssym
2 + ¯�E0, �11�

which is nothing but the symmetric counterpart of Eq. �7�.
�Note that it is possible to directly obtain the solution En=
−D−1/2�I−Ssym�−1D−1/2E0 from Eq. �10� but the above pro-
cedure is preferred to make the analogy with Eq. �7� easier
and more meaningful from a physical point of view.�

B. Some basic graph theory definitions

Let us remember that a graph G= �U ,E� is a mathemati-
cal structure consisting of a set U= �u1 ,u2 , . . . ,un� whose el-
ements are called vertices or nodes, and a subset E�U�U
of unordered pairs �ui ,uj��E known as edges. We can think
of the former as points �nodes� in a d-dimensional space �d
=2,3� joined by a set of segments �edges�. In the case of the
graph edges being directed, i.e., �ui ,uj�� �uj ,ui� we will
have a directed graph or digraph �think of it as a graph
having nodes connected by arrow segments�. If this is not the
case, we will have an undirected graph.

An algebraic structure that will prove very useful to ad-
dress path issues in SEA is that of a path algebra.22 A path
algebra, P, is an idempotent semiring, i.e., a set P equipped
with two binary operations, the join operation, ∨, and the
multiplication operation, �, such that ∨ is idempotent, com-
mutative, and associative �∀x ,y� P it follows that x∨x=x,
x∨y=y∨x, and �x∨y�∨z=x∨ �y∨z��, whereas � is associa-
tive and distributes over ∨ �∀x ,y� P it follows that
�x�y��z=x� �y�z�, x� �y∨z�= �x�y�∨ �x�z�, and �y∨z��x
= �y�x�∨ �z�x��. Moreover, zero � and unit e elements exist
such that �∨x=x, ��x= � =x��, and e�x=x=x�e.
Henceforth, a path algebra on a set P will be referred as P

��P , ∨ ,��, while the standard elementary linear algebra on

R will be designated by R��R , + , ·�. Detailed properties of
path algebras can be found in Ref. 22.

Path algebras naturally extend to the set of all n�n
matrices Mn�P� whose elements belong to P. That is, Pn

��Mn�P� , ∨ ,�� is also a path algebra. Given any C ,D
�Mn�P�, the join matrix X=C∨D will contain elements

X�i, j� = C�i, j� ∨ D�i, j� , �12�

whereas the elements of the product matrix Y=C�D will be

Y�i, j� = ∨
k=1

n

C�i,k� � D�k, j� . �13�

Examples of path algebras applied to SEA systems will be
provided in Sec. III. In what concerns notation, Rn

��Mn�R� , + , ·� will denote the standard linear algebra on
squared matrices.

A graph G= �U ,E� is said to be labeled or weighted with
an algebra P �or R�, when each edge of G is assigned some
element of P �or R�, other than its zero element �. The label
or weight of each edge �ui ,uj� will be designed by wij. The
total weight of a kth order path on G defined by the edge set
�i0ik

k
ª ��ui0

,ui1
� , �ui1

,ui2
� , . . . , �uik−1

,uik
�� is given by22

w��i0ik
k � = wi0i1

� wi1i2
� ¯ � wik−1ik

. �14�

Although not optimal from an implementation point of
view, graphs can be represented by matrices. This allows to
gain insight on some conceptual aspects as well as to make
use of linear matrix algebra to derive some results. A labeled
graph G= �U ,E� can be described by means of its adjacency
matrix A�Mn�P� �or Mn�R�� whose entries are

A�i, j� = �wij if �ui,uj� � E

� if �ui,uj� � E .
� �15�

The adjacency matrix powers, Ak, have special interest. For
path algebras, A0�E, with E standing for the unit matrix of
Pn, and Ak=Ak−1�A �equivalent results in Rn are well-
known�. For k	0, a typical element, Ak�i , j� of Ak can be
computed as

Ak�i, j� = ∨
h1. . .hk−1

wih1
� wh1h2

� . . . � whk−1j �16�

with ∨h1¯hk−1
denoting the join extended over all nk−1 pos-

sible values of the indices. That is, Ak�i , j� contains the join
of the weights of all kth order paths connecting ui and uj, as
expressed by Eq. �14�. On the other hand, we will use A�h� to
designate the join A�h�=∨k=0

h Ak.
We remark that many path algebra issues can be set as

problems of solving matrix systems of the type Y
=A�Y∨B �e.g., finding all shortest paths from any node in
the graph to a particular one�. These systems can be solved
by means of direct and iterative algorithms quite analogous
to those developed for linear matrix systems. However, this
issue will be not pursued here and the interested reader is
referred to Ref. 22 for extensive information.

Next, for a graph G= �U ,E� consider two proper subsets
of U, Us, and Ut, with a source node s�Us and a target one
t�Ut. Let �Us ,Ut� be a partition of U i.e., U=Us�Ut with
Us�Ut=�. The set of edges with initial nodes at Us and end
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nodes at Ut is termed an s-t cutset �or simply an s-t-cut� of
G. An s-t-cut will be denoted by �Us ,Ut�ª ��ui ,uj��E �ui

�Us ,uj �Ut�. If the cardinality of the s-t-cut is L, we talk of
an s-t L-cut or an s-t-cut of size L. Its weight is given by the
sum of the weights of its edges, i.e., ���Us ,Ut��=�l=1

L �ij

with �ui ,uj�� �Us ,Ut�. If �ij =1 ∀ i , j, the weight of the cut
coincides with its cardinality.

Finally, for any pair of nodes in the graph, ui and uj, we
define their local edge-connectivity ��ui ,uj ,G� as the mini-
mum of all ui−uj cutset weights. The global edge-
connectivity of a graph ��G� is given by the weight of the
minimum cut in G �the minimum cut is the cut of minimum
weight that partitions G�. In other words, ��G�ªmin���ui ,
uj ,G� , ∀ui ,uj �U�. Finally, for a designated node z, its
z-connectivity �z�G� is the minimum local edge-connectivity
of any two nodes different from z, i.e.,25 �z�G�=min���ui ,
uj ,G� �ui ,uj �U−z�.

In Sec. III, our goal will be to see how different algebra
operations on adjacency matrices describing SEA models
provide a general framework from which a lot of information
on transmission paths can be inferred.

III. SEA GRAPHS AND ADJACENCY MATRIX
POWERS

A. SEA graphs

In this section, we will focus on a general SEA model
represented by a linear system with solution �7� and, as men-
tioned, originally obtained by dividing each row of Eqs. �1�
and �2� by −�i. As a SEA graph corresponding to this model,
we will chose a digraph with no self-loops, and with each
node representing a subsystem. Edges will exist between
those subsystems that have non-null coupling loss factors in
the original SEA model. Note that the adjacency matrix cor-
responding to such a SEA graph will have zero elements in
the diagonal.

B. Adjacency matrix powers for path problems

We next aim at solving several path problems between
subsystems in the SEA graph. In particular, we would like to
know about the existence of any kth order path connecting
two arbitrary nodes in the graph, to count the number of
these paths, to see which is their contribution in terms of
coupling loss factors, to determine the extremal �minimum
and maximum� paths, and to be able to label them. We will
show how all these issues can be posed by means of different
path algebras and how well-known SEA results can be re-
covered in this way. Resorting to path algebras allows to
make use of their powerful general mathematical framework
and gain insight in many aspects. In what follows, the theo-
retical grounds will be first stated, while in Sec. III C, the
hereafter exposed results will be applied to a numerical ex-
ample for a better comprehension.

Existence of paths. The problem can be solved by
means of the two-element Boolean algebra22 that is a path
algebra with P� P1= �0,1�, wi∨wj �max�wi ,wj�, wi�wj

�min�wi ,wj�, ��0, and e=1. We can write it for short as

P1��P1 ,max,min�. The adjacency matrix A1 for the SEA
graph will have entries

A1�i, j� = �1 if �ui,uj� � E

0 if �ui,uj� � E .
� �17�

Using the matrix path algebra Pn1��Mn�P1� ,max,min� and
according to Eqs. �14� and �16�, it becomes easy to check
that the element A1

k�i , j� of the kth power adjacency matrix
A1

k will be 1 if there exists a kth order path connecting ui and
uj, and 0 otherwise.

Counting paths. In this case we just need to use standard
linear algebra defined on N0 �N0 stands for the ensemble of
positive integers�, i.e., N��N0 , + , ·�. The adjacency matrix
is also given by Eq. �17� but its powers A1

k will be totally
different from those of the previous case. From Eq. �16�, it is
apparent that the matrix entry A1

k�i , j� will now contain the
number of kth order paths connecting ui and uj �the product
of all weights in a single kth order path is 1�. An equivalent
approach was followed in Ref. 15 by setting to one all entries
in matrix S, Eq. �7�.

Maximum paths. We now consider finding the most
problematic paths �maximum power flow transmission� of
any order in the SEA model. It is possible to do so by means
of a path algebra given by P2��R0

+ ,max, ·�. The zero ele-
ment for this case will be ��0 and the unit element e=1.
The adjacency matrix A2 will have non-negative real entries
given by

A2�i, j� = �� ji/�i if �ui,uj� � E

0 if �ui,uj� � E .
� �18�

Note that Eq. �18� is nothing but matrix S in Eq. �7�. On the
other hand, and according to Eq. �16�, the elements of A2

k

will be given by

A2
k�i, j� = max

h1. . .hk−1
�� jh1

�h1

�h1h2

�h2

¯

�hk−1i

�i
� , �19�

hence providing the most powerful path of order k linking
subsystems ui and uj. It is clear from Eq. �19� that the attenu-
ation through a single kth order path starting at ui and ending
at uj is provided by Eq. �6�, a result already derived in Refs.
3 and 14 using different lines of argument.

It has been mentioned by the end of Sec. II B that it is
possible to build algorithms to solve systems involving the
join and multiplication operations very similar to the ones
derived to solve standard linear algebraic systems. For the
P2��R0

+ ,max, ·� algebra, the solution of such algorithms di-
rectly gives the contribution of the most dominant path link-
ing any pair of subsystems in the SEA graph, and the corre-
sponding paths �sequence of subsystems� as well.22

Consequently there is no need to compute all paths and then
select the maximum ones to find the most dominant paths in
a SEA system.

Minimum paths. This case is analogous to the previous
ones but now takes the algebra P3��R+� ��� ,min, ·� with
��� and e=1. The adjacency matrix A3 has positive real
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entries

A3�i, j� = �� ji/�i if �ui,uj� � E

� if �ui,uj� � E ,
� �20�

and the expression analogous to Eq. �19�, providing now the
shortest kth order paths between ui and uj, becomes

A3
k�i, j� = min

h1. . .hk−1
�� jh1

�h1

�h1h2

�h2

¯

�hk−1i

�i
� . �21�

Groups of paths. This is the case analyzed in Eq. �7� by
means of standard linear matrix algebra Rn��Mn�R� , + , ·�.
The adjacency matrix A4 coincides with A2 in Eq. �18�,
which as mentioned corresponds to matrix S in Eq. �7�.
However, the elements A4

k�i , j� of the kth power of the adja-
cency matrix have the expression

A4
k�i, j� = �

h1. . .hk−1

� jh1

�h1

�h1h2

�h2

¯

�hk−1i

�i
�22�

instead of Eq. �19�. They provide the overall energy attenu-
ation of all kth order paths linking subsystems ui and uj.

Labeling of paths. Finally, we can use path algebras to
list all kth order paths between subsystems. To do so we
consider any alphabet K and denote by K� the set of all
words over K. The subsets of K� are called languages and
they all belong to its power set P�K��ª �X �X�K��. It fol-
lows that K��P�K�� , � , �� is also a path algebra �this is the
algebra termed P6 in Ref. 22�. For any two languages X and
Y, their join operation is given by X∨Y =X�Y, with � be-
ing the union operation, while the product operation is iden-
tified with the concatenation operation. That is, for any two
words x�X, y�Y, X�Y ��x �y �x�X ,y�Y�, with x �y
standing for the concatenation of these two words. On the
other hand, the zero element will be the null language or null
set � and the unit element becomes the set 
=�, where �
stands for the empty word.

We can then define the adjacency matrix A5 as

A5�i, j� = ���ui,uj�� if �ui,uj� � E

� if �ui,uj� � E .
� �23�

where ��ui ,uj�� is the word for the edge linking nodes ui and
uj �e.g., ��u3 ,u4����u3 ,u4��. Then, the entry A5

k�i , j� of the
kth power adjacency matrix will provide the list of all edges
of all kth order paths connecting ui with uj:

A5
k�i, j� = �

h1. . .hk−1

��ui,uh1
�� � ��uh1

,uh2
�� � . . . � ��uhk−1

,uj��

= �
h1. . .hk−1

�ui,uh1
��uh1

,uh2
� . . . �uhk−1

,uj� . �24�

C. Numerical example

Let us next apply the above derived results to a numeri-
cal example. We have chosen the case shown in Ref. 3 �p.
152, Fig. 6.1�, see Fig. 1, which can represent, for example,
two cavities separated by a wall and also connected through
a non-rigid flanking wall.

The linear system �1� corresponding to the SEA model
in Fig. 1 is given by

�
− �1 �21 0 �41 0

�12 − �2 �32 �42 �52

0 �23 − �3 0 �53

�14 �24 0 − �4 �54

0 �25 �35 �45 − �5

��
E1

E2

E3

E4

E5

�
=�

− W1/�
0

0

0

0
� , �25�

while its symmetric counterpart �3� becomes

�
− n1�1 n2�21 0 n4�41 0

n1�12 − n2�2 n3�32 n4�42 n5�52

0 n2�23 − n3�3 0 n5�53

n1�14 n2�24 0 − n4�4 n5�54

0 n2�25 n3�35 n4�45 − n5�5

��
E1/n1

E2/n2

E3/n3

E4/n4

E5/n5

�
=�

− W1/�
0

0

0

0
� . �26�

Matrix Ssym in the series development �11� is now given by

Ssym =�
0

n1�12

n1�1n2�2
0

n1�14

n1�1n4�4
0

n1�12

n1�1n2�2
0

n2�23

n2�2n3�3

n2�24

n2�2n4�4

n2�25

n2�2n5�5

0
n2�23

n2�2n3�3
0 0

n3�35

n3�3n5�5

n1�14

n1�1n4�4

n2�24

n2�2n4�4
0 0

n4�45

n4�4n5�5

0
n2�25

n2�2n5�5

n3�35

n3�3n5�5

n4�45

n4�4n5�5
0

� .

�27�

On the other hand, the SEA graph corresponding to the SEA
model in Fig. 1 is represented in Fig. 2. A path analysis for
this graph reveals the following results.

Existence of paths. The adjacency matrix for the SEA
graph in Fig. 2 together with its second and third powers are

FIG. 1. Benchmark SEA model.
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given by

A1 =�
0 1 0 1 0

1 0 1 1 1

0 1 0 0 1

1 1 0 0 1

0 1 1 1 0
� , A1

2 =�
1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1
� ,

A1
3 =�

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1

1 1 1 1 1
� . �28�

Note that A1 expresses the fact that there is no first-order
connection, e.g., between subsystems 1 and 5 �A1�1,5�=0�,
but this connection exists, e.g., between subsystems 1 and 2
�A1�1,2�=1�. A1

2 expresses the fact that any pair of sub-
systems in the graph can be linked by means of a 2nd order
path, the same being true for 3rd order paths. Actually, A1 is
a stable matrix with stability index 2, i.e., for any q�2 it
follows that A1

�q�=A1
�q+1�.

Counting paths. The adjacency matrix is the same one as
the previous case but now use is made of the standard linear
algebra on natural numbers N��N0 , + , ·� extended to matri-
ces to perform all operations. It follows that

A1 =�
0 1 0 1 0

1 0 1 1 1

0 1 0 0 1

1 1 0 0 1

0 1 1 1 0
� , A1

2 =�
2 1 1 1 2

1 4 1 2 2

1 1 2 2 1

1 2 2 3 1

2 2 1 1 3
� ,

A1
3 =�

2 6 3 5 3

6 6 6 7 7

3 6 2 3 5

5 7 3 4 7

3 7 5 7 4
� . �29�

Having a look at Fig. 2, it can be easily checked how ele-
ments A1

2�i , j� and A1
3�i , j�, respectively, give the number of

second- and third-order paths connecting subsystems ui and
uj. Obviously, as n→� A1

n�i , j�→�.
Maximum paths. To find maximum paths, we have to

assign some weights to the adjacency matrix corresponding

to the loss factors quotients � ji /�i in Eq. �18�. These weights
have been chosen arbitrarily but they fulfill the consistency
relation �we have taken the modal densities as n1=1, n2

=0.8, n3=0.6, n4=0.4, and n5=0.2�. They are given in Fig. 3.
The adjacency matrix together with its second and third-
order powers computed according to P2��R0

+ ,max, ·� be-
comes

A2 =�
0 0.05 0 0.2 0

0.04 0 0.4 0.07 0.1

0 0.3 0 0 0.4

0.08 0.035 0 0 0.3

0 0.025 0.13̂ 0.15 0
� ,

A2
2 = 1 � 10−2�

1.6 0.7 2 0.35 6

0.56 12 1.3̂ 1.5 16

1.2 1 12 6 3

0.14 0.75 4 4.5 3.5

1.2 4 1 0.17 5.3̂

� ,

A2
3 = 1 � 10−3�

0.28 6 8 9 8

4.8 4 48 24 12

4.8 36 4 4.5 48

3.6 12 3 0.53 16

1.6 3 16 8 4
� . �30�

Entries in A2
2 give the maximum second-order paths linking

any pair of subsystems in the graph. For instance, the ele-
ment A2

2�1,5� is computed as A2
2�1,5�=max�0�0,0.05

�0.1,0�0.4,0.2�0.3,0�0�=6�10−2 and corresponds to
the path �u1 ,u4��u4 ,u5� linking subsystems 1 and 5 through
subsystem 4 �see Fig. 3�. In the case of subsystem 1 having
energy E1, the energy transmitted to 5 by this path would
have been 6�10−2E1, whereas only 5�10−3E1 would have
been transmitted through the path �u1 ,u2��u2 ,u5�. Hence, A2

2

provides the contributions of the second-order most critical
paths in the model. A2

3 gives the same results but for third-
order paths, and so on with A2

n. However, note that in this
case A2

n→0 for n→�.
Minimum paths. This case is opposite to the previous

one. Matrices A3, A3
2, and A3

3 have the following values:

FIG. 2. SEA graph for the SEA model in Fig. 1. FIG. 3. SEA graph weights used for extremal and group of paths analysis.
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A3 =�
� 0.05 � 0.2 �

0.04 � 0.4 0.07 0.1

� 0.3 � � 0.4

0.08 0.035 � � 0.3

� 0.025 0.13̂ 0.15 �
� ,

A3
2 = 1 � 10−2�

0.2 0.7 2 0.35 0.5

0.56 2 1.3̂ 0.8 2.1

1.2 1 5.3̂ 2.1 3

0.14 0.4 1.4 0.25 0.35

0.1 0.53 1 0.18 0.25

� ,

A3
3 = 1 � 10−3�

0.28 0.1 0.6̂ 0.4 0.7

0.08 0.28 0.8 0.14 0.2

0.4 0.6 4 0.7 1

0.16 0.07 0.46̂ 0.28 0.4

0.14 0.05 0.3̂ 0.2 0.53
� . �31�

As expected A3
2�i , j��A2

2�i , j� , A3
3�i , j��A2

3�i , j� ∀ i , j and
it also follows that A3

n→0 for n→�. Note, for example, that
A3

2�1,5�=5�10−3 corresponding to the path �u1 ,u2��u2 ,u5�
instead of the strongest one �u1 ,u4��u4 ,u5� of the previous
case. It should also be observed that some elements in A2

2

and A3
2 coincide, for instance, A3

2�1,2�=A2
2�1,2�=0.7

�10−2. This is not surprising since there is only one second-
order path, �u1 ,u4��u4 ,u2�, connecting subsystems 1 and 2.

Groups of paths. In this case the kth powers of the ad-
jacency matrix will give the total attenuations of all kth order
paths connecting any pair of nodes. Consequently, it must
happen that A4

k�i , j��A2
k�i , j��A3

k�i , j� ∀ i , j. Effectively

A4 � S =�
0 0.05 0 0.2 0

0.04 0 0.4 0.07 0.1

0 0.3 0 0 0.4

0.08 0.035 0 0 0.3

0 0.025 0.13̂ 0.15 0
� ,

A4
2 = 1 � 10−2�

1.8 0.7 2 0.35 6.5

0.56 12.6 1.3̂ 2.3 18.1

1.2 1 17.3̂ 8.1 3

0.14 1.15 5.4 6.34 3.5

1.3 4.53 1 0.18 10.1

� ,

A4
3 = 1 � 10−3�

0.56 8.6 11.46 13.84 9.75

6.92 9.61 74.92 37.16 24.93

6.88 56.19 8 7.6 94.63̂

5.54 18.58 5.07 1.61 41.78

1.95 6.23 31.54 20.89 9.05
� .

�32�

Matrix A4 fulfills A4
n→0 for n→�. On the other hand, note,

for instance, that A4
2�1,5�=A3

2�1,5�+A2
2�1,5�=6.5�10−2.

This is so because there exist only two second-order paths
connecting subsystems 1 and 5, one being the maximum and
the other one the minimum.

Labeling of paths. Finally, we can know the sequence of
subsystems in a kth order path linking any two nodes in the
SEA graph we are considering. We can do so by means of the
previously introduced path algebra K��P�K�� , � , ��. The
adjacency matrix A5 becomes

A5 =�
� �u1,u2� � �u3,u4� �

�u2,u1� � �u2,u3� �u2,u4� �u2,u5�
� �u3,u2� � � �u3,u5�

�u4,u1� �u4,u2� � � �u4,u5�
� �u5,u2� �u5,u3� �u5,u4� �

� .

�33�

Providing all terms in A5
2 and A5

3 would prove very long.
Hence, only some of their entries will be presented. For in-
stance, the term A5

2�1,5� already analyzed with other alge-
bras is given by

A5
2�1,5� = ��u1,u4��u4,u5�,�u1,u2��u2,u5�� , �34�

i.e., it contains the two second-order paths linking sub-
systems 1 and 5. The term A5

3�3,4� has to be different from
� according to Eq. �28� and contain three paths as stated by
A1

3�3,4�=3 in Eq. �29�. Effectively, we get

A5
3�3,4� = ��u3,u2��u2,u5��u5,u4�,�u3,u2��u2,u1��u1,u4�,

�u3,u5��u5,u2��u2,u4�� . �35�

The individual attenuations of these three paths can be easily
computed by means of Eq. �6�, while their total attenuation is
given by A4

3�3,4�=7.6�10−3 in Eq. �32�. The maximum of
these paths has an attenuation of A2

3�3,4�=4.5�10−3 �see
Eq. �30�� and its label is given by the first line in Eq. �35�.
The minimum path is labeled by the last line in Eq. �35� and
has a value of A3

3�3,4�=0.7�10−3 �see Eq. �31��. For the
remaining path �central line in Eq. �35��, Eq. �6� yields 0.3
�0.04�0.2=2.2�10−3 �see Fig. 3�.

IV. GRAPH CUTS TO REDUCE ENERGY FLOW
BETWEEN SUBSYSTEMS

A. The source-receiver transmission path problem

In Sec. III, it has been shown how path algebras applied
to SEA graphs have proved useful to answer several ques-
tions regarding transmission paths in SEA systems. In view
of these results, one could wonder whether other aspects of
graph theory could be helpful in solving further SEA issues.
Indeed, this seems to be the case.

Consider a typical SEA model representing, e.g., the vi-
broacoustic behavior of a railway coach at a given high fre-
quency band. In such a model, we will have several sub-
systems where external energy is input �source subsystems�.
These could be, e.g., the wheels that vibrate due to the inter-
action of their roughness with the rail one. The generated
noise �rolling noise� will be transmitted to the interior of the
coach via airborne paths. Moreover, the wheel vibration will
be also transmitted to the interior via the bogies �structure-
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borne paths� and will result in the generation of interior
noise. If we wish to diminish the noise at several locations
inside the coach �target subsystems� we may wonder how we
could do so by introducing minor changes in the train design
�in other words, changing the minimum number of coupling
loss factors in the SEA model�. Obviously, the best way to
proceed would consist in directly acting on the source sub-
systems but this is not always feasible. For instance, the
coach wheels can only be smoothed from time to time. In
such situations, changes can only be made in the transmis-
sion paths to obtain a noise reduction at the target sub-
systems. Consequently, it would be worthwhile to have some
methodology to find a small number of subsystems, whose
loss factor modifications result in the desired noise reduction
at the targets. In what follows, we will develop such a strat-
egy, which will rely on the use graph cut algorithms.

However, rather than focusing on a general SEA model
with multiple sources and targets, we will limit to the easier
case of transmission from one single source subsystem to a
single target subsystem. This will be useful to explain peda-
gogically the proposed strategy. Its possible extension to ad-
dress the multiple source multiple target case will be outlined
at the end of Sec. IV B. As it will be explained, the funda-
mentals are already present in the easier problem presented
below. Let us first state it in a clear way.

Consider the case of an n-dimensional SEA system
where external power is inputted at the source subsystem
with energy Es and transmitted to the target subsystem. If the
resulting energy at the target Et is excessive, we may wonder
how we could manage to decrease its level. Obviously, we
would need to do so according to some premises. First, and
as already mentioned, it would be worthwhile to make
changes in the minimum possible number of subsystems.
Second, it would not be feasible to arbitrarily reduce the
coupling loss factors and increase the internal loss factors
associated with these subsystems, �ij and �id, as much as we
want, but we will have some lower and upper bounds on
them ��ij

low��ij ,�id��id
up�. Third, we could wonder if di-

minishing Et may result in a strong increment of other sub-
system energies, so that the process should be done with a

constraint on them, Ei�Ei
up ∀ i� t. Initial numerical tests

seem to indicate that the latter is not the case so we will
focus hereafter on the first two points �see details below�.

B. Strategy for energy reduction at the target

The proposed strategy to diminish the energy at the tar-
get subsystem is built from the following general steps �an
algorithmic description is shown in Table I�.

Building the SEA graph. An undirected SEA graph with
weights given by Eq. �4�, or alternatively by Eq. �9�, is built.
Then, the user selects the source and target subsystems and
defines the goal value for the energy at the latter, Et

g. Next,
the user introduces the set of loss factors that are able to be
modified, setting the values for �ij

low and �id
up.

Cutset algorithm. Once the SEA graph is built, the fol-
lowing step consists of making use of an algorithm to find
the minimum s-t cutset�Us ,Ut� separating the source and tar-
get subsystems �the algorithm works on the SEA graph
weighted with a Boolean algebra to find the cuts�. We will
consider a sorted collection of ��Us ,Ut�k� in ascending order
according to the cutset cardinality �in the case of two cutsets
with identical number of edges we will first consider the one
having maximum total weight�. Given that all transmission
paths between the source and the receiver cross the edges in
the cutsets �Us ,Ut�, it is expected that modifying the cou-
pling loss factors of their edges starting with the minimum
s-t cutset, as well as the internal loss factors of the nodes
they link, could result in a large reduction in Et. Effectively,
from Eq. �7� we observe that the energy at the target can be
expanded as the summation of the contributions of the paths
of various orders. As all these paths will cross the cutset, we
can sort them depending on the cutset edge they cross. The
weight of every edge in the cutset will be a common factor
of all the transmission paths going through it, and its modi-
fication �new loss factors� will consequently diminish the
energy transmitted through this set of paths. Given that this
applies to any edge in the cutset, any path that transmits
energy from the source to the receiver becomes modified.

TABLE I. Pseudocode for the energy reduction strategy at the target subsystem.

begin
Build the SEA undirected graph with Boolean weights
Assign the goal value Et

g and the bounds �ij
low and �id

up

Compute SEA graph s-t cuts ��Us ,Ut�k� up to desired size M
Set l=min�card�Us ,Ut�k�
while Et

r	Et
g or l�M do

Compute the number R of possible disjoint unions ��k�Us ,Ut�k� �card��k�Us ,Ut�k�r= l
Set r=1
while Et

r	Et
g and r�R do

Compute ��k�Us ,Ut�k�r

Set �ij→�ij
low and �id→�id

up in ��k�Us ,Ut�k�r and compute Et
r

r=r+1
end
l= l+1

end
output: Et

min and ��k�Us ,Ut�k�min

end
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The effectiveness of such an approach will be shown in Sec.
IV C.

It is not the purpose of this paper to provide a full de-
tailed description of graph cut algorithms but to show how
we can benefit from such algorithms to address our SEA
problem. Hence, only a brief generic description of the sub-
ject will be given next, with some emphasis on the herein
used algorithm. Traditionally, algorithms to find the mini-
mum s-t-cut in a graph have been based on max-min duality
theorems, most of them being variations of Menger’s
theorem.36 In its edge form, the theorem essentially states26

that given a graph G, the minimum number of edges needed
to separate s and t equals the maximum size of a set of
edge-disjoint s-t paths in G. Probably the most celebrated
algorithm that solves this problem is the Ford–Fulkerson
algorithm,37 based on this max-flow-min-cut duality. Most
algorithms for finding minimum cuts in graphs without
specified vertices have also been based on the latter.

However, in the 1990s the first deterministic algorithms
not based on flow algorithms were developed.23,24,38,39 In this
work we have made use of the algorithm in Ref. 25, intended
to find all small cuts in an undirected network of weights less
than a chosen value, �. The algorithm is divided in two main
procedures. The first one decomposes the original graph G
�Gn into a set of size reduced graphs Gi , i�n, until Gi

consists of a single reference vertex �G1�. At each step, the
procedure isolates the node with less neighbor vertices from
Gi. The algorithm to isolate vertices is based on the edge-
splitting operation, which can reduce the size of a graph
while preserving its edge-connectivity. Edge-splitting dimin-
ishes the weights of the edges between the designated node
to be isolated, s, and two of its neighbor vertices, u and v, by
a factor �. The repeated application of edge-splitting yields
isolation of node s. A set Qs of triplets �u ,v ,�� needed to
isolate each graph vertex is stored during the process and
used in the second procedure of the algorithm. This second
procedure is based on the existing relation between the cuts
in Gi and the cuts in Gi−1, which allow to obtain the former
from the latter using the triplets Qs, derived at the ith isola-
tion step. In this way, and starting from the reference node
�G1�, the cutsets of any reduced graph Gi can be found re-
cursively until the cutsets in the original graph Gn�G are
finally derived. The cutsets of different size separating the
source and the target subsystems in the SEA graph can then
be selected and sorted. This is the output of this step of the
proposed strategy, a list with all cutsets of the SEA graph
sorted in ascending order.

Loop to compute the minimum energy at the target.
Once we have the list of s-t cutsets, we begin by considering
those of minimum cardinality l=min�card�Us ,Ut�k�. This is
so because we aim at modifying as few subsystems as pos-
sible. Let us index them starting with r=1 and substitute the
weights of this initial cutset by the new admissible values
�ij

low and the internal dissipation of its corresponding nodes
by �id

up. The resulting new energy at the target system Et
r is

computed and compared to the goal value Et
g. If Et

r	Et
g we

increase r=r+1 and consider the next cutset with cardinality
l. If none of them results in the expected energy reduction at
the target, the cardinality of the cutsets is increased to l= l

+1. Then, we compute the number of all possible combina-
tions of disjoint unions of cutsets, ��k�Us ,Ut�k�, such that
their total cardinality coincides with the new value. We again
sort them starting from r=1, the first r-values corresponding
to those cutsets that directly have the new cardinality �in this
way no combination needs to be considered for the initial
attempts�. If the goal energy is not achieved, we continue by
considering combinations of disjoint cutsets with the speci-
fied total cardinality. In the case of Et

r still being larger than
Et

g, we increase again the cardinality and proceed similarly
until Et

r�Et
g is reached �or the maximum cardinal value cho-

sen for the cutsets, M, is surpassed�.
It is to be noted at this stage that only combinations of

disjoints cutsets are being considered in the above described
loop. The reason for this is that the computational cost be-
comes considerably reduced in this way, although there is
then no guarantee that the most optimum cut to achieve Et

g

with minimum modifications is found. However, the so far
performed numerical tests �see Sec. IV C� seem to indicate
that rather good solutions are obtained in this way. In addi-
tion, and as mentioned before, at each step we could have
also considered starting a minimization routine for Et

r with
respect to �ij and �id, including an additional constraint on
the remaining subsystem energies Ei�Ei

up ∀ i� t. This op-
tion could be valid but, again, computationally expensive.
Moreover, the performed numerical tests indicate that a large
energy reduction in decibels can be reached at the target
subsystem, with only a small increment in decibels of the
remaining subsystem energies �due to energy redistribution
when only coupling loss factors are modified� and that en-
ergy reductions at almost all subsystems are obtained if the
internal loss factors are allowed to change �see Sec. IV C�.
Consequently, we have postponed this minimization possibil-
ity for the moment.

Therefore, we could say that the above proposed strat-
egy somehow balances finding a good solution that involves
a small number of loss factors, with the computational cost
this represents. Further insight on these topics would be
worthwhile investigating in the future, especially when ap-
plying the energy reduction strategy to real, large SEA mod-
els.

Discussion. In this section, we have developed a particu-
lar strategy �see Table I� to address the single source single
target transmission problem, but we note that other options
may have been considered in the framework of graph theory.
On the other hand, we note that the extension of the pro-
posed methodology to more realistic SEA models involving
multiple source and multiple target subsystems could be ad-
dressed in the present scheme introducing some modifica-
tions. For instance, for every frequency band of analysis we
could work with cutsets separating all sources and targets
and establishing some criteria for the admissible energy re-
duction at the latter �e.g., iterate until the goal energy for
each individual target is achieved or give weights to them
and iterate until a certain mean value for the goal energy at
the targets is achieved�. Moreover, given that the SEA model
will change with frequency, the cutsets will be also different
for each frequency band. The final modifications to be made
to the whole system when considering all frequency bands
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will be provided by the union of all the cutsets found for
every particular frequency. If only an overall rms value is
assumed as the target goal energy, a certain spectral distribu-
tion can be assumed for it in order to apply the proposed
strategy.

It is apparent from the previous reasoning �see also Sec.
IV C� that the graph approach can be very useful if the struc-
ture under analysis has some bottle neck as it will be auto-
matically detected. However, even when dealing with more
standard and symmetric configurations represented by SEA
matrices having a sparse structure, the presented strategy
proves useful �see Sec. IV C�. This is so because it detects
the cutset that provides the largest energy reduction at the
target and because, contrary to the Monte Carlo approach,
the subsystems to be modified become localized in a limited
area of the analyzed structure, instead of presenting a quite
random distribution over it. Finally, we note that in practical

situations it may happen that it becomes easier to change the
design of many subsystems �isolators’ thickness and panel
stiffness� rather than a limited number of subsystems. This
will pose no severe difficulty to the proposed strategy be-
cause it is possible to initially define those groups of sub-
systems that are to be changed together. For each analyzed
cutest, one can then check if any of its edges belongs to one
of these groups. If this is the case, the loss factors of all the
members in the group become modified, together with the
ones corresponding to the subsystems belonging to the cut. If
this is not the case, only the loss factors of the subsystems in
the cutset become modified.

C. Numerical example

1. A benchmark problem

We next consider a numerical example to illustrate how
the above described energy reduction strategy works. We fo-
cus on the undirected SEA graph shown in Fig. 4 with cou-
pling, internal loss factors and modal densities given in Table
II. The graph has 14 subsystems linked by means of 24
edges. In Fig. 4, S1 stands for the source subsystem and T14
for the target one. The initial energy in decibels for every
subsystem is also shown in the figure and corresponds to the
application of a unit external input at the source subsystem.
Our goal is to diminish 20 dB the energy at T14, i.e., Et

g

=42.5 dB. To do so, it is assumed that the SEA model cou-
pling loss factors are allowed to be reduced by an amount
�ij, so that �ij

low=�ij −�ij, and that the internal loss factors
are allowed to be increased by �id giving �id

up=�id+�id

�see Table II�.

FIG. 4. SEA graph with initial subsystem energy levels in decibels.

TABLE II. Values used for the numerical example. �ij
low=�ij −�ij, �id

up=�id+�id.

�ui ,uj�
�ij

��10−3�
�ij

��10−3� ui

�id

��10−3�
�id

��10−3� ni

�u1 ,u2� 17.1 7.9 u1 105 92 4.5
�u1 ,u4� 28.8 13.8 u2 77.3 71.5 4.3
�u2 ,u3� 22.1 11.4 u3 142 184 4.7
�u2 ,u5� 18 15.9 u4 306 187 3.8
�u3 ,u4� 0.1 0.1 u5 112 131 5.2
�u3 ,u5� 11.1 6.3 u6 237 148 5.1
�u3 ,u6� 28.8 21.4 u7 245 26 4.9
�u4 ,u6� 12.6 10.2 u8 19.7 45.6 2.7
�u5 ,u6� 15 10.9 u9 259 153 4.5
�u5 ,u7� 14.3 11.6 u10 140 130 5.2
�u6 ,u8� 3.3 1.9 u11 360 94.6 5.4
�u7 ,u8� 16.5 7.9 u12 390 143 5.2
�u7 ,u9� 42.2 19.9 u13 29.1 28.9 4.9
�u8 ,u10� 2.9 1.2 u14 244 113 3.4
�u9 ,u10� 20.9 10.6
�u9 ,u11� 14.2 1.8
�u9 ,u12� 37.5 18.6
�u10 ,u12� 11.3 8.8
�u10 ,u13� 15.1 8.9
�u11 ,u12� 2 1.5
�u11 ,u14� 3 0.9
�u12 ,u13� 16.8 5.3
�u12 ,u14� 3.8 3
�u13 ,u14� 1.5 0.8
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The results of applying the graph cut strategy summa-
rized in Table I are provided in Fig. 5. In this figure the
energy variation of all graph subsystems in terms of the cut-

sets of various sizes is plotted. As observed, not only the
expected energy reduction of 20 dB is achieved at the target
subsystem but energy also considerably diminishes at several
other subsystems. This is especially apparent for cutsets with
cardinality equal or higher than 3.

The situation in Fig. 5 gets clarified if one has a look at
the outputs of the various iterations of the strategy in Table I.
These results are presented in Figs. 6�a�–6�c�, where we
show in dashed lines the best cuts �those giving maximum
reduction at the target for a given size of the cutset� of sizes
from 2 to 5. The figures also contain the energy reduction
achieved at each node by replacing �ij→�ij

low in those edges
belonging to the cutset and by setting �id→�id

up in the nodes
they link. The energy reductions achieved at the target for the
best 2-, 3-, 4-, 5-cutsets are respectively 9.8, 12.6, 16, and
20.6 dB. Given that for the best 5-cutset Et�Et

g the strategy
stops here. Consequently, for this particular example we ob-
serve that the goal has been achieved with the only modifi-
cation of 5 of the 24 SEA graph edges. On the other hand, we
note that for those nodes belonging to Us �i.e., the source
side of the graph partition� almost no energy is reduced. This

FIG. 5. Energy reduction in decibels at all subsystems.

FIG. 6. s-t cutsets for the benchmark problem �dashed lines� with energy reduction achieved at each subsystem in decibels.
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is clearly observed for the best 2-cutset that shows negligible
energy reduction for nodes �S1 ,u2 ,u3 ,u4� �see Fig. 4� as
Figs. 5 and 6�a� indicate. Logically if the cutset is placed
very near the source a lot of energy reduction can be
achieved at almost all subsystems in the SEA graph. This is,
in fact, the case for the cutsets with sizes from 3 to 5, as
clearly appreciated in Figs. 5 and 6�b�–6�d�.

2. Asymptotic behavior

Let us next consider the behavior of the graph cut strat-
egy when applied to two asymptotic cases, namely, a low
damped SEA system, which results in energy equipartition at
all subsystems, and a highly damped SEA system. For both
cases we have considered the SEA benchmark graph of Sec.
IV C 1. We have kept all parameters equal �see Table II�
except for the internal loss factors that have been diminished
by a factor 103 for the low damping case. For the high damp-
ing case, the internal loss factor of every subsystem has been
assigned a value of 0.8 and we have multiplied the possible
variations �id by a factor 10−1, to avoid that any modified
internal loss factor becomes higher than unity. Three differ-

ent possibilities have been analyzed for each case, consisting
of only modifying the subsystem coupling loss factors �ij of
the graph cutsets, only modifying the internal loss factors �id

of the subsystems linked by the cutset edges, and changing
both the coupling and the internal loss factors. The graph cut
strategy has been applied for cutsets up to size 5 so that the
results for the best 5-cutset in the graph will be presented for
each case.

The results for the low damping case are shown in Fig.
7. Figure 7�a� presents the graph with the initial energies of
all subsystems. Given that the system has a very low damp-
ing, the energy almost equipartitions among them. In Fig.
7�b� we present the energy reduction for every subsystem in
the graph for the best s-t 5-cutset, when only the coupling
loss factors are allowed to be modified. As there is no means
to dissipate energy with the sole modification of the coupling
loss factors, energy can only redistribute, and this is what is
observed in the figure. The subsystems located at the left of
the graph bottle neck slightly increase their energy, whereas
the opposite happens for the subsystems at the right side of
the bottle neck. The energy at the target only diminishes in

FIG. 7. Results for the low damping �energy equipartition� case. Energy reduction achieved at each subsystem in decibels.
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0.5 dB. However, the situation drastically changes when the
system is allowed to dissipate energy. This is clearly ob-
served in Fig. 7�c�, where we show the results for the case in
which only the internal loss factors become changed. As it
can be appreciated, a large amount of energy reduction �55.3
dB� is achieved at the target. Moreover, many subsystems
strongly decrease their energy given that two edges of the
cutset have the source subsystem as an end point. If we fi-
nally allow both the internal and coupling loss factors to
vary, the energy at the target still diminishes in 4 dB yielding
a final energy decrease of 59.3 dB �see Fig. 7�d��. We note,
however, that the energy reduction at several of the remain-
ing subsystems is weaker than the one obtained with the sole
modification of the internal loss factors. This is due to the
fact that the edges of the cutset in Fig. 7�d� are not located so
close to the source subsystem.

The situation for the high damping case is somewhat
opposite to the previous one. In Fig. 8�a� we present the
initial energies of the subsystems in the SEA graph. A large
difference is observed between the energy at the source and
the energy at the target. Whereas they were equal for the low

damping case, they now present a difference of 99.3 dB.
Hence, a large amount of energy is already dissipated before
reaching the target subsystem. If we next apply the energy
reduction strategy with the sole modification of the coupling
loss factors, we observe �see Fig. 8�b�� that the energy is
redistributed in such a way that is more effectively dissi-
pated. On the contrary, if we only allow the internal loss
factors to be modified almost no energy reduction is
achieved �see Fig. 8�c��. This is due to the fact that the sub-
system internal loss factors already have a very high value
and cannot be substantially augmented to dissipate more en-
ergy. If both the internal and coupling loss factors become
modified �see Fig. 8�d��, the result is almost equal to the one
obtained with the sole modification of the coupling loss fac-
tors, for the reason just explained.

3. Comparison with the Monte Carlo approach

In this section, the proposed energy reduction strategy in
Table I is compared with the performance of the Monte Carlo
approach to the problem. To do so, a more complex example

FIG. 8. Results for the strong damping case. Energy reduction achieved at each subsystem in decibels.
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has been built consisting of a SEA graph of 40 nodes linked
by means of 215 edges. The weights of the graph have been
generated randomly yielding values for �ij and �id similar to
those in Table II. The variations allowed for the coupling and
internal loss factors have been also chosen to be of the same
of order of those in Table II. The structure of the SEA graph
adjacency matrix is provided in Fig. 9. As observed, the ma-
trix has a sparse structure more typical of real SEA systems.
The source subsystem has been identified with node 1 while
the target subsystem corresponds to node 40.

The energy reduction strategy has been applied comput-
ing all cuts with size less or equal than 20. The first line in
Table III indicates the sizes of the cutsets of the SEA graph,
i.e., the number of edges in every cutset. As seen, the mini-
mum cut involves 11 edges while the maximum cutset logi-
cally has 20 edges. The number of nodes linked by the edges
in every cutset is given in the second line of Table III, while
the overall number of cuts of any size is provided in the third
line of the table.

In what concerns the Monte Carlo approach, the follow-
ing procedure has been adopted: for every cutset of size L
involving M nodes, we have randomly chosen L coupling
loss factors and M internal loss factors to be modified in the
original system. Then, we have computed the new SEA sys-
tem energies by replacing these loss factors by their allowed
modified values. An overall of 104 samples have been con-
sidered for every cutset size.

The comparison between both approaches is given in
Table III, where we have listed the energy reduction
achieved at the target subsystem. As observed, the graph ap-
proach performs slightly superior to the Monte Carlo one in

every case except for the 11-cut. This is no surprising since
there exists only one cutset of size 11. However, even for this
case only 0.05% of the Monte Carlo solutions have proved
superior to the one provided by the single 11-cut �see the last
line of Table III where the percentage of the random samples
performing better than the graph solution is given�. On the
other hand, there is a fundamental difference between the
solutions provided with the graph approach and the Monte
Carlo one. This can be clearly observed in Fig. 10, where we
have plotted the elements in the SEA adjacency matrix that
are involved in the 15- and 16-cuts and their corresponding
best Monte Carlo solutions. Whereas the elements are lo-
cated in a reduced area for the graph case �Figs. 10�a� and
10�b��, they present a large dispersion in the Monte Carlo
case. That is to say, in practice the graph solution will imply
acting on a bounded, located area of a structure to reduce the
energy at a target, while the Monte Carlo solution may imply
acting on several disconnected locations of the structure.

It should also be noted that increasing the cutset cardi-
nality does not guarantee that the energy at the target will
necessarily decrease. This is observed in Table III where,
e.g., the reduction of the 15-cut is worst than the one pro-
vided by the 14-cut. The same happens for the Monte Carlo
solutions. However, it is expected that as long as the sizes of
the cuts increase, the general tendency will be to obtain bet-
ter and better solutions in the mean, given that the number of
involved modified loss factors will clearly grow. On the other
hand, it is to be mentioned that the use of hybrid methods
consisting on finding a cutset and then randomly exploring
the improvement of the solution if some extra loss factors
are randomly modified may be worth testing in the future.
Finally, and in what concerns the CPU time expended for
every method in the present example, the graph cut strategy
has run eight times faster than the Monte Carlo approach.

V. CONCLUSIONS

In this work, a first attempt to address some noise and
vibration control problems in SEA models using results from
graph theory has been presented. It has been shown that it is
possible to combine the so-called path algebras with standard
linear matrix algebra to derive several transmission paths re-
sults for SEA graphs, in a general mathematical framework.
Moreover, a strategy that makes use of graph cut algorithms
has been developed to reduce the energy at a target sub-
system, modifying as few system loss factors as possible.
This may make the strategy very useful from an engineering
point of view.

The herein derived results have been applied to some
benchmark numerical problems to show their performance.

FIG. 9. SEA graph adjacency matrix for comparison with the Monte Carlo
approach.

TABLE III. Comparison between the energy reduction strategy and the Monte Carlo approach

Cutset size �No. of edges� 11 13 14 15 16 17 18 19 20
No. of nodes in the cut 11 12 12 13 13 14 14 15 15
No. of cuts 1 5 8 5 7 7 17 27 51
Graph cut reduction 6.2 6.9 9.6 8.7 9.8 8.8 9.7 9.5 10
Monte Carlo reduction 6.3 6.8 7.4 7.1 7.5 8 7.8 8.2 8
% Monte Carlo to graph 0.05 0 0 0 0 0 0 0 0
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Future work may involve, among other issues, implementing
algorithms to find extremal paths in SEA graphs making use
of path algebras, applying the energy reduction strategy to
more realistic SEA models with multiple sources and targets,
testing hybrid graph-random approaches, or taking into ac-
count the statistical nature of SEA, to check the robustness of
the cutsets found by the graph cut algorithm.
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Modeling the dynamics of a vibrating string with a finite
distributed unilateral constraint: Application to the sitar
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The free vibration response of an ideal string impacting a distributed parabolic obstacle located at
its boundary has been analyzed, the goal being to understand and simulate a sitar string. The portion
of the string in contact with the obstacle is governed by a different partial differential equation
�PDE� from the free portion represented by the classical string equation. These two PDEs and
corresponding boundary conditions, along with the transversality condition that governs the
dynamics of the moving boundary, are obtained using Hamilton’s principle. A Galerkin
approximation is used to convert them into a system of nonlinear ordinary differential equations,
with lower mode-shapes parametrized with respect to the location of the moving boundary as basis
functions. This system is solved numerically and the behavior of the string studied from simulations.
The advantages and disadvantages of the proposed method are discussed in comparison to the
penalty approach for simulating wrapping contacts. Simulations with bridge-string parameters
consistent with the configuration of a real sitar show that any degree of obstacle wrapping may
occur during normal playing. Finally, the model is used to investigate the mechanism behind the
generation of the buzzing tone in a sitar. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3123403�
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I. INTRODUCTION

The sitar �Fig. 1� is an Indian musical instrument1 with
plucked strings that can interact with a shallow curved ledge
situated underneath the vibrating length of the string at one
of its boundaries. The bridge, which includes the ledge, as
well as grooves to constrain the strings in their correctly
spaced lateral positions for playing, is typically carved from
a piece of bone and rests on small wooden feet in contact
with the soundboard of the instrument �Fig. 2�. The tone of
the sitar, and other instruments of Indian origin with a similar
bridge design, such as the veena and tambura,1 is markedly
different from that of Western plucked stringed instruments
such as a guitar. The interaction of the string with the ob-
stacle generates high frequency components and creates a
characteristic buzzing sound.

This mechanism is also not unknown in Western instru-
ments. The Medieval and Renaissance bray harp, for ex-
ample, has small bray-pins which provide a metal surface for
the vibrating string to impact close to one end, increasing the
upper partial content in the tone and providing a means for
the harp to be audible in larger spaces and in ensemble with
other instruments.2 The arpichordium stop common on some
virginals �a plucked string keyboard instrument� imitates the
bray harp by soft metal �lead or brass� pins that can be bent
so as to lie close to the vibrating strings about 15 mm from
the termination point.3

The phenomenon common to all of these instruments is
caused by the presence of a physical obstacle which alters
the behavior of a vibrating string by interacting with it close

to one of the termination points. Raman4 gave a detailed
description of bridge geometry for the sitar, veena, and tam-
bura. He noted that even though a veena string may be
plucked at a node the corresponding vibration mode appears
in the response. Raman concluded that this phenomenon is a
consequence of the interaction of the string with the bridge.
Various approaches for modeling the interaction between a
vibrating string and an obstacle have been presented in the
literature. Amerio and Prouse,5 Schatzman,6 Burridge et al.,7

and Cabannes8–10 used the method of characteristics and en-
ergy conservation for simulating the impact between a string
and a rigid obstacle. Cabannes10 noted that modeling the case
of a string not initially at rest is an open problem. Ahn 11

used a finite element approach and Newton’s kinetic coeffi-
cient of restitution to simulate the string and its impact with
the bridge. Han and Grosenbaugh12 and Taguti13 simulated
the impact using a penalty approach combined with finite
difference discretization for string motion, while Vyasarayani
et al.14 used the penalty approach with a modal representa-
tion of string motion. A different direction was taken by
Krishnaswamy and Smith15 who considered the curved sitar-
bridge as a point obstacle and applied digital wave-guides
and finite difference methods to obtain the solution for a
rigid impact. Velette16 analyzed the tambura string interac-
tion with a distributed obstacle modeled as a unilateral point
constraint considering completely plastic impact.17

When the obstacle is located near the termination of the
vibrating continuum, it is possible to model the dynamics
using a moving boundary problem. Fung and Chen18 pro-
posed this method and studied perfect wrapping of a flexible
cantilever beam on a circular rigid foundation as a moving
boundary problem. The sitar-bridge-string problem is closely
related to this work, but differs from it in several respects: �i�

a�Author to whom correspondence should be addressed. Electronic mail:
cpvyasar@engmail.uwaterloo.ca
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the vibrating continuum is a string instead of a beam; �ii� the
string can have a non-point contact length at static equilib-
rium; �iii� the contacting boundary is of finite length, thus
limiting the maximum amount of wrapping around the ob-
stacle; and �iv� the obstacle geometry is closer to a parabola
than a circle.

The present paper describes a new modal formulation
for solving the string contact problem for a finitely termi-
nated parabolic obstacle, obtaining the equation of motion of
the string during wrapping motion from Hamilton’s prin-
ciple. The developed model is used to study the general be-
havior of the string motion. Advantages and disadvantages of
the proposed method for simulating wrapping contacts are
discussed in comparison to the penalty approach. The param-
eter space for which the simulation model approximates the
sitar-bridge-string interaction is analyzed and the mechanism
behind the generation of the buzzing tone in a sitar is inves-
tigated.

II. MATHEMATICAL MODELING

A schematic representation of the bridge-string geom-
etry is shown in Fig. 3. The bridge is a finite obstacle defined
by a parabolic surface for X values between �1 and �2. The
string has fixed termination points on the X-axis at X=L, and
on the parabola at X=�1.

String motion can be divided into three distinct phases:
phase-I motion occurs when there is no contact with the ob-
stacle; partial wrapping on the obstacle is called phase-II
motion; a completely wrapped string is considered to be in
phase-III motion. In this section we assume, for simplicity
and without loss of generality, that �1=0 and �2=B. The
equation of motion governing the dynamics of the string dur-
ing each of the three phases is derived, as well as the corre-
sponding switching conditions as the string passes between
the phases. This approach is more general than that of Burr-
idge et al.7 who only considered phase-II motion because the
parabola extends indefinitely below the string.

A. Phase-I motion

During phase-I motion the string is governed by the
classical string equation given as follows:

��
�2Y1

�t2 − T
�2Y1

�X2 = 0, �1�

with boundary conditions

Y1�0,t� = Y1�L,t� = 0, �2�

where Y1 is the transverse displacement of the string, L is the
length of the string, T is the string tension, � is the density, A
is the cross-sectional area, X is the co-ordinate along the
length, and t is the time. The shape of the obstacle is as-
sumed to be a parabola as in the work of Burridge et al.7 and
the geometry can be analytically represented as

YB�X� = APX�B − X� . �3�

We substitute the following non-dimensional parameters into
the equation of motion to facilitate analysis:

y1 =
Y1

h
, x =

X

L
, � = t� T

�AL2 , �4�

where h=APB2 /4 is the height of the obstacle. The equation
of motion after substituting the non-dimensional variables is
as follows:

�2y1

��2 −
�2y1

�x2 = 0, �5�

with boundary conditions

FIG. 2. Sitar-bridge. The profile can be approximated by a parabolic curve. The base of the parabola defines the x-axis passing through the far string
termination point and parallel to the reference line shown, which runs along the neck of the instrument. See text for detailed dimensions.

Y

L

B

X

Phase-I motion

Phase-III motion

Phase-II motion

1Γ
2Γ

String termination

FIG. 3. �Color online� Bridge-string geometry and different phases of string
motion �exaggerated for clarity�. The right string termination lies on the
X-axis; the left termination lies on the parabolic bridge surface as shown.

FIG. 1. Sitar, a stringed instrument of Indian origin.
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y1�0,�� = y1�1,�� = 0. �6�

A solution to Eq. �5� is assumed to be of the form

y1�x,�� = �
j=1

�

� j�x�� j��� . �7�

In Eq. �7�, � j�x�=�2 sin�j�x� are mass-normalized mode-
shapes of the string and � j��� are modal co-ordinates. Sub-
stituting Eq. �7� into Eq. �5�, multiplying by �k�x�, integrat-
ing over the domain, and simplifying the resulting equation
by using orthogonality relations result in a set of uncoupled
ordinary differential equations of the following form:

�̈ j��� + 	 j
2� j��� = 0, �8�

where 	 j = j� are the natural frequencies of the string. The
modal initial conditions corresponding to physical initial
conditions of y1�x ,0� and ẏ1�x ,0� are as follows:

� j�0� = �
0

1

y1�x,0�� j�x�dx and

�̇ j�0� = �
0

1

ẏ1�x,0�� j�x�dx . �9�

After specifying the system parameters and initial condi-
tions, the modal equations of motion given by Eq. �8� can be
numerically integrated using any standard numerical scheme.
When the string starts to contact the obstacle, the equation of
motion given by Eq. �8� is no longer valid. In Sec. II B we
derive the equation of motion during wrapping motion of the
string around the obstacle by using Hamilton’s principle with
a moving boundary.

B. Phase-II motion

The Hamiltonian with the distributed spatial constraint18

can be written as follows:

H = 
�
t1

t2 ��
0

�−

�� + ��X�G�X��dX + �
�+

L

�dX	dt = 0,

�10�

where � is the Lagrangian density function defined as

� =
1

2
�AẎ2�X,t�2 −

1

2
T
 �Y2�X,t�

�X
�2

, �11�

and G�X� is the gap function defined as G�X�=Y2�X , t�
−YB�X� and � is the wrapped string length. Y2 is the dis-
placement of the string during wrapping motion and ��X� is
the distributed constraint force. Substituting Eq. �11� into the
Hamiltonian �Eq. �10�� and simplifying

H = 
�
t1

t2 �
0

�− 
1

2
�AẎ2�X,t�2�dXdt

− 
�
t1

t2 �
0

�− 
1

2
T
 �Y2�X,t�

�X
�2�dXdt

+ 
�
t1

t2 �
0

�−

���X�G�X��dXdt

+ 
�
t1

t2 �
�+

L 
1

2
�AẎ2�X,t�2�dXdt

− 
�
t1

t2 �
�+

L 
1

2
T
 �Y2�X,t�

�X
�2�dXdt = 0. �12�

After evaluating the variations in Eq. �12�,

H = �
t1

t2 �
0

�− 
T
�2Y2�X,t�

�X2 − �A
�2Y2�X,t�

�t2 + ��X��

Y2�X,t�dXdt + �

t1

t2 �
0

�−

�
��X�G�X��dXdt

+ �
t1

t2 �
�+

L 
T
�2Y2�X,t�

�X2 − �A
�2Y2�X,t�

�t2 �
Y2�X,t�dXdt

+ �
t1

t2 
T
�Y2��+,t�

�X

Y2��+,t��dt

− �
t1

t2 
T
�Y2��−,t�

�X

Y2��−,t��dt

+ �
t1

t2 
T
�Y2�0,t�

�X

Y2�0,t��dt

− �
t1

t2 
T
�Y2�L,t�

�X

Y2�L,t��dt = 0. �13�

It should be noted that the virtual variables 
Y2�� , t� and 
�
are unspecified, but they are related due to the presence of
the geometrical constraint. After some tedious algebra, the
relation between the virtual variables can be shown to be


Y2��,t� = 2AP�B − 2��
� . �14�

The reader can find a more detailed derivation on relating the
virtual variables in the work of Fung and Chen,18 for a simi-
lar problem. Substituting Eq. �14� into Eq. �13�, and utilizing
the fact that the virtual variables are arbitrary and must van-
ish at the boundaries results in the following equations of
motion that must be satisfied at all time:

T
�2Y2�X,t�

�X2 − �A
�2Y2�X,t�

�t2 + ��X� = 0, 0 � X � �−,

�15�

T
�2Y2�X,t�

�X2 − �A
�2Y2�X,t�

�t2 = 0, �+ � X � L , �16�

with the boundary conditions

Y2�0,t� = 0, Y2��−,t� = AP�−�B − �−� , �17�

Y2�L,t� = 0, Y2��+,t� = AP�+�B − �+� , �18�

since 
�=
�−=
�+. The transversality condition can be
written as
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�Y2���t�,t�
�X

= AP�B − 2��t�� . �19�

The transversality condition is the necessary condition that
must be satisfied for the variations to vanish at the free
boundary �. The physical implication of the transversality
condition is the enforcement of the string slope to be equal to
that of the slope of the parabola at the point of separation
���. We substitute the same non-dimensional parameters
given in Eq. �4� along with �=� /L, b=B /L, and �
=4L2 /B2 into Eqs. �15�–�19�. It should be noted that the
solution of Eq. �15� is the geometry of the parabola, as the
string in the domain 0�x��− perfectly wraps around the
obstacle. So we have to solve for the motion of the string in
the domain �+�x�1; thus the equation of motion reduces
to the following moving boundary problem:

�2y2�x,��
�x2 −

�2y2�x,��
��2 = 0, �+ � x � 1, �20�

y2��+,�� = ��+�b − �+�, y2�1,�� = 0. �21�

We need one further equation that should be solved for ob-
taining the separation point �moving boundary�, which
comes from the tranversality condition

�y2��,��
�x

= ��b − 2�� . �22�

To transform the non-homogenous boundary conditions
given by Eq. �21� into homogenous boundary conditions, the
following transformation defining y3 is substituted into Eqs.
�20�–�22�:

y2�x,�� = y3�x,�� + s�x,�� , �23�

where

s�x,�� =
��+�b − �+�

��+ − 1�
�x − 1� . �24�

The transformed equations are shown below:

�2y3�x,��
�x2 −

�2y3�x,��
��2 = −

�2s�x,��
��2 , �+ � x � 1, �25�

with boundary conditions

y3��+,�� = 0, y3�1,�� = 0. �26�

The transversality condition now becomes

�y3��+,��
�x

= ��b − 2�+� −
��+�b − �+�

��+ − 1�
. �27�

Substituting a solution of the following form:

y3�x,�� = �
i=1

N

�i�x,���i��� �28�

into Eq. �25�, where �i�x ,�� are the mass-normalized mode-
shapes parametrized with respect to the moving boundary
�+���. They are obtained by solving for the mode-shapes of
Eq. �25�:

�i�x,�� =� 2

�1 − �+�
sin
 j�

�x − �+�
�1 − �+�� . �29�

The partial differential equation �25� after substituting the
solution �28� and using the orthogonality property of � j re-
duces to the following coupled ordinary differential equa-
tions with time dependent coefficients:

�̈i��� + ��
j=1

N

2Cij��+,�̇+�	�̇i��� + �
 j�

�1 − �+��
2

+ �
j=1

N

Dij��+,�̇+,�̈+�	�i��� = − Eij��+,�̇+,�̈+� . �30�

In the above equation, Cij, Dij, and Eij are defined as follows:

Cij��+,�̇+� = �
�+

1

�i�x,���̇ j�x,��dx = J1ij����̇ , �31�

Dij��+,�̇+,�̈+� = �
�+

1

�i�x,���̈ j�x,��dx = J1ij����̈ + J2ij����̇2,

�32�

Eij��+,�̇+,�̈+� = �
�+

1

s̈i�x,��� j�x,��dx = J3ij����̇2 + J4ij����̈ ,

�33�

where J1ij, J2ij, J3ij, and J4ij are functions of � only. The
transversality condition �Eq. �27��, after substituting the so-
lution given by Eq. �28�, becomes

�
i=1

N

i��2�i��� = �1 − �+�3/2
��b − 2�+� −
��+�b − �+�

��+ − 1� � .

�34�

Differentiating the above equation twice, we get

�
i=1

N

i��2�̈i��� = H1��+��̈+�t� + H2��+��̇+
2 , �35�

where H1 and H2 are functions of �. Equations �30� and �35�
can be solved simultaneously for �i��� and ���� to predict
the motion of the string during the contact phase. The above
method of satisfying the second derivative of the displace-
ment constraint instead of displacement constraint directly,
thus converting the constraint equation into a differential
equation, is a very well known procedure in the field of
multibody dynamics.19

C. Switching conditions between phase-I and phase-II
motions

Let �c1 be the time at which the string in phase-I comes
in contact with the obstacle. The string in phase-I motion
contacts the obstacle when the slope of the string at x=�+

=0 matches with the slope of the obstacle. At the event of
contact, we have
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y1�x,�c1� = y2�x,�c1� , �36�

which can be further written as follows:

�
i=1

N

�i��c1��i�x� = �
i=1

N

�i�x,�c1��i��c1� +
��+�b − �+�

��+ − 1�
�x − 1� .

�37�

Since �+=0 at �=�c1 and �i�0�=�i�0,�c1�=0, we have

�i��c1� = �i��c1� . �38�

Since the velocity distributions in phase-I motion and
phase-II motion should also be equal at transferring time �c1,
we have

�
i=1

N

�̇i��c1��i�x� = �
i=1

N

��̇i�x,�c1��i��c1� + �i�x,�c1�

�̇i��c1�� − b��x − 1��̇+. �39�

Multiplying both sides of Eq. �39� with � j�x ,�c1� and inte-
grating over the domain result in the following:

�̇i��c1��
i=1

N �
0

1

�i�x�� j�x,�c1�dx

= ���c1��
i=1

N �
0

1

�̇i�x,�c1�� j�x,�c1�dx

+ �̇i��c1��
i=1

N �
0

1

�i�x,�c1�� j�x,�c1�dx

− b��̇+�
0

1

�x − 1�� j�x,�c1�dx . �40�

After some simplifications using orthogonality relations, the
above equation reduces to

�̇i��c1� = �̇i��c1� + ����c1��
j=1

N

J1ij�0� + �2
b�

i�
�	�̇+.

�41�

The above set of N equations contain N+1 unknowns, so we
need one further equation to solve for �̇+ which can be ob-
tained by differentiating the transversality condition given by
Eq. �34� with respect to time

�
i=1

N

i��2�̇i��� = H1��+��̇+ �42�

at transferring time �=�c1. The above equation becomes

�̇ =
1

H1�0��i=1

N

i��2�̇i��c1� . �43�

The above algebraic equations �41� and �43� can be solved to

obtain �̇i��c1� and �̇+. The time of switching can be obtained
through the transversality condition as shown below:

�
i=1

N

i��2�i��c1� = �
i=1

N

i��2�i��c1� = �b . �44�

Standard event detection algorithms can be used in the simu-
lation to detect the time at which Eq. �44� holds.

D. Phase-III motion

The phase-III motion is the same as phase-I motion ex-
cept that the string is completely wrapped around the ob-
stacle and vibrates between x=�+=b and x=1. The dimen-
sionless equation of motion of the string during phase-III can
be written as

�2y4�x,��
�x2 −

�2y4�x,��
��2 = 0, b � x � 1, �45�

y4�b,�� = 0, y4�1,�� = 0, �46�

substituting a solution of the following form:

y4�x,�� = �
j=1

�

� j�x�rj��� �47�

into Eq. �45� and performing standard modal analysis, we get
the following uncoupled ordinary differential equations:

r̈ j��� + 	4j
2 rj��� = 0, �48�

where � j�x�=�2 / �1−b�sin�j��x−b� / �1−b�� are the mass-
normalized mode-shapes of the string, rj��� are the general-
ized coordinates, and 	4j = j� / �1−b� are the natural frequen-
cies of the string.

E. Switching conditions between phase-II and phase-
III motions

Once the slope of the string at x=�=b matches with the
slope of the obstacle the string enters into phase-III motion.
Let �c2 be the instant of switching. The displacement and
velocity distributions of the string during the last instant of
phase-II will be transferred to the phase-III. This can be
mathematically represented as

�i��c2� = ri��c2� �49�

and

�̇i��c2� = ṙi��c2� . �50�

The transfer time �c2 between phase-II and phase-III can be
again obtained from the transversality condition as shown
below:

�
i=1

N

i��2�i��� = �1 − �+�3/2
��b − 2�+� −
��+�b − �+�

��+ − 1� � .

�51�

Substituting �=�c2 and �+=b, we get

�
i=1

N

i��2�i��c2� = − �b�1 − b�3/2. �52�
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F. Switching conditions between phase-III and phase-
II motions

The switching conditions between phase-III and phase-II
are similar to that of phase-I and phase-II. Let �c3 be the
transfer time, once the phase-III motion is initiated after time
�c2 the string vibrates downwards between the boundaries b
and 1. Once the string starts to move upwards the slope of
the string x=�=b matches with the slope of the obstacle and
the string enters in to phase-II motion, and then it tries to
unwrap itself thus again performing a phase-II motion. Now
we try to relate the initial conditions between phase-III and
phase-II motions. Following similar procedure as in Sec.
II C, we get the following relations:

ri��c3� = �i��c3� , �53�

ṙi��c3� = �̇i��c1� + ����c1��
j=1

N

J1ij�b� + �2
b�

i�
�	�̇+,

�54�

�̇+ =
1

H1�b��i=1

N

i��2�̇i��c3� . �55�

Equation �55� can be substituted into Eq. �54� to eliminate �̇+

and that can be solved for �̇ j�t�. Once �̇ j�t� are known they
can be re-substituted into Eq. �55� to get �̇+. The transferring
time �=�c3 can again obtained from the transversality condi-
tion as shown below:

�
i=1

N

i��2�i��c3� = − �b�1 − b�3/2. �56�

Equations �53�–�55� relate the initial conditions between
phase-III and phase-II.

G. Switching conditions between phase-II and phase-I
motions

The switching conditions between phase-II and phase-I
are similar to that of phase-II and phase-III. Let �c4 be the
switching time between phase-II and phase-I motions. When
the string completely unwraps from the obstacle during
phase-II motion the slope of the string at x=�=0 matches
with the slope of the obstacle and again phase-I motion gets
initiated. Following similar procedure as in Sec. II E, we get
the following relations:

�i��c4� = �i��c4� , �57�

�̇i��c4� = �̇i��c4� . �58�

The transfer time �c4 between phase-II and phase-III can be
again obtained from the transversality condition as shown
below:

�
i=1

N

i��2�i��c4� = �b . �59�

H. Summary of formulation

Now we have the equations governing the dynamics of
the string during the three phases of motion given by Eqs.
�8�, �30�, and �48�. The switching conditions between phase-I
and phase-II are given by Eqs. �38� and �43�. The event of
switching can be obtained from Eq. �44�. The switching con-
ditions between phase-II and phase-III motions are given by
Eqs. �49� and �50�. The event of switching can be obtained
from Eq. �52�. During upward motion of the string, the
switching conditions between phase-III and phase-II and the
event of switching can be obtained from equations �53�–�56�.
Finally, the switching condition between phase-II and
phase-I and the event of switching are given by Eqs.
�57�–�59�. In Sec. III, we discuss the results obtained by
numerical simulations of the formulated equations.

III. RESULTS AND DISCUSSION

In this section, we discuss the behavior of the string
motion from simulations. For computational simplicity, we
consider only a single mode representation of the string. It
will be evident shortly that even a one mode approximation
of the moving boundary formulation can capture the physics
of the problem. This approximation requires the string to be
plucked at the center of its unwrapped length.

A. General behavior of string motion

As we have introduced dimensionless quantities in the
equation of motion, the natural frequencies of the completely
unwrapped string are integer multiples of �. For a simulation
we need two dimensionless quantities: the relationship be-
tween the bridge and string given by b=B /L, and the modal
amplitude of the initial string configuration given by �1�0�.
The contact length �=1−��1−b� for the string at static equi-
librium on the parabolic obstacle can be obtained from the
transversality condition �Eq. �34�� by setting �1�0�=0; the
string shape at static equilibrium, a straight line from the
contact point to right termination, is given by Eqs. �23� and
�24� with y3=0.

Transitions between phases are controlled by two fac-
tors: �i� the location of the bridge terminations, as deter-
mined by �1 and �2; and �ii� the pluck amplitude, as given by
the initial condition �1�0�. The value of �1 constrains the left
boundary of the vibrating string and shortens the effective
speaking length at the phase-I transition, and �2 constrains
the potential extent of the string wrapping before it enters
into phase-III motion. For each defined pair of bridge termi-
nations, limiting values of the initial condition such that the
string only vibrates in phase-II motion can be obtained from
the transversality condition �Eq. �34��:

�1 − �2�3/2

�2�

��b − 2�2� −

��2�b − �2�
��2 − 1� � � �1�0�

�
�1 − �1�3/2

�2�

��b − 2�1� −

��1�b − �1�
��1 − 1� � . �60�

The significance of these inequalities for sitar-bridge design
will be demonstrated subsequently. A parabolic bridge that
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extends to the x-axis on both sides, as used in the derivation
of equations of motion and switching conditions in Sec. II,
corresponds to �1=0 and �2=b, in which case the inequali-
ties constraining the string to phase-II motion simplify to
−4�1−b�3/2 /�2�b��1�0��1 /�2�b. The bridge configura-
tion in Ref. 7 corresponds to �1=0 and �2→�.

Figure 4 shows the variation of initial condition �1�0�
against initial contact length ��0� for a string in phase-II
configuration with b=0.05, the same as considered by Burr-
idge et al.7 The corresponding midpoint deflection y2�0.5,0�
is also shown. Interestingly the initial conditions seem to
vary almost linearly with contact length. For this bridge con-
figuration, the phase transitions occur when ��0� is 0 or 0.05,
giving �1�0� values of 18.0 and −16.7, and corresponding
midpoint deflections of 25.5 and −24.1; these demand very
large amplitude initial conditions if the string is to vibrate in
phase-I or phase-III motion. Increasing �1 will constrain the
��0� value on the left for the phase-I transition; decreasing
�2 will constrain the ��0� value on the right giving the phase-
III transition. In this way bridge termination can be used to
control the string amplitude required for the phase transi-
tions.

Now we study the free vibrations of the string about the
equilibrium state. The equations of motions were solved nu-
merically using MATLAB with ode 23s solver. The in-built
event detection algorithm in MATLAB was used for detecting
events for switching between the three phases of motion. An
absolute and relative tolerance of 10−9 was used in the nu-
merical simulations. Figure 5 shows the variation of modal
coordinate �1�t� with time for four different initial condi-
tions. The corresponding phase space plots are given in Fig.
6. The first initial condition is �1�0�=24�1 /�2�b and thus
the string starts its motion in phase-I; the string eventually
vibrates in all the three phases of motion, but the asymmetry
seen in the phase plot should be noted. All the other initial
conditions shown satisfy the inequalities −4�1−b�3/2 /�2�b
��1�0��1 /�2�b and the initial string condition is in
phase-II; in this case, the string remains only in phase-II
motion; however, this cannot be concluded in general due to
asymmetry. Figure 5 shows that the string starting in phase-I

has a higher oscillation frequency than that starting in phase-
II, since some motion in phase-III with the highest frequency
occurs during a cycle. The frequency of oscillation for all
cases that remain in phase-II motion is essentially the same,
possibly due to the near linear relationship of �1�0� and ��0�,
as shown in Fig. 4. The period of oscillation with no obstacle
is 2, and it can be seen that this is increased due to the
presence of the bridge.

In order to understand how the natural frequency of the
system changes while it wraps around the obstacle, an in-
stantaneous natural frequency can be defined by taking a
square root of the coefficient of �1��� in Eq. �30� and by
dropping rate dependent terms. Figure 7 shows the variation
of instantaneous natural frequency for the same four initial
conditions. It is clear that the natural frequencies are time
dependent.

To validate our results with the moving boundary formu-
lation, we compared them to those obtained by the penalty
approach14 and found good agreement when 100 modes were
retained in the penalty method. Moreover, the moving
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boundary formulation simulated the string motion 50 times
faster than the penalty approach. During phase-III the slope
of the string at �=b is discontinuous, except at the beginning
and end configuration. This non-smooth behavior in the
string shape at �=b is exactly captured by the formulation
and its discontinuous slope is shown in Fig. 8. This particular
non-smooth behavior in string slope cannot be captured if the
impact is modeled using a penalty approach,14 for which
method the obstacle is assumed as a linear continuum of
distributed springs. Usually a series solution in terms of nor-
mal modes of the classical string is sought and it is well
known that the series solution converges very slowly in the
presence of non-smooth displacements and is prone to Gibbs
phenomena.20 Capturing such discontinuities in derivatives
of the spatial displacement exactly is still a challenging prob-
lem with a sparse modeling literature.20–22

In order to investigate the frequency components present
in the string shape during phase-II motion, the shape of the

string during its entire motion �obtained by solving the mov-
ing boundary problem� is projected on the normal modes of
the classical string. Mathematically,

y�x,t� = �
j=1

N

aj�t�sin�j�x� �61�

represents the shape of the string including both the wrapped
and unwrapped portions. The series in Eq. �61� can also be
interpreted as the series solution of the penalty approach, for
which14 the aj�t� are obtained by solving the differential
equations

äj��� + 	 j
2aj��� = �f�a1,a2, . . . ,aN�, j = 1,2, . . . ,N ,

�62�

with penalty parameter � and penetration function
f�a1 ,a2 , . . . ,aN�. The moving boundary approach of the
present paper is the limiting case of the penalty method for
�→� and penetration function tending to zero correspond-
ing to a rigid obstacle. Both the methods should give identi-
cal results in the limiting case.

Figure 9 is a waterfall plot obtained from Eq. �61� show-
ing the variation of normalized participation factors aj�t�
with time for the initial condition �1�0�=1.8 with string mo-
tion constrained to phase-II only. The presence of a particular
aj��� in the waterfall plot means that the corresponding
modal oscillator in Eq. �62� must participate in the response
if the problem is solved using a penalty approach, and auto-
matically its frequency component will be present in the time
response. Figure 9 clearly shows the participation of higher
modes during phase-II motion. Considerably more terms in
the series �Eq. �61�� are needed around �=0.5 and �=1.5
when the shape of the string demands higher mode partici-
pation. It can be seen that Eq. �30� is highly coupled and
during phase-II motion the modes can exchange energy. As
time progresses higher modes will start participating and
eventually lead to multiple distributed impacts between the
bridge and the string, which will violate the perfect wrapping
assumption required in the moving boundary method. The
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authors believe that these multiple impacts are responsible
for the distinct tone of the sitar. Future work will address this
by developing a detailed simulation model that can handle
spatial string motions with multiple impacts and friction.23

B. Simulation approximating the configuration of a
sitar

An initial string deflection of 24 times the height of the
bridge is required for phase-I string motion with the bridge-
string configuration used in the above simulations, which is
the same as that of Burridge et al.7 This scenario is clearly
impractical for a real sitar, if only because the resulting large
amplitude string vibrations would have to pass through the
back of the instrument. In reality, the geometry of a sitar-
bridge, as shown in Fig. 2, is quite different in several re-
spects: �i� the bridge is terminated on the left at its apex, with
downbearing from string back length keeping it fixed there;
�ii� the bridge is terminated on the right at a level consider-
ably higher than that of the far string termination; and �iii�
the slope of the bridge is very shallow, so the bridge surface
remains very close to the string.

Measurements obtained from the sitar shown in Fig. 1
give the following dimensions: B=300 mm, �1=150 mm,
�2=173 mm, and L=1060 mm �effective speaking length is
910 mm�. We choose the straight neck of the instrument to
define the horizontal direction. The x-axis for simulations
�Fig. 3� is parallel to this and passes through the far string
termination which is 14 mm above the neck reference line.
The apex of the bridge at 27 mm above the neck reference
line gives h=13 mm. Figures 2 and 3 show how the simula-
tion configuration relates to the real sitar-bridge.

The tops of the frets at 11 mm above the neck reference
line constrain the maximum vertical displacement of the
string if it is to avoid hitting them. The normal plucking
point is about 200 mm from the bridge apex, giving a pluck-
ing ratio or about 2:9. A typical pluck moves the string about
15 mm horizontally and 2–3 mm vertically.

This sitar string-bridge configuration is approximated
for simulations using the following non-dimensional param-
eters: L=1, b=0.283, �1=b /2=0.142, and �2=0.163. The
initial condition for a one mode solution requires a mid-
string plucking point for which the �1�0� value of 0.25 is
used. This corresponds to a string raised slightly above the
horizontal between the bridge termination and the pluck
point, a state that is easily achieved in normal playing.24

Substituting the non-dimensional parameters in Eq. �60�
gives phase transitions for �1 values of 0.209 �phase-I to
phase-II� and −0.172 �phase-II to phase-III�, corresponding
to midpoint defections of 0.890 and 0.329, respectively. It
can be seen that string motion in all three phases can easily
be achieved for the configuration of a real sitar in normal
playing, as a result of the geometry of the bridge and its
terminations. The results of simulations with the above con-
ditions, shown in the phase plot of Fig. 10 should be con-
trasted with those shown in Fig. 6.

IV. CONCLUSIONS

A mathematical model of the string wrapping against
obstacle at its boundary has been formulated using a moving
boundary approach. The formulation includes the distributed
behaviour of a rigid bridge obstacle which may be termi-
nated at arbitrary locations on either side. Equations of mo-
tion have been provided for the three phases of motion cor-
responding to the string completely �phase-III�, partially
�phase-II�, or not at all �phase-I� wrapped on the bridge. It is
shown that a single mode moving boundary approach can
reveal much of the underlying physics, including capturing
the non-smooth string shape during phase-II motion. As
many as 60 natural frequency components of the string are
present in the wrapped string, in particular, during phase-II
motion. Thus the model captures the characteristic buzzing
behavior of the sitar tone. In the simulations given the string
motion has been reasonably well represented using only a
single mode, requiring solution of only a single ordinary dif-
ferential equation �ODE� in phase-I and phase-III, or two
coupled ODEs in phase-II. This suggests the applicability of
the method to physics-based sound synthesis algorithms. The
following conclusions can be drawn on phase-II motion:

• The modal amplitude �1��� decreases as the contact length
���� increases.

• The frequency of oscillation of the string initially in
phase-I is higher than that initially in phase-II.

• The frequency of oscillation in phase-II remains constant
irrespective of initial amplitude given by modal amplitude
�1�0�.
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The variation, with material parameters, of Lamb modes is investigated. Vibration spectra of
traction-free elastic plates are generally presented, for a given isotropic material, as a set of
dispersion curves corresponding to the various Lamb mode branches. Here, the spectrum variations,
with the Poisson ratio �, are plotted in a dimensionless co-ordinate system in the form of a bundle
of curves for each Lamb mode. Except for the fundamental anti-symmetric mode A0, this
representation highlights the same behavior for all Lamb modes. VT denoting the shear wave
velocity, the �� ,k� plane can be divided into two angular sectors separated by the line of slope VT

�2.
In the upper one, corresponding to a phase velocity V=� /k larger than VT

�2, dispersion curves are
very sensitive to the plate material parameters. In the lower sector �V�VT

�2� all the branches,
whatever the value of the Poisson ratio �0���0.5�, are gathered into a thin pencil. Moreover,
curves of a given bundle cross the boundary line at coincidence points equally spaced. These
properties and a specific behavior observed for �=0 are explained in terms of Lamé wave solutions
of the characteristic equations of Lamb modes.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117685�

PACS number�s�: 43.40.Dx, 43.20.Mv �YHB� Pages: 3683–3687

I. INTRODUCTION

The characteristic equations governing the propagation
of symmetric �Sn� and anti-symmetric �An� modes in a free
isotropic plate was derived by Rayleigh.1 First numerical so-
lutions were obtained for the phase velocity V of the lowest
modes by Lamb.2 The propagation of these guided waves
can be represented by a set of dispersion curves giving the
angular frequency �=2�f of each modes versus the wave
number k=2� /�. Plots of dispersion curves, numerically
calculated for various materials, can be found in many
textbooks.3–6 They show the complexity of Lamb waves fre-
quency spectra as a result of the coupling of shear waves
�velocity VT� and longitudinal waves �velocity VL� at the
traction-free surfaces.

Before the extensive use of computers, crossings of
Lamb mode branches were investigated as a guide for
sketching Lamb wave spectra without numerical calcula-
tions. Due to mode orthogonality,7 curves of the same family
never intersect. Crossing points between symmetric and anti-
symmetric curves were first studied by Mindlin.8 This author
developed a method based on mixed boundary conditions for
which shear and dilatational waves are uncoupled. The grid
of intersecting dispersion curves for a plate subjected to
these artificial boundary conditions forms a series of bounds
for the dispersion curves of Lamb modes. Using dimension-
less variables, Lamb wave frequency spectra only depend on
the bulk wave velocity ratio VL /VT or Poisson’s ratio �. Ex-
tending Mindlin’s method, Freedman9 studied the variation
of Lamb mode spectra over the full range of Poisson’s ratio
�−1���0.5�. This author also showed that coincidences of
branches of like symmetry modes occur at intersection of
bounds and for a ratio of the wave number k to the shear

wave number in the plate material �kT=� /VT� equal to 2−1/2.
In a companion paper,10 the special behavior of Lamb modes
at �=0 was investigated in terms of Mindlin rules. In a third
paper,11 Freedman examined the variation of individual
branches of lower order Lamb modes over the complete
range of Poisson ratio.

In Freedman’s papers, the dispersion curves are gener-
ally presented on an unusual plot of k /kT versus d /�T �d
denoting the plate thickness� and figures are schematic illus-
trations of the variations of Lamb branches. Additionally, a
large number of accurate frequency spectra can be found in
the literature on Lamb waves. However, each spectrum, com-
puted for a given material or a fixed value of the Poisson
ratio, is composed of many branches corresponding to vari-
ous modes. From the juxtaposition of these families of dis-
persion curves, it is not easy to conclude on the evolution of
Lamb modes with the mechanical properties of the plate ma-
terial. It is thus desirable to reach a clear insight on the
variations of the lower order Lamb mode branches with ma-
terial parameters.

The objective of the present paper is to clarify the man-
ner in which the frequency spectrum of Lamb waves varies
with the Poisson ratio. For this purpose, the dispersion
curves are presented in a co-ordinate system giving the nor-
malized frequency F= fd /VT versus the normalized wave
number K=kd /2�=d /�. Moreover, we present the spectrum
in the form of a bundle of curves for a selected Lamb mode.
These plots show general trends and clearly highlight the
specific behavior of Lamb modes at points where they con-
sist solely of shear waves propagating at 45° to the plate
surfaces.
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II. NUMERICAL RESULTS

In a homogeneous isotropic plate, Lamb waves are ei-
ther symmetric or anti-symmetric. For each family the angu-
lar frequency and the wave number satisfy a characteristic or
frequency equation.3 When the faces of the plate are free of
tractions, no energy leakage occurs. Then, for any real k, the
secular equation yields an infinite number of real roots in �.
The dispersion curves of these propagating modes, guided by
the plate, is represented by a set of branches in the �� ,k�
plane. Many frequency spectra can be found in the literature.
Each of them, computed for a given material, testifies the
complexity of Lamb wave propagation.

Elastic properties of an isotropic material are character-
ized by two constants c11 and c66, related to longitudinal and
shear wave velocities, respectively, VL and VT. The use of
dimensionless frequency F= fd /VT and wave number K
=kd /2� allows us to express Lamb wave propagation in
terms of only one material parameter, the bulk wave velocity
ratio �=VL /VT or the Poisson ratio �:

� =
�2 − 2

2��2 − 1�
�1�

and

� =
VL

VT
=�2�1 − ��

1 − 2�
. �2�

The advantage of Poisson’s ratio is that this coefficient
remains finite. With very few special exceptions, isotropic
materials exhibit positive Poisson ratio. Therefore, the study
is limited to the usual range, i.e., from the rigid solid ��=0
→�=�2� to the fluid ��=0.5→�=��.

Numerical calculations have been performed in order to
determine the normalized frequency F versus normalized
wave number K. Dispersion curves were plotted for 0�K
�5 and 0�F�6 and for 11 values of the Poisson ratio �
from 0 to 0.49. The first ten values are separated by a step
equal to 0.05. The limiting case of a fluid, with VT=0 and
�=0.5, is not considered here. Results are presented in Fig. 1
for the first four anti-symmetric modes and in Fig. 2 for the
first four symmetric modes. In these graphs, a straight line of
unit slope corresponds to a phase velocity V=� /k equal to
VT. This representation highlights some conclusions on the
behavior of Lamb modes versus the plate material properties.

For a given mode, the lower curve of a bundle corre-
sponds to �=0 and the upper one to �=0.49. This continuous
evolution of the frequency spectrum observed for all the
Lamb modes can be easily explained. Equation �2� shows
that the bulk wave velocity ratio �=VL /VT increases with the
Poisson ratio. Thus, in a co-ordinate system where the fre-
quency thickness product is normalized to the shear wave
velocity VT, the dispersion curves are pulled toward high
normalized frequencies when the longitudinal wave velocity
VL increases.

Except for the fundamental anti-symmetric mode A0, the
�� ,k� plane can be divided in two angular sectors. In the
upper sector, corresponding to a phase velocity V=� /k
larger than VT

�2, dispersion curves are very sensitive to the
material parameters. In the lower sector �V�VT

�2� all the

curves, whatever the value of Poisson’s ratio, are gathered
into a thin pencil. It should be noted that this velocity �VT

�2�
represents the lowest possible value of the longitudinal bulk
wave velocity VL reached at zero Poisson ratio. Thus in the
lower sector, for any material, the phase velocity is smaller
than VL, which dramatically reduces the influence of bulk
wave velocity ratio and Poisson ratio on Lamb mode disper-
sion curves. For large values of kd, i.e., d	�, the non-zero
order symmetric and anti-symmetric branches tend asymp-
totically toward a unit slope, corresponding to a phase veloc-
ity equal to VT. Lamb modes are often used to characterize
material properties in platelike structures.12 This remark in-
dicates that for high order modes �n
1� the sensitivity to
material parameter � or �=VL /VT is much larger in the upper
sector.

Branches of a given Lamb mode cross the line corre-
sponding to the phase velocity VT

�2 at a fixed point inde-
pendent of the Poisson ratio. These points are equally spaced
on this line and their abscissa kd are equal to �2n+1�� for
the symmetric mode Sn �K=n+1 /2� and 2n� for the anti-
symmetric mode An �K=n�, respectively. Curves of a given
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FIG. 1. �Color online� Variation, with Poisson’s ratio in the range 0��
�0.49, of anti-symmetric Lamb modes in an isotropic free plate of thick-
ness d. Bundle of dispersion curves for �a� A0, A1, and A2 modes, and �b� A3

mode. For each mode, the lower curve corresponds to �=0 and the upper
one to �=0.49.
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bundle do not intersect each other. Figure 3 illustrates this
behavior for modes A1 and S1, showing that dispersion
curves cross the line F=�2K at the common point with the
same slope. All branches of a bundle pass through the line so

tangentially that their order does not change at the coinci-
dence point. This property is valid for all the symmetric and
anti-symmetric modes.

In the case of a rigid solid ��=0�, Fig. 4�a� shows that
symmetric Lamb modes exhibit a particular behavior. It ap-
pears that all the segments of the line F=�2K belong to
successive symmetric modes. The change from mode Sn to
mode Sn+1 occurs at the coincidence point of abscissa kd
= �2n+1��, giving rise to a discontinuity of the slope and
thus of the group velocity Vg=d� /dk. These remarks are not
valid for the anti-symmetric modes �Fig. 4�b��.
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FIG. 2. �Color online� Variation, with Poisson’s ratio in the range 0��
�0.49, of symmetric Lamb modes in an isotropic free plate of thickness d.
Bundle of dispersion curves for �a� S0 and S1 modes, �b� S2 mode, and �c� S3

mode. For each mode, the lower curve corresponds to �=0 and the upper
one to �=0.49.
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FIG. 3. �Color online� Behavior of dispersion curves over the coincidence
points. �a� A1 mode and �b� S1 mode. Dispersion curves of a given mode
cross the line F=�2K with the same slope.
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In the following part, most of the features observed on
Lamb mode frequency spectra are explained from the spe-
cific conditions for which the modes propagating in the free
isotropic plate are Lamé modes, consisting solely of shear
waves, or a degenerate Lamé mode, consisting of a purely
longitudinal wave.13

III. INTERPRETATION IN TERMS OF LAMÉ MODES

The characteristic equations of Lamb modes result from
the traction-free boundary conditions on the surfaces, located
at x2= �h for a plate of thickness d=2h. Using classical
notations:5,6

q2 = kT
2 − k2 and p2 = kL

2 − k2, �3�

boundary conditions may be expressed, for the symmetric
modes �=0� and the anti-symmetric modes �=� /2�, as

�k2 − q2�B cos�ph + � + 2ikqA cos�qh + � = 0 �4�

and

2ikpB sin�ph + � + �k2 − q2�A sin�qh + � = 0. �5�

A and B are the amplitudes of the vector and scalar displace-
ment potentials, respectively.

Lamé modes are particular solutions of these equations
for kT

2 =2k2, i.e., for a phase velocity V equal to VT
�2. With

q2 = k2 and p2 = −
�

1 − �
k2, �6�

boundary conditions are satisfied with kh= �n+1 /2�� for the
symmetric modes �=0� and kh=n� for the anti-symmetric
modes �=� /2�. In both cases the amplitude B of the scalar
potential vanishes, giving rise to a pure shear wave reflecting
at 45° on the plate boundaries for which no mode conversion
into longitudinal waves occurs.14 The resulting guided wave
propagates along the axis of the plate at the phase velocity
V=VT

�2. These solutions exist for any positive value of ��
and the normalized co-ordinates of their representative points
are the equally spaced values:

K = m/2 and F = m/�2, �7�

where m is an odd �even� integer for the symmetric �anti-
symmetric� modes. Moreover, the acoustic energy is carried
at a velocity equal to the projection of the shear wave veloc-
ity on the plate axis. Thus, the group velocity Vg=d� /dk of
Lamé modes is equal to VT /�2, i.e., half the phase velocity.

Since positions and slopes of Lamé modes are indepen-
dent of the Poisson ratio, each Lamb mode of a given bundle
passes through the Lamé line F=�2K at the same point with
the same slope. This behavior is observed in Figs. 1 and 2 for
all the Lamb modes, except for the anti-symmetrical mode
A0 whose phase velocity is less than the Rayleigh wave ve-
locity VR, thus less than VT.

For the special case �=0→p=0 and for the symmetric
modes, another solution of Eqs. �4� and �5� exists with A
=0 and a non-zero scalar potential �B�0�. In a rigid solid,
the Lamé solutions correspond to a constant longitudinal dis-
placement propagating at the velocity VL=VT

�2. Conversely
to the non-degenerate Lamé modes, the boundary conditions
are satisfied for any wave number k. Thus, as shown in Fig.
4�a�, the Lamé line is a locus for the roots of the Rayleigh–
Lamb equation. Segments of the Lamé line belongs to suc-
cessive symmetric modes, the change from modes Sn to Sn+1

occurring at the coincidence point of abscissa kd= �2n+1��.
At this point, the Sn branch changes direction giving rise to a
discontinuity of the group velocity from VT

�2 to VT /�2. The
inverse change occurs for the mode Sn+1. As predicted, Fig.
4�b� shows that this behavior is specific to symmetric modes.

IV. CONCLUSION

Although the propagation of elastic waves in an isotro-
pic plate has been widely investigated, the influence of plate
material properties on Lamb mode spectra was not easy to
derive from the uncountable frequency spectra found in the
literature. Using a dimensionless co-ordinate system, the way
individual Lamb mode branches vary with the Poisson ratio
� was investigated. A representation in the form of a bundle
of dispersion curves shows that the normalized frequency
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FIG. 4. �Color online� Special behavior at �=0 �rigid solid�. �a� Symmetric
Lamb modes: segments of the Lamé line belong to successive modes. The
change from mode Sn to mode Sn+1 occurs at the coincidence point of ab-
scissa K=n+1 /2 and gives rise to a discontinuity of the slope. �b� This
discontinuous behavior is not observed on anti-symmetric branches.
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increases continuously with the Poisson ratio and also high-
lights some feature common for all Lamb modes, except for
the fundamental anti-symmetric one A0. The �� ,k� plane can
be divided in two angular sectors separated by a line of slope
equal to the phase velocity VT

�2 of the Lamé modes. In the
upper one, corresponding to a phase velocity V larger than
VT

�2, the frequency spectrum is very sensitive to Poisson’s
ratio. In the lower sector �V�VT

�2�, all curves in a bundle
are gathered into a thin pencil, with a weak dependence on
Poisson’s ratio. Moreover, all the dispersion curves of a
given Lamb mode cross the boundary line at a fixed point
with the same slope. These coincidence points are equally
spaced: their abscissa are such that kd=2n� for the anti-
symmetric mode An and kd= �2n+1�� for the symmetric
mode Sn. In the case of a rigid solid ��=0�, a specific behav-
ior is observed: segments of the Lamé line belong to succes-
sive symmetric modes. The change from modes Sn to Sn+1

occurs at the coincidence point of abscissa kd= �2n+1��.
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Previous studies have shown that small changes can be monitored in a scattering medium by
observing phase shifts in the coda. Passive monitoring of weak changes through ambient noise
correlation has already been applied to seismology, acoustics, and engineering. Usually, this is done
under the assumption that a properly reconstructed Green function �GF�, as well as stable
background noise sources, is necessary. In order to further develop this monitoring technique, a
laboratory experiment was performed in the 2.5 MHz range in a gel with scattering inclusions,
comparing an active �pulse-echo� form of monitoring to a passive �correlation� one. Present results
show that temperature changes in the medium can be observed even if the GF of the medium is not
reconstructed. Moreover, this article establishes that the GF reconstruction in the correlations is not
a necessary condition: The only condition to monitoring with correlation �passive experiment� is the
relative stability of the background noise structure.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125345�

PACS number�s�: 43.40.Ph, 43.60.Tj, 43.40.Le, 43.20.Fn �RLW� Pages: 3688–3695

I. INTRODUCTION

In order to image a complex medium the impulse re-
sponse, or Green function �GF�, of that medium is needed.
Classically, the impulse response is retrieved by active
means: A signal generated at one point �e.g., an earthquake�
is recorded at another �a passive receiver such as a seismic
station�, and this record is treated as the band-pass filtered
GF. Over the past 15 years, developments in helio-
seismology1 and in acoustics2,3 showed that information
about a medium can be extracted from diffuse �coda� waves
or ambient background noise. Since then, seismologists turn
to this passive imaging technique.4 In this latter case the
seismic coda5 or seismic noise6 is correlated with recon-
structing the GF, either by averaging over space, time, or
both. Passive imaging requires some assumptions: One needs
uniformly distributed noise sources and/or long enough
record duration to get the correlation function to converge to
the GF.

Monitoring dynamic media is a separate issue and, as we
will see, is based on different �and weaker� assumptions. In
the 1980s, Poupinet et al.7 proposed to use coda waves to
monitor velocity changes in scattering media �the after-
mentioned doublet technique�. At first glance, coda waves
might appear as a jumbled mess of wave arrivals. In fact,
they consist of the waves which have described long, scat-
tered paths through the medium, thereby sampling it thor-
oughly. As a result, these scattered waves are more sensitive
to small variations than the ballistic waves. For this reason,
the information in the coda can be exploited to monitor small
changes in a medium. This technique, analogous to diffuse
wave spectroscopy8 in optics, was later named coda wave

interferometry.9 It tracks the tiny phase changes in the coda
that are caused by velocity changes in the medium. A major
issue of the doublet technique is that it requires stable repro-
ducible sources, which are hardly available in seismology.
Thus, a more recent idea was to combine noise-based passive
imaging with the doublet technique.10–13 First, one correlates
the background noise between two receivers. Second, one
analyzes small phase changes at large lapse times �coda� in
the correlations. This forms the basis of passive monitoring
�or passive image interferometry11� with seismic noise.
Noise-based passive monitoring seems to simultaneously re-
quire two conditions: first, a homogeneous distribution of
sources in space and, second, temporal stability of these
sources.

In seismology, most of the noise �between 0.01 and 1
Hz� generated in the oceans14,15 shows strong spatio-
temporal variabilities. This feature is in favor of passive im-
aging as long as records are long enough �duration of the
order of 1 year� to average over a large distribution of
sources. But to passively monitor dynamic phenomena over a
few days or less, this feature seems very unfavorable. In this
paper, we investigate the effect of these non-ideal conditions
on the reliability of passive monitoring. We will also exam-
ine if the GF reconstruction in the correlation is a necessary
condition to perform passive monitoring. To that end, we test
the passive monitoring technique under degraded conditions
in a controllable �laboratory� environment. In Sec. II of the
present paper, we describe the experimental setup and our
motivations to do small-scale seismology. In Sec. III, we
compare two different data processing procedures to extract
velocity variations from the coda wave. One is the doublet
technique introduced 20 years ago. The other, referred to as
stretching, was developed more recently.11,16,17 Advantages
and drawbacks of both procedures are discussed. We also
investigate the robustness of these procedures when noise is
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introduced in the signal. In Sec. IV, we investigate if passive
monitoring is still possible when the GF is not properly re-
constructed in the correlations. Finally, in Sec. V, we test the
robustness of passive monitoring in the case of temporally
changing distribution of sources.

II. METHODOLOGY

A. Motivations for doing analogous laboratory
experiments

Seismology is based on the observation and processing
of natural vibrations. In a passive field experiment where
seismic waves originate from earthquakes, scientists face two
simultaneous problems. They neither know the source loca-
tion with sufficient precision, the source mechanism, nor the
medium of propagation. It is therefore very complex to im-
age the source and the medium at the same time. By repro-
ducing some features of the seismic propagation in the labo-
ratory and employing controlled sources and sensors, we can
focus our efforts on the physics of the wave propagation and
develop new methods more comfortably. In laboratory-scale
seismology, we control, for instance, the size of the medium,
the scattering properties, and the absorption. We are then
able to adjust one parameter at a time and test the physical
models and imaging techniques we develop. But the main
reason for carrying out analogous ultrasonic experiments is
more tactical: It is related to the order of magnitude of the
physical parameters as recalled in Table I. Ultrasonic wave-
lengths are on the order of a millimeter, meaning that experi-
ments are physically easy to handle. Additionally, the dura-
tion of a single ultrasonic experiment is very short �1 min�
compared to seismology where we have to wait for earth-
quakes �year�. This characteristic allows us to achieve many
more experiments in the laboratory, and test many param-
eters over a wide range of magnitudes. In the view of testing
processing technique to monitor weak changes, it is also of
first importance to perfectly control the origin of the change
in the medium. This is quite convenient in the laboratory, but
almost impossible in a natural environment. These are the
reasons why several seismology laboratories have decided to
develop analogous experiments for methodological
developments.9,18–20 Our article presents one analogous ul-
trasonic experiment not only devoted to the study of the
physics of wave propagation in heterogeneous media, but
also to the development of new techniques applicable to seis-
mic waves in geosciences.

B. Scattering properties of the medium

We perform the experiment on an 80�64 mm2 block of
agar-agar gel, which consists of 95% water and 5% agar �by
weight�. 8.5% of the volume of the gel consists of small air
bubbles, with diameters between 100 �m and 1 mm. These
bubbles render the medium multiply scattering. The source
emits a pulse at 2.5 MHz �100% frequency bandwidth�. For
simplicity, we neglect the electronic noise in the experiment.
Since shear waves are strongly attenuated, we assume that
only P-waves propagate in the medium and are eventually
recorded. To estimate the scattering properties of the me-
dium, we performed several experiments in the transmission
configuration for several medium thicknesses. From the at-
tenuation of coherent plane wave, we obtain an estimation of
the elastic scattering mean free path averaged in the working
frequency band: �e�3.5 mm. Since the scatterers’ size is
smaller or of the order of the wavelength, scattering is iso-
tropic and we expect a transport mean free path �� of the
same order. In Fig. 1 we plot an example of a diffuse record
transmitted through 64 mm of our heterogeneous medium. A
theoretical fit is obtained from the two-dimensional �2D� dif-
fusion equation �including reflections from the sides� and
plotted as a broken black line. The diffusion constant is D
=vP�� /2 and we assume �e���. The absorption length �a is
the fit parameter, and the best fit is obtained for �a

=200 mm. This corresponds to an absorption three times
stronger than in pure water,21 which is due to dissipation by
the agar material.

III. COMPARISON OF DATA PROCESSING
TECHNIQUES

Two processing techniques have been proposed in litera-
ture to estimate relative velocity changes dV /V in the diffuse
coda. The first one, called the seismic doublet technique, was
developed for geophysical purposes about 20 years ago.7 The
idea is to measure a time-shift between two different records
in limited time-windows centered at t in the coda. By repeat-
ing this procedure at different times t, it is possible to plot
the delay �t versus t. The velocity variation is simply the
average slope of �t�t�: dV /V=−�t / t. Doing so, we implicitly
assume that the time-shift is constant within the considered
time-window, which might be not the case. This processing

TABLE I. Comparison of the physical parameters between seismology and
ultrasound.

Seismology Ultrasound

Wavelength km mm
Frequency mHz–Hz MHz
Total size 103 km m
Total duration month–year min
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FIG. 1. Gray line: acoustic field transmitted through the 64 mm thick
bubble-gel mixture �in normalized amplitude�. Black broken line: 2D diffu-
sion equation for ��=3.5 mm and �a=200 mm.
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found remarkable applications in geophysics, including re-
cent developments in volcano eruption prediction13 and ac-
tive fault monitoring.22

Another idea11,16 is to interpolate the coda at times
t�1−�� with various relative velocity changes �. This corre-
sponds to stretching the time axis. The actual velocity change
is obtained when the interpolated coda best fits the original
data. Because we do not assume a constant time-shift in the
considered time-window �0 T�, we can process the whole
data at once, which is expected to result in a more stable, and
thus more precise, estimation of dV /V. One drawback is that
this latter processing assumes a linear behavior �t�t� versus t,
or a constant relative velocity change dV /V=�, which is
sometimes not the case in complex heterogeneous media. No
quantitative comparison between these two techniques has
been established in literature. In Sec. III A, we propose to
test both techniques on the same data set, and analyze their
sensitivity to the signal-to-noise ratio �SNR� of the records.

A. Active experiment: High quality data

In this experiment, we attach a set of transducers on one
side of the gel, which act as both sources and receivers of the
signal �Fig. 2, left�. The source emits a 2.5 MHz pulse. The
signal is collected on the same transducer �R� in the pulse-
echo configuration. This procedure is repeated on seven dif-
ferent channels. As the gel contains a large amount of scat-
terers, the emitted waveform is multiply scattered before
reaching the transducer again. A typical ultrasonic record is
plotted in Fig. 1. Note that the early 5 �s are muted for
technical reasons. This record is composed of the GF of the
air-gel mix sample G�R ,R , t� and the source wavelet e�t� as
follows:

h0�t� = G0�R,R,t� � e�t� , �1�

where � stands for convolution. This experiment is repeated
four times while the temperature of the medium slowly in-
creases by about 0.8 °C, as measured by a digital thermom-
eter placed beneath the gel. We assume that the first effect of
a temperature change is to stretch the record in time by �k

=dV /V, and to additionally slightly distort it.16 This weak
distortion, noted f�t�, is not studied here, although it contains
precious information about the medium and its evolution. An
example of two records is displayed in Fig. 3. After a �small�
temperature change, the record rewrites

hk�t� = Gk�R,R,t� � e�t� �2�

=�G0�R,R,t�1 + �k�� + f�t�� � e�t� . �3�

For each temperature k, the record hk�R ,R , t� is com-
pared to the reference waveform h0�R ,R , t� to evaluate the
relative velocity change in the gel sample. Two processing
techniques have been proposed in literature to estimate
dV /V: the doublet technique and the stretching technique.

1. Doublet technique

The doublet technique, also known as cross-spectral
moving-window technique �CSMWT�,23 computes the phase
shift between records for consecutive, overlapping time-
windows. For a given window, the time-shift is assumed to
be constant and is estimated in the frequency domain by
measuring the Fourier cross-spectrum phase. This estimator
uses an accurate, unbiased Wiener filter technique24 and pro-
duces an estimate whose confidence interval is controlled by
the coherence values in the frequency band used for the
analysis. The method can then measure arbitrary time-shifts
between two records with enough similarity �or coherence�.
The key parameter in this analysis is the Fourier transform
window length. The length choice is a trade-off between shift
estimate accuracy, and the time resolution of possible tem-
poral variations.

We use this doublet technique to compute the time-shift
between the records. The time-shift between the two differ-
ent records is measured in the coda between 12.5 and 50 �s.
If the velocity changes homogeneously in the medium, the
propagation time will vary proportionally to the propagation
distance, producing a phase shift between records varying
linearly with lapse time. The relative velocity change can be
retrieved by measuring the slope of the phase shift as a func-
tion of lapse time, as shown in Fig. 4.

2. Stretching interpolation technique

In the stretching technique, the coda hk�R ,R , t� is inter-
polated at times t�1−�� with various relative velocity
changes, �, in the �t1− t2� time-window. �k is therefore the �
that maximizes the cross-correlation coefficient

S=R

64 mm

80 mm
S R

Array of
transducers

Air-Gel mix

Active configuration Passive configuration

FIG. 2. Experimental setup. Left: the active experiment in the pulse-echo
configuration. Right: the passive experiment in the transmission configura-
tion before autocorrelation.

10 20 30 40 50

−1

0

1

Time (µ s)

pr
es

su
re

T=9.8 oC

T=9 oC

42 43 44
−1

0

1

10 11
−1

0

1

FIG. 3. Example of two records h0�t� and h3�t� acquired at the same position
�same transducer� but at two different dates. Between the two acquisitions,
the temperature has increased by 0.8 °C, which is hardly visible in the early
part of the record �inset between 10 and 11 �s� but very clear in the late
coda �inset between 42 and 44 �s�.
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CCk��� =

�
t1

t2

hk�t�1 − ���h0�t�dt

��
t1

t2

hk
2�t�1 − ���dt . �

t1

t2

h0
2�t�dt

. �4�

An example of correlation coefficient is plotted in Fig. 5.
If we assume that h0 and hk are stationary waveforms25 and
are well described by Eqs. �1� and �2�, we have a theoretical
estimation of CC as

CCk��� =
A

�
��

����d�

�
��

����sin���t2� − sin���t1�d�

���t2 − t1�
+ B��� ,

�5�

which in the simple case of t1=0 and t2=T simply reduces to

CCk��� = A

�
��

����sinc���� − �k�T�d�

�
��

����d�

+ B��� �6�

with � the pulsation, �� the bandwidth, and ���� the power spec-
trum density. The constant A depends on the variance of G, noted
�G2	, and the variance of the additional fluctuations, noted �f2	,

A =
��G2	

��G2	 + �f2	
. �7�

B��� is a random process of zero mean and standard
deviation �see EPAPS Ref. 26�

��B2	 =� 2�

T��

��f2	
��G2	 + �f2	

. �8�

The term containing the sinc function is represented by the
crosses in Fig. 5 and 6, and the fluctuations ���B2	� around
this average are in gray. If the amplitude of the sinc function
is much greater than the fluctuations, A	��B2	, the maxi-
mum of the cross-correlation coefficient CCk is obtained for
�=�k, which provides the relative velocity change for the
given state k. It is interesting to note that the peak of the sinc
function is visible even if the distortion f�t� �or electronic
noise noise n�t�; see Sec. III B� is strong. In such a case,
increasing the integration time T or the frequency bandwidth
�� can reduce the fluctuations B. This is a crucial advantage
of the present technique compared to the doublet technique
in the case of noisy or distorted data.

B. Active experiment: low quality data

To mimic a practical situation where data include addi-
tional noise �instrumental or electronic�, we add a random
�-correlated noise n�t� of zero mean to the signals h�t� in
Eqs. �1� and �2�. For simplicity, we neglect the distortion fk

in the considered time-window, and assume a stationary
noise

�n0
2	 = �nk

2	 = �n2	 , �9�

then we get a similar expressions as Eqs. �7� and �8�, with

A =
�h2	

�h2	 + �n2	
�10�

and

��B2	 =� 2�

T��

��n2	 + 2�n2	�h2	
�h2	 + �n2	

. �11�

0 10 20 30 40 50

−0.1

−0.08

−0.06

−0.04

−0.02

0

lapse time (µs)

dt
(µ

s)

measurements from doublets
linear regression

FIG. 4. Delay time evaluated for different lapse times in the coda from the
doublet code. The broken line is the linear trend whose slope yields dV /V
between k=0 and k=3.
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FIG. 5. The correlation coefficient CC��� is evaluated at two temperatures
for k=0 and 3 in the 12.5–50 �s range. The maximum, obtained for a
relative velocity change of �3=1.86�10−3, is indicated by the vertical ar-
row. It corresponds to an increase in temperature of 0.8 °C. Theory is from
Eq. �5�.
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FIG. 6. The correlation coefficient CC��� is evaluated at two temperatures
k=0 and 3 in the 12.5–50 �s range, for various SNRs. Crosses indicate
experimental data. The gray background indicates expected fluctuations �Eq.
�11�� around the theory �Eq. �10��. The proper velocity change �3 is found in
all cases, though a slight difference is visible for SNR=1.

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Hadziioannou et al.: Stability of noise-based correlation monitoring 3691



The velocity change is measured again for SNR ranging
from 1 to 100 �Fig. 7�. For SNRs of 100 and 10, we find the
same results for the stretching and for the doublet technique.
However, if the SNR is decreased to 2, the velocity varia-
tions measured from the doublet technique are not accurate
at all, while they remain relevant with the stretching tech-
nique. This establishes the stretching technique as a more
stable processing procedure for noisy records. Note that the
connection between the fluctuation of the waveforms and the
error in the estimation of dV /V=� will be subject to a sepa-
rate communication. Nevertheless, this error can be visually
estimated by the gray area around the theoretical curve
�crosses� in Fig. 6.

C. Advantages and drawbacks of both techniques

The doublet technique �CSMWT� has been used suc-
cessfully for more than 20 years to efficiently retrieve small
velocity changes in the medium.7,9,13 This technique does not
suffer from change in amplitude of the waveform, including
the coda decay, and the processing is very fast. It also man-
ages clock errors in origin time without further processing,
which is a central issue in active and passive field
experiments.27 It also allows to select a given time-window
in the data.

The stretching technique is more recent. It is based on a
grid-search for 
, and is found to be slightly more time con-
suming in terms of computer processing. A noticeable disad-
vantage of this latter technique is also that it assumes a linear
stretching of the waveform, which is not valid for media with

heterogeneous changes �including Earth�. The main interest
of the stretching technique versus the doublet one is its sta-
bility toward fluctuations �noise� in the data, as mentioned in
Sec. III B and demonstrated by Fig. 7. This provides an op-
portunity to increase the sensitivity of detection of weak
changes in Earth’s crust with seismic waves.13,22

IV. ACTIVE AND PASSIVE EXPERIMENT: MONITORING
WITH THE CORRELATION?

Most previous authors suggested that monitoring weak
changes in Earth with ambient seismic noise correlation is
based on the assumption that those correlations yield the
actual GF of the medium. Thus, the late part of the correla-
tion is interpreted as the coda of the reconstructed impulse
response. Is this assumption actually necessary to monitor
the changing Earth with good accuracy? We address the
question in the present section by comparing relative veloc-
ity changes measured either in the autocorrelations of records
from distant noise sources �the passive experimental setup�
or in pulse-echo data �the active experimental setup�.

In the passive experiment, transducers are attached at
opposite sides of the gel �Fig. 2, right�. On one side, 16
sources �S� act to mimic a distribution of noise sources. Im-
pulse responses are recorded by the seven receiving trans-
ducers �R� and consecutively convolved by a white noise to
mimic acoustic �or seismic� ambient noise. Then they are
autocorrelated at each receiver. Note that the precise knowl-
edge of the noise source position is unnecessary: The source
position has no effect on the velocity change estimation. If
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FIG. 7. Relative velocity changes evaluated from the stretching �left� and for the doublet �right� technique for various SNRs. The actual dV /V is satisfyingly
retrieved for any SNR�1 with the first technique, not with the second.
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the noise sources were uniformly distributed and the coda
records long enough, these correlations averaged over
sources should result in the GF for the medium.2 However,
the records used in this experiment are of finite duration, and
the autocorrelation has not converged to the GF yet. This can
be seen visually in Fig. 8, where the autocorrelation is plot-
ted alongside the �time derivative of the� reference GF ob-
tained in the active experiment. The fact that the two signals
are uncorrelated is confirmed by the low value of the coher-
ence between them �2%�.

The noise signals from each source are emitted at con-
secutive times. To emulate a signal coming from multiple
sources at once, the signals recorded from each source i are
stacked as follows:

hk�t� = 

i

Gk�Si,R,t� � ni�t� , �12�

where the subscript k holds for temperature. The velocity
variations are then computed using the autocorrelation of this
total signal.

Ck�t� = hk�t� � hk�t� . �13�

The velocity variations for each execution k of these
experiments are displayed in Fig. 9, alongside those found
with the active experiment. The acquisitions run over about
25 min, over which the temperature has increased by about
0.8 °C. Within the errors, the velocity variations found with
the autocorrelation are the same as those found with the ref-
erence GF.

Until now, the analysis was based on the assumption that
the autocorrelation used in the passive experiment closely
resembles the GF of the medium if there are enough sources,
and these sources are stable. In our experiment, the GF is not
reconstructed in the autocorrelation. Nevertheless, Fig. 9
demonstrates28 that it is still possible to retrieve correct in-
formation about small changes in the medium properties
with the resulting autocorrelation. This is a very promising
observation that supports the idea that correlation of seismic
noise will give the opportunity to monitor weak changes in
Earth with good reliability even when the correlations have
not converged to the GF. Indeed, in both active and passive
experiments, we measure the acoustic/seismic signatures of
the medium, which naturally include its weak variations.

Nevertheless, in order to achieve a proper comparison
between our laboratory-scale experiment and seismology, we
have to take into account another phenomenon. Indeed, on
Earth, the seismic noise sources’ location smoothly changes
from one week to another. The question addressed in Sec. V
is the following: What will happen to our monitoring tech-
nique when the background noise is no longer stable, i.e., the
source distribution changes spatially?

V. INFLUENCE OF NOISE SOURCE STABILITY

The change in background noise structure is simulated
by averaging the autocorrelations for a number of simulta-
neous uncorrelated sources i. The same is done for a slightly
different selection of sources a few instants later, then we
calculate the relative velocity change dV /V between the two
autocorrelations. A simple picture of this is given in Fig. 10.
Imagine, for instance, that at date k=0, sources 1 and 2 are
active, and at date k=1 sources 2 and 3. For three sources,
the decorrelation of the signals can be analyzed theoretically.
For the first experiment �k=0�, the record is

h0 = G�S1,R,t� � n1�t� + G�S2,Rt� � n2�t� �14�

and its autocorrelation reads

5 10 15 20 25 30

−1

0

1

Time (µ s)

no
rm

al
iz

ed
pr

es
su

re

Coherence=2%

Pulse−echo
Auto−corr

FIG. 8. Comparison of the pulse-echo data h�R ,R , t� obtained in the active
experiment and the average autocorrelation �th�S ,R , t��h�S ,R , t�.
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FIG. 9. Relative velocity changes evaluated from the active �pulse-echo
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FIG. 10. �a� The seismic noise source structure changes from one date to
another. �b� Analogous laboratory experiment: Two sets of sources are cho-
sen at two different dates.
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C0 = h0 � h0 �15�

or

C0 = G�S1,R,t� � G�S1,R,t� � n1�t� � n1�− t� �16�

+ G�S2,R,t� � G�S2,R,t� � n2�t� � n2�− t� �17�

+ 2G�S1,R,t� � G�S2,R,t� � n1�t� � n2�− t� . �18�

Since n1�t��n2�t� is almost zero, we neglect the third
term. For simplicity, we shorten the notation

G�Si,R,t� � G�Si,R,t� � ni�t� � ni�− t� = ACi�t� , �19�

which leads to

C0�t� = AC1�t� + AC2�t� . �20�

Similarly, for the second experiment �k=1�, in which the
signal is stretched due to the velocity change and the sources
used are numbered 2 and 3, we get

Ck = AC2�t�1 − ��� + AC3�t�1 − ��� . �21�

The objective is to find the �k that maximizes the cross-
correlation coefficient CCk defined in Eq. �4�. The terms AC1

and AC3 are decorrelated waveforms that play the role of
fluctuations �Eq. �2�� and will contribute to the term B in Eq.
�5�. Assuming that the variance of ACk is constant: �AC1

2	
= �AC2

2	= �AC3
2	, we find A= 1

2 and the standard deviation of

B simplifies as ��B2	=�3�2� /2�T��. From this latter
equation, we deduce that a proper estimation of dV /V is
carried out if we process a sufficiently large amount of data:
�T��	�3�2�. This figure is valid for two sets of sources
that have 50% of sources in common. The same calculation
can be carried out for any ratio of unchanged-to-total amount
of uncorrelated sources.

As an example, we report in Fig. 11 the relative experi-
mental error in the estimation of dV /V for various
unchanged-to-total source amount ratios. The velocity evolu-
tion retrieved through the autocorrelation, as shown in Fig. 9,
is used as a reference. For different ratios of spatially un-
changed sources, the velocity changes are computed again,
and the deviation with respect to the reference is considered
the error. In Fig. 11 the relative error estimation is shown for
different ratios of unchanged-to-total sources. When half the
sources remain stationary, the relative error is �20%, mean-
ing that we have access to a rough �but relevant and inter-
pretable� estimate of the velocity change. With the given

experimental coda duration and bandwidth, we observe that a
satisfying estimation of dV /V is obtained if 50% of the
sources are unchanged.

In this framework, we conclude more generally that the
spatial instability of the source distribution is not a limitation
for noise-based correlation monitoring as long as at least part
of the noise spatial distribution is stable. The smaller the
stable area, the harder the dV /V estimation, and similar to
the conclusion of Sec. III, a larger integration time T or
bandwidth �� is required.

VI. DISCUSSION AND PERSPECTIVES

In this paper we conducted laboratory experiments with
ultrasonic waves to monitor weak velocity changes in the
medium. To that end, we employed and compared several
procedures that process small phase shift in the diffuse coda
waves. These phase shifts correspond to change in arrival
time in the waveforms, which were due to small temperature
changes in the medium.

The paper began with an active �pulse-echo� experiment
�Sec. III�, in which we compared the doublet �or CSMWT�
technique to the more recent stretching technique. The
former is based on Fourier analysis in multiple time-
windows. The latter is based on the interpolation of the
whole waveform and on a grid-search optimization. The lat-
ter was found to require more computing power, but was also
found to be more stable toward noise in the data. In the
second part of the paper �Sec. IV�, we processed the auto-
correlation of noise records acquired in the same medium.
Active �pulse-echo� and passive �autocorrelations� data were
processed using exactly the same processing procedure: The
relative velocity changes in the medium were deduced from
the late arrivals using the stretching technique. Very similar
results were found in both cases, although autocorrelations
had not at all converged to the GF. We therefore demon-
strated that, contrary to prior belief, passive monitoring with
ambient noise remains possible even when the correlation
has not converged to the GF. In other words, noise-based
monitoring requires weaker assumptions than noise-based
imaging. In the last part of the present document �Sec. V�,
we tested the robustness of the noise-based monitoring tech-
nique in the case of unstable distributions of noise sources.
We demonstrated that, as long as a certain portion of the
sources is stable, velocity variations can still be retrieved.

Even though we consider a laboratory experiment in this
paper, in practice the results can be extended to different
scales, among which seismology is of particular interest.
Note that the idea that the coda of the correlations contains
precious information has been recently demonstrated by
studying the correlation of the coda of the correlation �C3�.29

In previous monitoring studies along the San-Andreas fault-
line at Parkfield, CA,22 there were some doubts as to whether
or not the GF was properly reconstructed in the correlations.
This was due to �i� the imperfect source distribution in the
ocean, �ii� the short time-series over which correlations were
performed, and �iii� the low quality data for frequencies be-
low 1 Hz. Nevertheless, it was still possible to observe small
variations in the coda of the correlations. From our labora-
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FIG. 11. Relative error in the estimation of �=dV /V, versus the ratio of
unchanged-to-total amount of noise sources �x-axis in logarithmic scale�.
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tory experiment, we can confirm that these latter changes are
actual physical observations that can be interpreted by veloc-
ity changes in the crust. On a somewhat smaller scale, pas-
sive monitoring can be applied to seismic prospecting on
reservoirs. On such reservoirs, the technique could, for in-
stance, be used to follow the effect of fluid flows as oil or
gas. During production, we indeed expect relative changes in
velocity in the reservoir of the order of a few percent,30

which seems to be observable by the method presented here.
It might also be possible to detect the velocity variations
caused by stress changes following subsidence. This moni-
toring could either be performed with reproducible active
sources or with background seismic noise.
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In this paper an element-based model is used to predict the structural response and sound radiation
of two smart panels excited by �a� an acoustic plane wave, �b� a stochastic acoustic diffuse field, and
�c� a turbulent boundary layer. The first panel is made of aluminum, while the second is a composite
sandwich panel with equivalent static stiffness but four times lower mass per unit area. The panels
are equipped with 16 decentralized velocity feedback control loops using idealized point force
actuators. In contrast to previous studies on smart panels, the analysis is extended to the upper end
of the audio frequency range. In this frequency region the response and sound radiation of the panels
strongly depend on the spatial characteristics of the excitation field and the sound radiation
properties with respect to the bending wavelength on the panels. Considerable reduction in
structural response and sound radiation is predicted for the low audio frequency range where the
panel response is dominated by well separated resonances of low order structural modes. It is also
found that some reduction can be achieved around acoustic and convective coincidence regions.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3123405�
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I. INTRODUCTION

Environmental and economic considerations increase the
demand for weight-optimized structural design. This often
conflicts with the requirements for noise control and acous-
tical comfort. Various active control approaches have been
shown to enhance the sound attenuation through a panel at
low frequencies where the structural response is dominated
by discrete resonant modes with low modal overlap. Very
appealing approaches are those of active structural acoustic
control and active vibration control where actuators and sen-
sors are integrated with the structure to create “smart
panels.”1–4

For many practical vibro-acoustic problems, the excita-
tion is not deterministic. Common examples of stochastic
excitations are acoustic diffuse fields �ADFs�5 or turbulent
boundary layers �TBLs�,6,7 which are often encountered in
transportation vehicles such as aircraft, high speed trains, and
cars.8,9 These disturbances can be described by analytical
formulations for the statistical properties of the resulting ex-
citation field on a panel surface. An important characteristic
of such disturbances is the projection of periodic pressure
fluctuations onto the panel surface. In the case of acoustic
disturbances this depends on the acoustic wavelength and
angle of incidence;3 for a TBL disturbance this depends on
the convective wavelength and the direction of the flow.6,10

Frequencies at which the convective or projected acoustic
wavelength are the same as the transverse wavelength on a
structure are known as coincidence frequencies. Coupling
between excitation wavelengths, transverse structural wave-

length, and acoustic wavelength has a significant influence
on the sound transmission through a partition. For thin alu-
minum panels, the lowest acoustic coincidence or critical
frequency3 falls into the upper end of the audio frequency
range. The convective coincidence frequency is typically
much lower and affects the panel response in the mid audio
frequency range. Composite sandwich panels feature a high
stiffness to mass ratio and therefore become increasingly
popular in the design of lightweight vehicles. However, for
stiff lightweight sandwich panels, the convective and acous-
tic coincidences shift toward lower frequencies and may
cause noise transmission problems.

The objective of this paper is twofold. First, to investi-
gate and contrast the structural response and the sound radia-
tion in the audio frequency range produced by homogeneous
and lightweight sandwich panels subject to deterministic and
stochastic distributed excitations. Second, to study and com-
pare the control effects produced by an array of idealized
velocity feedback control loops on homogeneous and light-
weight sandwich panels.

An element approach4,11,12 is used to predict the struc-
tural response and sound radiation of the two smart panels
excited by �a� an acoustic plane wave �APW�, �b� a stochas-
tic ADF, and �c� a TBL. The first panel is made of aluminum
while the second is a composite sandwich panel with equiva-
lent static stiffness but four times lower mass per unit area.
The panels are equipped with 16 decentralized velocity feed-
back control loops using idealized point force actuators and
collocated idealized velocity sensors.4,13 In this way the in-
trinsic limits of the decentralized feedback control are inves-
tigated independently of the electrodynamic response of the
control units.

a�Author to whom correspondence should be addressed. Electronic mail:
v06jr@isvr.soton.ac.uk
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II. PANEL MODEL

A. Mobility model

Figure 1 shows the geometry of the smart panels, which
are assumed to be simply supported in an infinite baffle.
They are equipped with 16 decentralized ideal velocity sen-
sor and actuator pairs to illustrate the effects of decentralized
velocity feedback control.4,13 On the source side the panels
are exposed to a surface pressure fluctuation induced by dif-
ferent types of deterministic and stochastic disturbances. On
the receiver side the panels radiate into an infinite half
space. Both panels have the dimensions lx=278 mm and
ly =247 mm. The properties of the surrounding media on the
source and the receiving sides of the panel are chosen as
those of air with a mass density �=1.21 kgm−3 and charac-
teristic sound speed c0=343 ms−1. Fluid loading effects and
radiation losses have been neglected; this is a reasonable
assumption for excitation and radiation into air.3,14

The steady state response is derived assuming time-
harmonic excitation at angular frequency �. For brevity the
time-harmonic term exp�j�t� will be omitted in the formula-
tion, which will be given in complex form. Therefore, the
time-harmonic velocity ẇ�t�=Re�w̃̇ exp�j�t�� and force

F�t�=Re�F̃ exp�j�t�� fluctuations will be replaced with the

complex velocity and force phasors w̃̇ and F̃, respectively.

Throughout the paper ˜ will be used to identify complex,
frequency dependent functions. As shown in Fig. 1�a�, the
panel is subdivided in a grid of elements so that the excita-
tion forces and velocity response of the panel are determined
at the elements’ center coordinates. As shown in Fig. 1�b� the
decentralized feedback control system is formed by a 4�4
grid of velocity feedback loops using collocated and dual
point velocity sensor and point force actuators. The closed
loop response of the panel can be modeled with the “two-
port” block diagram in Fig. 1�c�, assuming the system is
linear. This indicates that the responses at the elements’ cen-
ters and at the control positions result from the linear super-
position of two components of vibration. The primary exci-
tation is produced by the pressure field over the surface on
the source side of the panel. The secondary excitation is
produced by the control point forces, and depends on the

control velocities via the feedback control gains.2 Thus, the
velocity response at the centers of the panel elements is
given by

w̃̇e = ỸeeF̃e + ỸecF̃c, �1�

where w̃̇e= �w̃̇e1
, w̃̇e2

, . . . , w̃̇eNe
�T is the �Ne�1� dimensional

vector of complex element velocities, F̃e= �F̃e1
, F̃e2

,

. . . , F̃eNe
�T is the �Ne�1� dimensional vector of excitation

forces due to the pressure field incident on the source side of

the elements, F̃c= �F̃c1
, F̃c2

, . . . , F̃cNc
�T is the �Nc�1� dimen-

sional vector of feedback forces, Ỹee is the �Ne�Ne� dimen-
sional matrix of point and transfer mobilities between the

centers of the panel elements, and Ỹec is the �Ne�Nc� di-
mensional matrix of transfer mobilities from the control lo-
cations to the panel element centers. The mobility functions

in the matrices Ỹee and Ỹec are derived in terms of a modal
summation as given in Ref. 15. As shown in the block dia-
gram in Fig. 1�c�, for direct velocity feedback control, the
vector of control forces is given by

F̃c = − H̃cw̃̇c, �2�

where H̃c is the �Nc�Nc� dimensional diagonal matrix of
control gains and w̃̇c= �w̃̇c1

, w̃̇c2
, . . . , w̃̇cNc

�T is the �Nc�1� di-

mensional vector of velocity sensor outputs at the control
locations. According to the two-port block diagram in Fig.
1�c�, the vector of control point velocities is given by

w̃̇c = ỸceF̃e + ỸccF̃c = �Ic + ỸccH̃c�−1ỸceF̃e, �3�

where Ỹcc is the �Nc�Nc� dimensional matrix of point and
transfer mobilities at the control locations. The control force

F̃c in Eq. �2� can subsequently be reformulated to yield

F̃c = − H̃c�Ic + ỸccH̃c�−1ỸceF̃e. �4�

Z

Y

X

Source side

Receiver side

Infinite Baffle Z

Y

X
H

H

H

H

H

H

H

H

H

H

H

H

H

H

H

H

eeY� ecY�

c�H�

ccY�ceY�

cF�

eF� ew��

cw��

(b)(a) (c)

FIG. 1. Schematic of the panel model.
�a� Panel in infinite baffle subdivided
into a grid of elements. �b� Panel with
16 direct velocity feedback loops. �c�
“Two-port” block diagram for panel
model with decentralized multichannel
feedback control.
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Substituting Eq. �4� into Eq. �1� gives the vector of ele-
ment velocities as

w̃̇e = G̃eeF̃e, �5�

where G̃ee= Ỹee− ỸecH̃c�Ic+ ỸccH̃c�−1Ỹce is the panel ele-
ment mobility matrix with active control.

B. Wavenumbers and modeshapes

The response of the aluminum panel is modeled as that
of a thin, homogeneous, and isotropic plate with all sides
simply supported. The formulations for the natural frequen-
cies and natural modes are taken from Ref. 15. The panel
cross-section geometry and material properties are given in
Table I.

The response of the composite sandwich panel is mod-
eled using a basic theory,3,16 which considers pure bending of
the cross-section and the faceplates and transverse shear of
the core only. The panel is assumed to have the same mate-
rial properties in the x- and y-directions. The relationship
between the transverse wavenumber k and the wavenumbers
corresponding to pure bending and to pure shear of the com-
posite sandwich panel is given by

1 + � ks

kb
�2� k

kb
�2

− � k

kb
�4

− � kb

kbf
�4� ks

kb
�2� k

kb
�6

= 0, �6�

where ks
2=m��2 /Gd gives the shear wavenumber in the ab-

sence of transverse bending forces, kb
4=m��2 /D1 gives the

overall cross-section bending wavenumber in the absence of
shear distortion, and kbf

4 =m��2 /2D2 gives the bending wave-
number for faceplate bending alone. In these equations m� is
the panel mass per unit area, G is the core shear modulus,
and, as shown in Fig. 2, d is the distance between the neutral
axis of the faceplates. Also D1=Ed2hf /2�1−�2� is the bend-
ing stiffness of the cross-section and D2=Ehf

3 /12�1−�2� is
the bending stiffness of an individual faceplate. The physical
parameters used to model the sandwich panel are given in
Table II. These parameters are chosen to yield a panel with
equal static stiffness but four times lower mass per unit area

than that of the homogeneous 1.6 mm thick aluminum panel.
Equation �6� has one real and two imaginary pairs of axis
symmetric solutions. For simplicity the honeycomb panel is
assumed to have the same modeshapes as a corresponding
thin, simply supported panel, considering an equivalent, fre-
quency dependent bending stiffness, which is derived from
the real �propagating� wavenumber solutions only. The
imaginary wavenumber solutions to Eq. �6� correspond to
decaying near field waves, which are neglected. This basic
model captures the principal characteristics of a sandwich
panel and is thought to be suitable for an initial comparison
between the structural response and radiated sound power of
homogeneous and sandwich active panels.

C. Deterministic excitation model

Acoustic plane waves are an example of a distributed
deterministic disturbance. A plane wave excitation is charac-
terized by its sound pressure amplitude, its angles of inci-
dence �, measured from the z-axis, normal to the panel, and
the angle �, in the x, y-plane, measured from the x-axis.
Assuming time-harmonic pressure fluctuations, the incident
sound pressure acting on the source side of the panel is given
as p�x ,y , t�=Re�p̃���exp j��t−kxx−kyy��, where p̃��� is the
pressure phasor of the incident sound wave. The wavenum-
bers in the x- and y-directions of the panel are given by
kx���=k0���sin � cos � and ky���=k0���sin � sin �, where
k0=� /c0 is the acoustic wavenumber and c0=343 m /s is the
speed of sound in air. The pressure excitation on a single
panel element is approximated as a point force acting on the
element center

F̃ei
��� = 2Aep̂���exp�− j�kxxi + kyyi�� , �7�

where Ae is the area of an element and the factor 2 accounts
for the assumption of blocked forces on the panel surface,
which causes a doubling of pressure. The incident forces for
all elements are cast into a �Ne�1� dimensional vector,
which is then used as the excitation term in Eq. �5�.

Panel kinetic energy. The response of the panel is as-
sessed in terms of its total kinetic energy, which gives an
indication of the spatially-averaged vibration and also of the
near field sound radiation. Assuming time-harmonic excita-
tions, the time-averaged kinetic energy of the panels is ap-
proximated from the sum over the squared element velocities

d

totalh fh

FIG. 2. Sketch of the sandwich cross-section geometry.

TABLE I. Cross-section geometry and physical properties of the homoge-
neous aluminum panel.

Parameter Symbol Value Unit

Thickness h 1.6 mm
Mass density � 2720 kg m−3

Young’s modulus E 70 GPa
Poisson’s ratio � 0.33 ¯

Loss factor � 0.02 ¯

TABLE II. Cross-section geometry and physical properties for the compos-
ite sandwich panel.

Parameter Symbol Value Unit

Thickness of faceplate hf 0.3 mm
Core depth d 3 mm
Mass density faceplates � f 1000 kg m−3

Mass density core � 180 kg m−3

Panel mass per unit areaa m� 1.086 kg m−2

Young’s modulus faceplates E 17.7 GPa
Poisson’s ratio � 0.33 ¯

Shear modulus core G 80 MPa
Loss factor � 0.02 ¯

am�=2hf� f + �d−hf��c.
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and the mass of the elements.3 Utilizing matrix algebra this
summation can be calculated from the inner Hermitian prod-
uct of the element velocity vectors. This yields the total ki-
netic energy as3

E��� =
me

4
w̃̇e

H���w̃̇e��� , �8�

where H denotes the Hermitian transpose, me is the mass of
an individual panel element, and the additional factor 1/2
arises from the conversion from peak to rms values.

Radiated sound power. The sound radiation by the panel
is expressed in terms of the total sound power radiation,
which gives an indication of the far field, spatially-averaged,
sound radiation. In the elemental approach the time-averaged
far field total sound power radiated to one side of the panel is
given by3

Prad��� = w̃̇e
H���Rrad���w̃̇e��� ,

where Rrad��� is the �Ne�Ne� dimensional element radiation
matrix defined as4

Rradi,j
=

�2�0Ae
2

4�c0

sin�k0ri,j�
k0ri,j

. �9�

In this equation k0 is the acoustic wavenumber on the
receiving side of the panel and ri,j =	�xi−xj�2+ �yi−yj�2 is
the distance between two elements. The distance ri,i is zero;
thus the radiation terms Rradi,i

on the main diagonal of the
radiation matrix are undefined. However, using L’ Hôpital’s
rule it is found that limr→0 sinc�k0r�=1.

D. Stochastic excitation model

For many practical vibro-acoustic problems, the excita-
tion is not deterministic. For instance, ADFs �Ref. 5� or
TBL6,7 pressure fields produced by the interaction of a tur-
bulent flow of fluid and a structure are often encountered in
transportation vehicles such as aircraft, high speed trains, and
cars. Analytical formulations for the statistical properties of
the excitation fields produced by the ADF and the TBL have
been derived.5–7 These formulations describe disturbances in
terms of time-averaged power spectral density and spatial
correlation functions. The response and sound radiation in-
duced by such random excitation fields are also expressed in
terms of power spectral densities. Considering the elemental
formulation presented in Sec. II, the spectral density for the
total kinetic energy can be formulated to give11,17

SEE��� =
me

2
tr�G̃ee

H S̃ f fG̃ee� , �10�

where S̃ f f is the �Ne�Ne� dimensional matrix of power and
cross-spectral density functions of the excitation forces on

the elements, and G̃ee is the panel element point and transfer
mobility matrix as defined in Eq. �5� and tr� � is the trace of
the matrix between square brackets. The matrix of spectral
densities of the elemental excitation due to a general station-
ary stochastic excitation has the form

S̃ f f��� = Ae
2	C̃ee, �11�

where 	 is the time-averaged power spectrum of the excita-

tion and C̃ee is the �Ne�Ne� dimensional spatial cross corre-
lation matrix of the excitation forces calculated at the ele-
ment center locations. The sound radiation is expressed in
terms of the power spectral density of the sound power radi-
ated into an infinite half space on the receiving side of the
panel, which in the elemental approach is given by11,17

SPP��� = 2 tr��G̃ee
H S̃ f fG̃ee�Rrad� , �12�

where Rrad is the element radiation matrix as defined in Eq.
�9�.

ADF is a widely used model to describe the excitation
produced by random acoustic plane waves incident on a sur-
face for all angles. The power spectral density of an ADF is
	ADF���=4E�p̃p̃��=4
p̃2� where p̃ denotes the complex
acoustic pressure5,18 and E indicates the expected value. The
factor 4 arises from the pressure doubling at a rigid surface
and from the relationship between the pressure magnitude
and mean square value. The spatial correlation function for
an ADF on the surface of a rigid infinite plane is given by5,18

CADFi,j
��� =

sin�k0ri,j�
k0ri,j

, �13�

where k0 is the acoustic wavenumber on the source side of
the panel and ri,j is the distance between the centers of the
elements i and j. It is interesting to note that the correlation
function for an ADF disturbance has the same spatial char-
acteristics as the radiation matrix in Eq. �9�.

TBL models are widely used to describe the excitation
produced on a surface by a turbulent fluid flow.6,7 The most
common expression for the TBL cross-spectral density is
given by Corcos.19 The flow direction is assumed parallel to
the y-axis. The spatial correlation function in the x-direction
�spanwise� and y-direction �streamwise� is given by

C̃TBLi,j
��� = exp�− �rxi,j

�

Lx���
+

− �ryi,j
�

Ly���
+

− j�ryi,j

Uc
� ,

where �rxi,j
�= �xi−xj� and �ryi,j

�= �yi−yj� are the distances
between two elements in the x- and y-directions and
Lx=
xUconv /� and Ly =
yUconv /� are the correlation lengths
in x and y. The empirical constants 
x=1.2 and 
y =8 are
adopted from Refs. 11 and 20. The convection velocity
Uconv=U��0.6 is approximated as a fixed fraction of the
free flow velocity U�, which is taken as U�=225 m /s. This
approximation results in an overestimation of the correlation
length at very low frequency. A comprehensive review on the
TBL excitation models is given by Cousin.10 The power
spectral density of the surface pressure fluctuations due to a
TBL is a function of frequency and depends on multiple
parameters describing the flow surface interaction. In general
the power spectral density decreases with increasing fre-
quency. The results presented in this paper do not reflect this
frequency dependence but only compare the panel response
to the different types of disturbances with respect to their
frequency dependent spatial correlation.
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E. Element resolution

The required spatial element mesh density depends on
�a� the disturbance characteristics, �b� the flexural response
of the panel, and �c� the radiation properties of the panels,
which are given by the radiation matrix. For frequencies be-
low the convective and lowest acoustic coincidence frequen-
cies the bending wavelength is shorter than the acoustic
wavelength; thus the required mesh density is determined by
the bending wavelength �b=cb�f� / f on the panels. For fre-
quencies above the acoustic critical frequency, it is the
acoustic wavelength that is shorter than the bending wave-
length on the panel; therefore the element density is deter-
mined by the acoustic wavelength �0=c0 / f . For TBL distur-
bance, the element density in the streamwise direction for
frequencies above the convective coincidence is determined
by the convective wavelength �conv=Uconv / f . In the spanwise
x-direction the correlation function is exponentially decay-
ing; thus a low element resolution results in an overestima-
tion of the structural response but does not change its general
characteristics. At least two elements per shortest wavelength
are required to avoid spatial aliasing. However, the simula-
tion results presented in this paper are obtained using four
elements per shortest wavelength to ensure convergence at
the higher end of the observed frequency range.14

F. Dispersion curves and coincidence frequencies

Figure 3 shows the positive propagating bending wave-
number as a function of frequency for �a� the aluminum
panel and �b� the composite sandwich panel. The black and
white circles represent the modal wavenumber components
in the x- and y-directions, respectively. The wavenumber
components satisfy the relationship kn=	kx,n

2 +ky,n
2 . The

convective and acoustic wavenumbers are given by
kconv=� /Uconv and k0=� /c0, respectively. For a given fre-
quency the wavenumber of a thin panel is proportional to
	4 m� /D. Thus, at frequencies below 1 kHz, the bending
wavenumber on the aluminum panel, shown in Fig. 3�a�, is
	2 higher than that of the four times lighter composite sand-
wich panel shown in Fig. 3�b�. The bending stiffness and
modal density of the thin aluminum panel are constant with
frequency. The equivalent bending stiffness of the sandwich
panel model is only constant for low frequencies, where it is

determined by the bending stiffness of the sandwich cross-
section. With increasing frequency the transverse shear ef-
fects of the core cause a reduction in the overall bending
stiffness, which results in an increase in the modal density.
At very high frequencies the transverse wavelength is deter-
mined by the bending stiffness of the faceplates, which is
much lower than that of the homogeneous aluminum panel.
At about 11 kHz both panel models produce similar trans-
verse wavelength, and equal total mode count.

In the transition region from pure cross-section bending
to pure faceplate bending the transverse wavenumber of the
sandwich panel is dominated by the core shear distortion3 so
that k=ks. If the phase speed in the core shear dominated
region 	Gd /m� is the same as the speed of sound c0 then the
coincidence region is extremely wide. If 	Gd /m� is much
less than the speed of sound, coincidence should not occur
until very high frequencies. Thus composite sandwich struc-
tures must be carefully designed to obtain acceptable acous-
tic performance. However, this might not be the highest de-
sign priority in many engineering applications. A convective
coincidence occurs when the transverse wavenumber on the
panel in the direction of the flow equals the convective
wavenumber of the TBL. For the aluminum panel the con-
vective coincidence occurs at 1169 Hz and the lowest acous-
tic coincidence occurs at 7544 Hz. The lower wavenumbers
on the composite sandwich panel at low frequencies result in
a shift of the coincidence frequencies toward lower frequen-
cies; the convective coincidence occurs at 609 Hz and the
lowest acoustic coincidence occurs at 5489 Hz.

III. STRUCTURAL RESPONSE AND SOUND
RADIATION

At first the structural response and sound radiation of the
aluminum and the composite sandwich panels are investi-
gated for deterministic and stochastic disturbances without
active control. Significant differences in the panel response
and sound radiation are observed for different types of dis-
turbances. Figure 4 shows the frequency spectrum of panel
kinetic energy �left hand side� and radiated sound power
�right hand side� of the aluminum panel �solid line� and
composite sandwich panel �faint line� for a plane wave exci-
tation. Three different angles of incidence are considered:

1

2

3

[1,1]

[3,1]

[2,1]

[1,2]

[2,2]

FIG. 3. Propagating bending wave-
numbers �solid� of the �a� aluminum
and �b� composite sandwich panel;
acoustic wavenumber �dashed� and
convective wavenumber �dashed-
dotted�. Wavenumber components of
structural modes in the x-direction
�spanwise� �black circles� and in the
y-direction �streamwise� �white
circles�.
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�=0° �normal incidence�, �=45°, and �=90° �grazing inci-
dence�. The excitation angle in the x, y-plane is �=45° for
all cases. Figure 5 shows the predicted panel kinetic energy
and radiated sound power for ADF and TBL disturbance. All
spectra are normalized to the power spectral densities of
equivalent acoustic plane waves with a pressure amplitude of
1 Pa at all frequencies. It is interesting to note that for acous-
tic excitation, at low frequencies, the spectra of the radiated

sound power of the aluminum panel are characterized by
resonance and anti-resonance effects. This occurs in between
two resonances of structural modes that interfere destruc-
tively, causing a cancellation of the modal contributions to
the radiated sound power.

APW with �=0° �normal incidence). Figures 4�a� and
4�b� show the structural response and radiated sound power
of both panels for a plane wave excitation at normal inci-
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FIG. 4. Panel kinetic energy and radi-
ated sound power of the aluminum
panel �solid� and the composite sand-
wich panel �faint� for an APW incident
at �=0°, 45°, and 90°. Vertical lines
mark the acoustic critical frequency of
the aluminum panel �solid�, sandwich
panel �dashed�, and the �=45° coinci-
dence frequency for the aluminum
panel �dashed-dotted�.
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FIG. 5. Panel kinetic energy and radi-
ated sound power for the aluminum
panel �solid� and the composite sand-
wich panel �faint� for an ADF and a
TBL disturbance. Vertical lines mark
the acoustic critical and convective co-
incidence frequency of the aluminum
panel �solid� and the sandwich panel
�dashed�.
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dence. Even structural modes are not excited. This is because
the excitation field is uniform over the surface of the panel.
Odd modes, however, are efficiently excited. Since the plane
wave is incident normal to the panel surface, no coincidence
effects are present in the kinetic energy spectra. Above the
first resonance, the panel kinetic energy follows the mass
law3 and rolls off at a rate of 6 dB/octave, i.e., 20 dB/decade.
Because of its four times lower mass the panel kinetic energy
of the composite panel is about 6 dB higher than that of the
aluminum panel. Figure 4�b� shows that, for frequencies well
below the first panel resonance frequency, the radiated sound
power for both panels is the same. This is because, in this
frequency region, the radiated sound power is determined by
the static bending stiffness, which is equal for both panels.
Above the first panel resonance frequency the radiated sound
power is mass controlled up to the acoustic coincidence re-
gion. In the mass-controlled region the radiated sound power
of the composite sandwich panel is 12 dB higher than that of
the heavier aluminum panel. Around the acoustic critical fre-
quency the radiated sound power of the panel increases be-
cause of the radiation properties of the panels. This coinci-
dence effect occurs for frequencies above 5 kHz for the
aluminum panel and for frequencies above 2 kHz for the
composite panel. Because of the transition from bending to
shear response of the sandwich panel a wider range of modes
resonates at coincidence.

APW with �=45°. Figures 4�c� and 4�d� show the panel
response and radiated sound power for a plane wave incident
at an angle �=45°. At this angle all structural modes are
efficiently excited. Above the first resonance, the structural
response of the aluminum panel follows the mass law up to
about 10 kHz. The projection of the acoustic wave onto the
panel surface for an angle �=45° is 	2 longer than the
acoustic wavelength. Thus, since the bending wavenumber is
proportional to 	f , the excitation coincidence effect occurs at
twice the critical frequency, which is about 15 kHz. In this
frequency region the response of the panel is dominated by
efficiently excited modes and controlled by structural damp-
ing. Above this coincidence frequency band the panel re-
sponse is stiffness and mass controlled and rolls off rapidly
at a rate of 36 dB/octave. The structural response of the
composite sandwich panel does not exhibit this excitation
coincidence effect. This is because the phase speed on the
sandwich panel in the shear transition region 	Gd /m� is
smaller than 	2c0; therefore the excitation coincidence fre-
quency is shifted up to 190 kHz for this angle of incidence,
and is thus outside the observed frequency range. The re-
sponse of the composite sandwich panel at high frequencies
exhibits mass-controlled behavior. However, because of the
increase in the modal density, the roll off rate is lower than 6
dB/octave. In comparison to the kinetic energy spectra in
Fig. 4�c�, some resonant peaks are significantly reduced in
the spectrum of radiated sound power. This is because the
surface pressure fluctuations caused by even modes counter-
act each other and are not efficiently radiated into the far
field.3 The radiated sound power of the aluminum panel
shows the combined effect of the acoustic coincidence at 7.5
kHz, which is due to the radiation characteristics, and the
excitation coincidence at 15 kHz. The radiated sound power

spectra of the composite sandwich panel exhibit the acoustic
coincidence effect due to the radiation characteristics around
5.5 kHz.

APW with �=90° �grazing incidence�. Figures 4�e� and
4�f� show the panel response and radiated sound power for a
plane wave incident at an angle �=90° �grazing incidence�.
At this angle the plane wave excites all structural modes. For
grazing incidence the excitation coincidence frequency
equals the acoustic critical frequency. This is because the
acoustic wavelength projects directly onto the panel surface.
The response around the coincidence frequency is dominated
by discrete efficiently excited modes and controlled by struc-
tural damping. Above coincidence the panel response is stiff-
ness and mass controlled and rolls off rapidly. The response
of the aluminum panel rolls off at a rate of 36 dB/octave. The
response of the composite sandwich panel rolls off at a lower
rate of about 16 dB/octave. This is caused by the shear dis-
tortion in the transverse wavenumber and hence increasing
modal density for the composite sandwich panel. For fre-
quencies up to 1 kHz the radiated sound power spectra of
both panels are similar to those for the plane wave incident at
�=45°, shown in Fig. 4�d�. For higher frequencies both pan-
els show the effect of the acoustic coincidence.

ADF. Figures 5�a� and 5�b� show the structural response
and radiated sound power of the aluminum panel and the
composite sandwich panel for an ADF disturbance. As a
comparison with Figs. 4�c� and 4�d� shows, the low fre-
quency structural response and radiated sound power of both
panels up to 1 kHz are very similar to the response to an
acoustic plane wave with an incidence angle �=45° and
�=45°. Figure 5�a� shows that, at higher frequencies, the
structural responses of the aluminum and composite sand-
wich panels are characterized by the acoustical coincidence
effect at 7.5 and 5.5 kHz, respectively. The panel response in
the coincidence region is characterized by resonating modes,
but the response of individual modes is less pronounced than
for the cases of APW excitation, shown in Fig. 4. Above the
coincidence region the kinetic energy spectrum of both pan-
els rolls off at a lower rate than for the cases of APW exci-
tation. These differences in the response spectra can be ex-
plained by the fact that the ADF excitation is formed by
acoustic waves at arbitrary random angles of incidence. As
for the acoustic plane wave excitation at grazing incidence in
Fig. 4�e�, the spectrum of radiated sound power in Fig. 5�b�
shows the combined effect of acoustic excitation coincidence
and radiation coincidence, which causes a considerable in-
crease in the radiated sound power.

TBL. Figures 5�c� and 5�d� show the structural response
and radiated sound power of both panels for the TBL distur-
bance. In the frequency range below 2 kHz the response of
both panels is dominated by resonances of low order modes.
For the aluminum panel the convective coincidence occurs at
1169 Hz, while for the composite sandwich panel it occurs at
609 Hz. The panel response therefore depends on how effi-
ciently specific modes are excited by the TBL disturbance.
Above the convective coincidence region, the response of the
aluminum panel drops off at a rate of 9 dB/octave. The roll
off rate for the sandwich panel is slightly lower, which is due
to the increase in modal density above 2 kHz.
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In considering the response of low order structural
modes to TBL disturbance, it is necessary to recall the prop-
erties of the correlation function for the TBL. Since the cor-
relation function for the TBL in the x-direction �spanwise� is
characterized by a monotonically decaying exponential func-
tion, there are no coincidence effects along the x-axis of the
panels. Therefore only the responses of structural modes
whose modal wavenumber component in the y-direction is
close to the convective wavenumber are characterized by a
coincidence effect. Table III gives the panel modes that are
efficiently excited by coincidence with the TBL convective
field at their resonance frequency. Mode orders shown in
bold indicate efficiently radiating modes, and modes in
square brackets indicate a group of modes that cannot be
distinguished as individual resonance peaks in Figs. 5�c� and
5�d�. Comparison between the two panels shows that for the
aluminum panel more modes are efficiently excited at reso-
nance by the TBL disturbance than for the composite sand-
wich panel. A comparison of the results in Table III with Fig.
3 shows that efficiently excited modes indeed have a wave-
number component in y-direction �streamwise�, which is
close to the convective wavenumber. The radiated sound
power spectrum in Fig. 5�d� shows that odd order modes in
Table III radiate sound efficiently. The even �2,4� mode of
the aluminum panel and the �1,2� mode of the composite
sandwich panel also show high resonant peaks in the radiated
sound power spectra in Fig. 5�d�. Comparison with Fig. 3
shows that both modes have a wavenumber component in the
x-direction, which is close to the acoustic wavenumber,
which results in a high radiation efficiency.

IV. DECENTRALIZED VELOCITY FEEDBACK
CONTROL

In this section the structural response and sound radia-
tion of the aluminum and composite sandwich panels for a
deterministic APW excitation with �=45° and stochastic
ADF and TBL disturbances with active structural control are
considered. As shown in Fig. 1�b�, the panels are fitted with

16 decentralized ideal velocity feedback control loops. Fig-
ures 6 and 7 show the spectra of structural response and total
radiated sound power for the aluminum panel �left hand side�
and the composite sandwich panel �right hand side� with
feedback gains in the range from 5 to 80. Velocity feedback
control introduces active damping, which allows the control
of the response of modes at resonance.4,13 In the off-
resonance regions, active damping is not effective. For low
feedback gains the resonant peaks are initially damped and
anti-resonances in the radiated sound power spectra disap-
pear. In the high frequency region the control is limited by
the large number of modes that contribute to the response at
each frequency. For increasing feedback gains new reso-
nance behavior starts to develop at low frequencies. For the
composite sandwich panel this occurs for gains above 20 and
for the aluminum panel for gains above 40; this difference is
caused by the higher structural impedance of the aluminum
panel. On the other hand, for low feedback gains, higher
control performance is achieved with the composite sand-
wich panel. For low order modes, a factor of 2 higher feed-
back gains for the aluminum panel are required to achieve
equal reductions as for the composite sandwich panel. For all
disturbances, the controllable frequency range produced with
the composite sandwich panel extends to higher frequencies
than with the aluminum panel. This is predominantly due to
the lower modal density on the sandwich panel at low audio
frequencies but also to the lower convective and acoustic
coincidence frequencies. At coincidence, the response of the
panels is dominated by the response of discrete resonant
modes, which can be effectively reduced by means of active
velocity feedback.

Figures 6�a�, 6�c�, and 6�e� show that considerable re-
ductions in the structural response of the aluminum panel can
be achieved up to about 1.5 kHz for the APW ��=45°�, up to
2 kHz for the ADF, and up to 3 kHz for the TBL disturbance.
For the structural response of the composite sandwich panel,
shown in Figs. 6�b�, 6�d�, and 6�f�, considerable reductions
can be achieved for frequencies up to twice as high. Figures

TABLE III. Modes efficiently excited by TBL.

Aluminum panel Composite sandwich panel

Mode
Frequency

�Hz� Order �nx ,ny� Mode
Frequency

�Hz� Order �nx ,ny�

1 114 (1,1) 1 225 (1,1)
2 266 �2,1� 3 588 (1,2)
3 306 �1,2� 4 862 �2,2�
4 457 �2,2� 6 1155 (1,3)
6 626 (1,3)
7 710 �3,2�
8 777 �2,3�

10

12
� 1029

1073
� �3,3�

�1,4� �
13 1224 (2,4)
16 1477 �3,4�
18 1648 (1,5)
19 1800 �2,5�
26 2351 �1,6�
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(d) ADF Composite sandwich panel
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(f) TBL Composite sandwich panel
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FIG. 6. Kinetic energy of the alumi-
num panel �left column� and the com-
posite sandwich panel �right column�
with 16 discrete idealized velocity
feedback loops for an APW ��=45°�,
an ADF, and a TBL disturbance. Pas-
sive panel �solid�, and feedback gains
of 5 �dashed�, 10 �dashed-dotted�, 20
�dotted�, 40 �faint-dashed�, and 80
�faint�. Vertical lines mark the acoustic
coincidence and critical frequencies
�dashed and dashed-dotted� and con-
vective coincidence frequencies
�faint�.
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FIG. 7. Radiated sound power from
the aluminum panel �left column� and
the composite sandwich panel �right
column� with 16 discrete idealized
velocity feedback loops for APW
��=45°�, ADF, and TBL disturbance.
Passive panel �solid�, and feedback
gains of 5 �dashed�, 10 �dashed-
dotted�, 20 �dotted�, 40 �faint-dashed�,
and 80 �faint�. Vertical lines mark the
acoustic coincidence and critical fre-
quencies �dashed and dashed-dotted�
and convective coincidence frequen-
cies �faint�.
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7�a�, 7�c�, and 7�e� show that noticeable reductions in radi-
ated sound power of the aluminum panel can be achieved up
to 1 kHz for the APW ��=45°� and ADF disturbances, while
for the TBL disturbance considerable reductions are achieved
up to 3 kHz. Figures 7�b�, 7�d�, and 7�f� show that the con-
trollable frequency range for the radiated sound power from
the sandwich panel is extended to higher frequencies for all
three types of disturbance.

The control performance for the structural response and
radiated sound power for the TBL disturbance is much
higher than that for acoustic excitation. This is because the
kinetic energy and radiated sound power spectra are domi-
nated by a smaller number of resonant modes, for which the
ky component wavenumber coincides with the convective
wavenumber of the TBL disturbance. The response and
sound power radiation for APW and ADF disturbances are
instead characterized by a large number of efficiently excited
resonant modes, for which either the kx or ky wavenumber
components coincide with the acoustic wavenumber. Thus a
large number of feedback control units would be required to
obtain the same control frequency bandwidth as for the TBL
excitation.

Figure 8 shows the spectrum of the radiated sound
power of the aluminum panel excited by an ADF disturbance
on a linear frequency scale. In the coincidence region around
7.5 kHz reductions of up to 7 dB can be achieved with a
feedback gain of 80. At these high frequencies, the bending
wavelength on the panel is much shorter than the distance
between the control loops. Therefore the control performance
for individual modes will depend on the location of the con-
trol units with respect to the shape of efficiently excited
modes. However, for stochastic disturbances, a range of
structural modes is excited at coincidence so that some re-
ductions may be expected for even distributions of control
units.

V. CONCLUSIONS

Two different types of smart panel with 16 decentralized
velocity feedback control loops using idealized point force
actuators have been considered in this simulation study. One

is a homogeneous aluminum panel while the second is a
composite sandwich panel with equivalent static stiffness but
four times lower mass per unit area. First, the panels’ struc-
tural response and radiated sound power due to �a� an acous-
tic plane wave, �b� an ADF, and �c� a TBL disturbance have
been discussed. Second, the response of the panels with ap-
plied active control has been studied. In contrast to previous
studies on smart panels, the analysis has been extended to the
upper end of the audio frequency range. Due to the low
modal density and lower convective coincidence and acous-
tic critical frequencies, the response of the composite sand-
wich panel is dominated by discrete resonant modes over a
wide range of audio frequencies. It has been demonstrated
that for low feedback gains discrete active velocity feedback
shows a better control performance for the smart sandwich
panel than for the heavier smart homogeneous panel. This is
particularly the case for TBL excitation where the structural
response is dominated by low order resonant modes. The
results of this simulation study suggest that decentralized
velocity feedback control is efficient in reducing the struc-
tural response and radiated sound power of a smart sandwich
panel up to the mid and high audio frequencies. In this case
the benefits of active control systems could offset the addi-
tional costs and additional installed mass. In this paper basic
structural models and ideal velocity sensor actuator pairs
have been considered to evaluate the intrinsic control limits
of decentralized velocity feedback. Further work is required
to evaluate the control performance considering the dynamic
response of the panels and actuator units in more detail.
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The Schultz ��1978�. J. Acoust. Soc. Am. 64, 377–405�; Fidell et al. ��1991�. J. Acoust. Soc. Am.
89, 221–233� and Finegold et al. ��1994�. Noise Control Eng. 42, 25–30� curves present misleading
research information regarding DENL/DENL levels of environmental noises from transportation
vehicles and the impact of annoyance and associated adverse effects on people living in residential
areas. The reasons are shown to be jointly due to �a� interpretations of early research data, �b�
plotting of annoyance data for noise exposure from different types of transportation vehicles on a
single set of coordinates, and �c� the assumption that the effective, as heard, levels of noise from
different sources are proportional to day, night level �DNL�/day, evening night level �DENL� levels
measured at a common-point outdoors. The subtraction of on-site attenuations from the measured
outdoor levels of environmental noises used in the calculation of DNL/DENL provides new metrics,
labeled EDNL/EDENL, for the calculation of the effective exposure levels of noises perceived as
equaling annoying. Predictions of judged annoyance in residential areas from the noises of
transportation vehicles are made with predicted errors of �1 dB EDNL/EDENL, compared to errors
ranging from �6 to �14 dB by DNL/DENL. A joint neurological, physiological, and
psychological theory, and an effective acoustical model for the prediction of public annoyance and
related effects from exposures to environment noises are presented.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125320�

PACS number�s�: 43.50.Ba, 43.50.Rq, 43.50.Qp �BSF� Pages: 3707–3721

I. INTRODUCTION

Starting in the early 1940s, civilian and government sci-
entific agencies have been attempting to formulate acoustical
measurements of noises �unwanted sounds� found in residen-
tial neighborhoods that are correlated with the annoyance
perceived by the residents. Of particular concern has been
the effects of daily, or near daily, throughout the year of
non-impulsive noise events from vehicles of transportation,
industrial, construction activities, etc. The USA Noise Con-
trol Act �1972� mandated that scientifically based Federal
guidelines and regulations be prepared in order to protect,
with a margin of safety, public health and welfare from ad-
verse effects of environmental noise pollution.

To that end, Schultz �1978�, under contract with various
Federal government agencies, published a synthesis of the
data from international research studies of the prevalence and
degrees of public annoyance as a function of annualized day
and night exposure-level �DNL� of the noise from street/
road, railway, or aircraft traffic. Schultz �1978� concluded
that a single monotonic curve fits the annoyance data, re-
gardless of the type of vehicular source. Fidell et al. �1991�
and Finegold et al. �1994� re-examined the data used by
Schultz �1978�, plus additional new data, and concluded that
regardless of source the single Schultz curve is essentially
correct.

The Schultz curve of annoyance as a function of DNL
has been, and continues to be, a “guidance-standard” by the

USA National Academy of Sciences �1977�, Environmental
Protection Agency �EPA� �1978�, Federal Interagency Com-
mittee on Urban Noise �FICUN� �1980�, and Federal Inter-
agency Committee on Noise �FICON� �1992�. In the Euro-
pean Union, curves of annoyance as a function of day,
evening, night level �DENL� exposure levels of street, rail-
way, or aircraft noise are used for similar purposes. How-
ever, data and conceptual models for the assessment and pre-
diction of the effects of these noises have been controversial
over that period of time and continue to the present day. The
research findings and procedures for the acoustical measure-
ment of noise and the prediction of its affects on people are
confined to so-called non-impulsive noise. The measure-
ments and effects of impulsive noises �events with durations
of less than 0.5 s� are outside the scope of the present paper.

II. THE INDEPENDENT NOISE-DOSAGE VARIABLE

A. DNL/DENL noise-dosage

In the protocols of research studies of the psychological
and physiological effects of a given non-impulsive environ-
mental noise on people, the independent variable is generally
identified as the A-weighted exposure levels of a sound, or
noise, event measured outdoors at a free-field point near a
house. Sound level meters integrate the sound energy in suc-
cessive 1 s intervals during a given noise event and convert
the sum to decibels. The product is labeled SENEL �single
event noise exposure level�. As a practical matter, the dura-
tion of a noise event is defined as the energy sum of 1 sa�Electronic mail: kdkryter@cox.net
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intervals between the maximum 1 s energy level and the
10 dB lower 1 s levels occurring before and after the maxi-
mum 1 s level of the event.

The energy sum of daily SENEL’s of a given environ-
mental noise over a calendar year is averaged by dividing the
sum by 315 360 000, the number of seconds in a year, con-
verted to decibels:

�10 log10�anti-log 315 360 000/10�� = 49.4 dB

and labeled as DNL/DENL, dB. In this paper, unless other-
wise specified, decibels, will refer to A-weighted frequency
spectra.

In the calculation of DNL a 10 dB “penalty” is added to
the SENEL’s of given events occurring in the 10 PM–7 AM
daily time period. In the calculation of DENL, a 5 dB pen-

alty is added to the SENEL’s of events occurring during the
7–11 PM, and a 10 dB penalty during the 11 PM–7 AM daily
time periods.

B. The dependent annoyance variables

In the derivation of the Schultz curve, the up-dated
curves of Fidell et al. �1991� and Finegold et al., �1994� the
data for street, railway, and aircraft traffic noises were plot-
ted on a single set of DNL vs annoyance coordinates, see
Fig. 1. The investigators in Fig. 1 implicitly presumed that
the acoustical dosage of as measured or calculated DNL’s of
noise from the different types of vehicles were proportional
to the levels present at a common free-field point outdoors
near houses.

Schultz �1978�, Fidell et al. �1991�, and Finegold et al.
�1994� removed data from studies that did not, in their opin-
ion, closely enough cluster around a single curve. Some of
the exclusions were justified because of difficulties in inter-
pretations of multi-language semantics and noise measure-
ments, but some of the exclusions are questionable, see
Kryter, 1982, 1983, 1985, 1994. Also, the magnitudes of cal-
culated sound transmission attenuations due to geometrical
spherical divergence, see Fig. 2, and house-barrier attenua-
tion as measured in Table I, showed that these attenuations

Fidell, et al., 1991.
Quadratic Fit 453.
Data Points.

P
er
ce

nt
ag

e
of

re
sp

on
d
en

ts
hi
gh

ly
an

no
ye

d

DNL (Ldn)
40

0

10

20

30

40

50

60

70

80

90

100

50 60 70 80 90

Schultz, 1978.
Third Order Polynomial Fit. 161 data points.
Finegold, et al., 1994.
Logistic Fit. 400 data points.

FIG. 1. Showing, as function of DNL, synthesized percentages of exposed
people highly annoyed by aircraft, street traffic, and railway traffic noise.
After Schultz, 1978; Fidell et al., 1991; Finegold et al., 1994.

FIG. 2. Schematic diagram of acoustical factors that affect noise levels measured in and around houses from aircraft and ground vehicles. From Kryter, 1982.

TABLE I. Max dBA levels of noise at two hoses near airport. After Ortega
and Kryter, 1982.

Av. 2 Event
Each Veh. Front Yard Back Yard Front-Back

Aircraft 77.1 76.8 0.3
Car 71.5 52.3 19.2
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differ for the noise from ground-based compared to aircraft
vehicles of noise.

Over the past 30 years several “pools” of research find-
ings have been published regarding the relations between �a�
the magnitudes of the independent annualized DNL/DENL
exposures to environmental noise from transportation ve-
hicles and �b� the dependent variable, the percentages of
people living in thusly noise-exposed houses reporting given
degrees of subjective annoyance.

One pool, consisting, as discussed, of three syntheses
�Schultz, 1978; Fidell et al., 1991; Finegold et al., 1994�
shows that over the range of 50–70 dB DNL, there are, in
effect, 0 dB differences between equal magnitudes of annoy-
ance from street, railway, or aircraft noise, see data column
1, Section I, Table II.

A second pool consisting of �a� individual studies �Ol-
lerhead, 1980�, �b� the average of studies by Hall et al.
�1981� and Fidell et al. �1981�, and �c� syntheses by Kryter
�1982� of a number of studies shows the equivalent decibel
exposure-level differences averaged over the range of

50–70 dB DNL/DENL. Section II, Table II shows the results
when the noises from the different types of vehicles were
judged to be equally annoying.

The Miedema and Oudshoorn �2001� synthesis, see Fig.
3 and Sections III and IV of Table II, is chosen for exami-
nation herein as the best state-of-art synthesis of attitude sur-
veys of annoyance from street, railway, and aircraft vehicles
of transportation. It is more inclusive than any of the other
syntheses. All together for the three types of vehicles,
Schultz �1978� synthesized a total of 12 separate studies;
Kryter �1982� also employed the 12 separate studies used by
Schultz �1978�; Fidell et al. �1991� and Finegold et al.
�1994� used the 12 studies included in the Schultz synthesis
plus additional studies, or parts thereof, for a total of 15
separate studies. Miedema and Oudshoorn, �2001�, however,
used 20 aircraft, 14 street, and 9 railway traffic noise studies,
a total of 43 separate studies.

Figure 3 shows, as a function of the DNL/DENL of
street/road, railway, and aircraft traffic noise, the percentages
of people living in urban residential areas who are �a� 0%–

TABLE II. Decibel differences in DNL/DENL when people highly annoyed by transportation noises. Note all differences in DNL with equal annoyance based
on visual interpolations of grided enlargements of DNL vs equal annoyance curves for each cited synthesis or research study.

DNL

Section 1
Schultz, ’78;

Fidellet al., ’91;
Finegold et al. ’94a

Section 2
Aircraft-Street Section 3

Section 4
Single Sources

Ollerhead,
’80b

Av., Hall;
Fidell, ’81b

Kryter,
1982b

DNL/
DENL

Airc.
Str.

Aircraft-
Railway

Railway-
Street Airc.

Str. Rail.Miedema and Oudshoorn, 2001c

50 0 10 10 5 50 5 8 3 8 3 0
55 0 10 10 9 55 7 11 4 13 6 2
60 0 10 10 10 60 9 16 7 20 11 4
65 0 10 10 10 65 10 22 12 30 20 8
70 0 10 10 12 70 10 25 15 40 30 15

Average 0 10 10 9 Aver. 8 16 8 22 14 6

aNo differences in DNL’s between street, railway, and aircraft noise.
bDifferences: Ollerhead, 1980; average of Hall et al., 1981, and Fidell et al., 1981; Kryter, 1982.
cCorrected here, see Fig. 3 on re-analysis of Miedema and Oudshoorn, 2001 �post-Kryter, 1982�.

FIG. 3. Estimated curves �solid lines� of lowest curve, “at least a little annoyed;” middle curve, “annoyed;” and upper curve, “highly annoyed;” and their
polynomial approximations �dashed lines� as function of DNL and DENL. From Miedema and Oudshoorn �2001�.

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Karl D. Kryter: Acoustic model/theory: Effects of environmental noise 3709



28% “little annoyed,” �b� 29%–71% “annoyed,” and �c�
72%–100% “highly annoyed.” Note that in a number of the
questionnaire surveys analyzed in the Miedema and Oud-
shoorn �2001� synthesis somewhat different verbal terms
were used for categorizing degrees of annoyance, but were
converted to be consistent with the Miedema and Oudshoorn
�2001� category cutoff percentage points.

C. A, D, and Phon weightings for frequency spectra

The judgments of the loudness and perceived annoyance
of noises in the audible spectrum correlate reasonably well
with each other, see Fig. 4. However, the loudness and per-
ceived noisiness of sounds/noises having somewhat different
spectra correlate significantly better with exposure levels
measured with PNL �dB D�, and Phon spectra weightings
than with A-weighting, see Fig. 5.

This is illustrated by a case study of unsolicited com-
plaints of annoyance from exposures to narrow, tonal, fre-
quency bands of “noise” with A-weighted octave levels of
high-frequency church-bells in one neighborhood and low-
frequency ceremonial drums in another neighborhood. The
peak levels of the religious ceremonial drum noise in one
neighborhood were several decibels below, and the religious
ceremonial bell noise in a different neighborhood, were
�1 dB above the city’s specified “tolerable” dBA octave
band noise exposure-level ordinance. However, and consis-
tent with complaints of annoyance, the respective octave
bands each exceeded by several decibels the low- and high-
frequency segments of the “equally-annoyance-tolerable”
D-weighted octave bands levels, see Fig. 6.

The measured-on-the-ground “backblast” noise from jet

aircraft during start and take-off roll has exceedingly more
intense components in frequencies below �315 Hz than are
present in the on-the-ground flyover noise after take-offs of
B-727 and B-757 aircraft, see Fig. 7. As a result, people in
residential areas about 2 miles behind the main take-off run-
way at the San Francisco International Airport report feelings
of annoyance greater than is predicted by A-weighted DNL.
Similar cases of the lack of accuracy of the A-weighting for
estimating the annovance impact in residential areas of gen-
eral environmental noises have been reported �Goodfriend,
1991, 2006�.

D. Proposed alternative un-solicited noise complaints
and geo-DNL display method

Fidell �2003� presented a history of the early develop-
ment of the Schultz curve and a discussion of his perspec-
tives for further research and policies for the governing of

FIG. 4. Comparisons of equal loudness contours, solid curves, dB Phons,
Zwicker and Feldtkeller �1967�; Robinson and Whittle �1964�; Stevens
�1972�, Stevens and Davis �1938�, and perceived noisiness level contour
triangles, dBD PNL. Kryter, 1970.

FIG. 5. Standardized A-weighted equal loudness �ANSI, 1983� and
D-weighted equal noisiness contours for equal annoyance �Kryter, 1970�.

FIG. 6. Octave band levels of �a� ceremonial drums heard in one residential
neighborhood and �b� ceremonial bells heard in a different residential neigh-
borhood plus �c� average A- and D-weighted ambient background noise
levels. Sound level meter measurements made by Darby-Ebieu Associates,
Inc., Kaiwa, HI.
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environmental noise in residential living areas. Points of in-
terest for the present paper are Fidell’s statement and recom-
mendation, p. 3014, that: “The increased interpretability of
noise complaints made possible by computer-based record
keeping and geo-information software suggests a more
prominent role in the future for complaint rate information in
the design of aircraft noise mitigation projects and impact
assessments.”; and recommends “formal recognition of geo-
graphic distributions of (volunteered) noise complaints as an
alternative (to attitude surveys) indication of actual commu-
nity reaction to transportation noise.”

The subject computer-driven geographic displays of
DNL footprints of aircraft noise around airports depict con-
centrations of volunteered complaints about aircraft noise as
pseudo-terrain elevation peaks coded in brightness and/or
color the relative numbers of volunteered complaints, see
Fig. 8. Fidell �2003� suggested that such displays might pro-
vide insights into why DNL exposure levels do not uniformly
correlate with attitude surveys of annoyance from transpor-
tation noises.

Note that, as presently portrayed, the numbers of volun-
teered complaints by pseudo-elevation peaks in DNL loci
need not show the actual differences in the percentages of
exposed people having different degrees of annoyance. In-
deed, geographic areas exposed to aircraft noises of the same
DNL could be displayed as having little or no volunteered
complaints because some of the those geographic loci or ar-
eas happen to be unpopulated, or relatively less, people
populated. Variable people density-populated areas around
the San Francisco airport, as shwon in Fig. 8, could, on
point, be such a case.

E. Non-auditory biases in judged perceived noisiness
of noises of equal DNL/DENL levels

Job �1988� analyzed data from numerous attitude sur-
veys of relations between noise exposure from a variety of
sources and annoyance reactions, such as those in Fig. 1 and

Table II. Job �1988� concluded that �p. 991� “Only a small
(typically less than 20%) of the variation in individual reac-
tion is accounted for by noise exposure.”…. “Variables, such
as attitude to the noise source and sensitivity to noise, ac-
count for more variation in reaction than does noise expo-
sure.”

Fidell and Green �1991� reason that such differences in
degrees of annoyance from equal DNL exposure levels to
noise from street, railway, or aircraft traffic could be attrib-
uted to psychological biases on the part of individual listen-
ers, to quote �p. 23.3�: “Civic action groups, political or
media attention, and other factors can make the residents of
the quieter community more likely to describe themselves as
highly annoyed even by relatively low noise exposure.

Among the many non-acoustical factors that may affect
the prevalence of noise-induced annoyance in communities
are: (1) various attitudes towards noise sources and their
operators (approval, fear, distrust, etc.), (2) socioeconomic
levels of individuals, and (3) economic dependence on op-
erations of noise sources. All these influences are reflected in
response bias.”

However, the correlations of DNL/DENL with noise an-
noyance reactions as found by Job �1988� are based on
multiple-correlation analyses using �a� misleading DNL/
DENL’s as the independent variable and �b� using a host of
un-quantified non-acoustical hypothetical “biasing” factors
as serving as, in effect, statistically spurious dependent vari-
ables. This is to say that, as will be discussed latter, behav-
ioral reactions based on cognitive decisions may unjustifi-
ably be interpreted as causing biases in judgments of
surveyed noise annoyance.

FIG. 7. Plots of spectra of recorded noise signals from on-the-ground noise
from aircraft flying at typical altitudes over residential areas and on-the-
ground “backblast” noise at San Francisco International Airport during de-
parture take-offs. After Pearsons et al., 2000. FIG. 8. �Color online� Rendering of complaint density as pseudo-terrain in

color or shades of black-coded false elevation behind main departure run-
way at San Francisco International Airport. Total distance scale equals
2 miles. From Fidell, 2003.
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III. ANNOYANCE AS FUNCTION OF EDNL/EDENL OF
ENVIRONMENTAL NOISE

A. Fallacies of DNL/DENL metrics

Note that DNL/DENL’s are generally measured or cal-
culated for noise events from a given source that will occur
during each, or nearly each, day during a year regardless of
the seasonal-date of their occurrences. While this procedure
is approximately appropriate for the outdoor noise measure-
ments in DNL/DENL calculations for predicting annualized
subjective annoyance, it is not appropriate for EDNL/
EDENL. Since more open-window living during the 6
warmer months compared to more closed-window living
during the colder 6 months of a calendar year, the subjective
monthly annoyance impact of aircraft noise is equivalent to
�0 dB up to a peak of �8 dB DNL during the warmer six
months of the calendar year, see Fig. 9. For this reason, the
annualized effective DNL of aircraft flyover noise equals the
as-presently-calculated 12 monthly DNL/DENL level plus
the increase up to �8 dB in effective annoyance-causing
noise energy during the warmer 6 months of the year, that is,

DNLx + �DNLx + �5 log10�8 dB/4 dB��� = 2 dB,

where 4 in the �8 dB /4 dB� term reflects a halving of energy
due to the “haystack” nature of the six warmer months of
exposures �Fig. 9�, and 5 log10 is adjustment for a moving
sound-source �Eq. �3.18�, Piercy and Daigle, 1991�.

More importantly, established acoustical and auditory
sensory principles dictate that different degrees of attenua-
tions are imposed on the noise from different types of trans-
portation vehicles during transmission from source to houses
or housing sites. For examples, as shown, for one-story
houses: �a� street traffic noise is 6 dB more attenuated than
aircraft noise due to geometric spherical divergence between
the front to rear yards, and vice-versa, see Fig. 2, and �b� as
shown in Table I, street traffic noise is 19 dB more attenu-
ated than aircraft noise due to house-barrier attenuation.

B. Measurements and calculations of on-site
attenuations of street traffic and aircraft noise

Kryter �2007� had physical measurements made of on-
site attenuations of street traffic and aircraft noise at two
one-story houses. Using established acoustic algorithms, on-
site attenuations were calculated for those houses and for a
hypothetical two-story house, see Fig. 10. Differences in on-
site outdoor and indoor attenuations of transportation vehicle
noises at one- and two-story houses are shown in Table III.
Formulas and terms used in the calculations are given in
footnotes on Table III.

The attenuations in Table III are as follows.

�1� Attenuation due to geometric spherical divergence of
sound waves as a function of the distance between the
source and receiver, herein labeled Adiv�ergence�.

�2� Attenuation due to a “thick” barrier, such as a house, of
sound waves during transmission from the front yard to
the rear yard �or vice-versa� of the house, herein labeled
Abar�rier�;

�3� Absorption attenuation and reflection of sound energy
during transmission over ground, herein labeled
Agro�und�;

�4� Differences in the magnitudes of attenuations due to �a�
differences in the relative sizes of façade and roof areas
of houses that are the most accessible to the noises from
different types of transportation vehicles and �b� their
transmissibility into the interior areas of the houses,
herein labeled Aacc�ess� / trans�mission�.

�5� Equivalent attenuation of the noises due to sensory fa-
tigue and/or a diminution of loudness and perceived
noisiness of a sound event as a function of its duration,
herein labeled Aadapt, see Fig. 11, and discussions in
Small, 1963.

Note that the magnitude of on-site attenuation by air-
absorption of typical street, railway, or aircraft traffic noise is
negligible, �0.5 dB, for the field measurements at hand, see
Eq. �3.3� in Piercy and Daigle, 1991.

FIG. 9. Total monthly volunteered, via telephone, annoyance complaints
over a 4-year period by residents near four airports in northeastern quarter of
the United States. After Beranek et al. �1959�. Tick marks above abscissa
indicate approximate months of the year of representative attitude surveys
used in the Schultz �1978� and Miedema and Oudshoorn �2001� syntheses.

FIG. 10. Schematic showing House 1 and House 2 and hypothetical two-
story House 2, slant angels, slant ranges to M1, front yard and M5, rear yard
microphones. From Kryter, 2007.
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C. Real-life factors affecting the measurement and
calculation of DNL

To test the premise that differences between calculated
indoor and outdoor attenuations of street, railway, and air-
craft traffic noise are important factors for correctly predict-
ing annoyance, it is first necessary to estimate the equivalent
on-site attenuations that occur in real-life at-home living.
The joint reasons being �a� that in temperate climates people
generally spend more time indoors than outdoors of their
homes and �b� the effective attenuations of indoor compared
to outdoor listening differ.

Table IV shows that the bold-typed average decibel dif-
ferences in attenuations �A’s� for ratios of 80% /20%,
75% /25%, and 70% /30% for indoors vs outdoor listening
locations are equivalent to �a� 7 dB for street vs aircraft, �b�
14 dB railway vs aircraft, and �c� 8 dB railway vs street
noises. Note that the average differences between the �80%
and higher indoor and the �20% and lower outdoor ratios
are, respectively, smaller or larger than the selected average
of 75% /25% indoor vs outdoor ratios. An exception is for
railway-street, where the difference is a constant 8 dB. An
average annualized temperate climate is presumed to be the
general case �75% indoor/25% outdoor ratio� for the attitude
surveys used in the Miedema and Oudshooorn �2001� syn-
thesis.

The 90% indoor/10% outdoor ratio-attenuations shown
in Table IV could be applicable in estimating the impact of
environmental noises annoyance in frigid climates. The av-
erage of the 60% indoor/40% outdoor to 10% indoor/90%
outdoor attenuation ratios could, as estimated, be applicable
in tropical climates.

D. Formulas for ESENEL and EDNL/EDENL metrics
for predicting annoyance

It has been postulated that to predict perceived noisiness,
DNL/DENL levels should be corrected for on-site acoustical
and equivalent sensory/perceptual attenuations of the noise
during transmission from their source to positions near the
ears of residents �Kryter, 2007�. Metrics for that purpose
were proposed and labeled EDNL/EDENL.

The following formula differs somewhat from those
used by the author in 2007 because of the use herein of �a�TA
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FIG. 11. Relative effect of duration on the perceived attenuation of loudness
and noisiness of a sound/noise event. From Kryter, 2007.
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solely the Miedema and Oudshoorn �2001� synthesis of noise
annoyance research data and �b� the movement of the −2 dB
correction to DNL/DENL’s for “summer” vs “winter” open-
window-outdoor living conditions from the second term of
Eq. �1� �Kryter, 2007� to the first term of herein Eq. �1�.

Mathematical equation for EDNLx /EDENLx, where x is
a given environmental noise is as follows:

EDNLx/EDENLx

= ��DNLx/DENLx − 2 dB�

− �arithmetic sum decibels, Ax ’ s�

− �arithmetic sum decibels, A ’ sAircraft,Ref.�� , �1�

where the arithmetic average of noise over the range of
50–70 dB from ground-based sources are judged to be
equally annoying to the arithmetic average of aircraft noise
over the range of 50–70 dB: 22 dB; street, 14 dB; railway,
6 dB �see Section IV, Table II�, and the −2 dB is an adjust-
ment for the greater noise-annoyance measured in the about
6 warmer months compared to the about colder 6 months of

the calendar year with DNLx /DENLx exposure levels mea-
sured on an annualized monthly basis.

Note 1. EDNLx can be transformed to EDENLx by add-
ing individually thereto: 0.6 dB for aircraft, 0.2 dB for street
traffic, and 0 dB for railway noise �p. 415, Miedema and
Oudshoorn 2001�.

Note 2. EDNLx /EDENLx is calculated from Ax’s based
on annoyance studies in Miedema and Oudshoorn �2001�
synthesis that are presumed to have been conducted prima-
rily in temperate climates with an average of 75% indoor/
25% outdoor listening ratio, see Table IV, and mostly con-
ducted in urban neighborhoods near commercial airports.

Note 3. EDNL/EDENL do not disturb the numerical re-
lations between published DNL/DENL’s and annoyance ef-
fects data but serve as a means of converting DNL/DENL
into more realistic, as heard, noise-dosage levels.

Note 4. It is recommended that spectrum D-weighting be
used in the process because of its more accurate reflection of
the perceived noisiness and loudness of a wider spectrum
variety of environmental noises than does A-weighting.

TABLE IV. Av. one- and two-story houses. Indoor and outdoor calculated ratios of on-site attenuations �A’s�
and differences between sources. See Table III. Note the 1 dB “error” in a few additions due to decimal
roundings.

Listeners
Street

Sum A’sa
Rail

Sum A’sa
Aircraft
Sum A’s

Street-
Aircraftb

Rail.-
Aircraftb

Rail.-
Streetb

100% indoors 44 51 42 2 9 7
100% outdoors 41 49 20 21 29 8

90% indoors 40 46 38 2 8 6
10% outdoors 4 5 2 2 3 1

dB attenuation: % ind.+% out.= 4 11 7

80% indoors 35 41 34 2 7 6
20% outdoors 8 10 4 4 6 2

dB attenuation: % ind.+% out.= 6 13 8

75% indoors 33 38 32 2 7 6
25% outdoors 10 12 5 5 7 2

dB attenuation: % ind.+% out.= 7 14 8

70% indoors 31 36 29 2 6 5
30% outdoors 12 15 6 6 9 3

dB attenuation: % ind.+% out.= 8 15 8

Aver.: 80%-20%; 75%-25%; 70%-30%= 7 14 8

60% indoors 26 31 25 1 5 4
40% outdoors 16 20 8 8 12 3

dB attenuation: % ind.+% out.= 9 17 7

50% indoors 22 26 21 1 5 4
50% outdoors 21 25 10 11 15 4

dB attenuation: % ind.+% out.= 12 19 8

40% indoors 17 20 17 0 4 3
60% outdoors 25 29 12 13 17 5

dB attenuation: % ind.+% out.= 13 21 8

30% indoors 13 15 13 0 2 3
70% outdoors 29 34 14 15 20 5

dB attenuation: % ind.+% out.= 19 27 8

aDecibel sums based on anti-logs.
bDecibel differences arithmetic.
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Note 5. In order to make comparison of the relative an-
noyance from EDNL/EDENL’s of an aircraft source, Ax,
other than A ’ sAircraft,Ref., i.e., per FAA specified aircraft op-
erations, as herein discussed, may not be appropriate, see
second term in Eq. �1�. The A ’ sAircraft,Ref. is chosen as a ref-
erence anchor because aircraft noise is the single most envi-
ronmental noise studied in attitude surveys of noise annoy-
ance.

Table V shows the following.

�1� Schultz �1978�, Fidell et al. �1991�, and Finegold et al.
�1994� found �0 dB DNL differences between source-
pairs of transportation vehicle noise �street vs aircraft,
railway vs aircraft, and railway vs street noise�, when
judged to be equally annoying, see data column 1, Table
V.

�2� Based on Miedema and Oudshoorn �2001� findings �p.
415� between source-pairs of transportation vehicle
noise that cause equal annoyance, see columns 2 and 5,
Table V, are DENL−DNLstr.−air.=0.4 dB; EDENL−
EDNLstr.−air.=0.4; DENL−DNLrail.−air.=0.0 dB;
DENL−DNLstr.−rail.=0.2 dB.

�3� Calculated differences in on-site attenuations, A’s, of
source-pairs, see columns 3 and 4, Table V, are 7.0 dB
EDNLstr.−EDNLair.; 14.0 dB; EDENLrail.−
EDENL.air.; 8.0 dB EDENLstr.−EDENLrail..

�4� Measured differences in annoyance between source-pairs
of transportation vehicle noise are, see columns 3 and 4,
Table V, the equivalent of 6.0 dB EDNLstr.−EDNLair.
and 6.4 dB EDENLstr.−EDENL.air.; 14.0 dB
EDNLrail.−EDNLair.; 14.0 dB EDENLrail.−
EDENLair.; 8.0 EDNLstr.−EDNL−rail.; 8.2 dB
EDENLstr.−EDENLrail..

�5� The bottom data line of Table V shows that the average
of the numerical sums of the differences between calcu-
lated decibels of on-site attenuations and the equivalent
exposure levels for people reporting being equally an-
noyed from street-aircraft, railway-aircraft, and railway-
street traffic noises are 0.3 EDNL dB, and 0.1 EDENL
dB.

E. Impacts transportation noises on tolerable
annoyance and numbers of housing-sites

Schultz �1978� prepared a “decision-maker’s tool” for
evaluating the relative “costs,” in terms of annoyance and
real-estate values to the general public from exposures to
street, railway, and aircraft noises. FICUN and FICON
thereby imply a criterion for residential land: that land ex-
posed, or to be exposed, to noise that would cause more than
15% of the exposed people to be highly annoyed should be
zoned as being unacceptable for typical detached housing.

Because of the averaging of the data for the different
sources of noise, the Schultz curve decreases the estimated
percentage of people highly annoyed by aircraft noise by
averaging it with the estimated lesser percentages of people
highly annoyed by equal DNL levels of street and railway
traffic noise. Conversely, this process increases the apparent
percentage of urban sites to be considered as incompatible
for residential housing because of noise from transportation
vehicles. An additional reason for the lesser differences of
noise condemnation of USA urban housing sites from street
compared to aircraft noise for a given DNL exposure level is
that there are more urban house sites exposed to street traffic
than to aircraft noise by a factor of approximately 3, see Fig.
12.

TABLE V. Calculated on-site attenuations and measured equal annoyance in equivalent decibels between
sources. Average for one- and two-story houses.

Section
1

DNLa

2
DENL-
DNLb

3
EDNLstr.-
EDNLair.

4
EDENLstr.-
EDENLair.

5
EDNL-
EDENL

Street-aircraft traffic noise
Calculated attenuationsc 7.0 7.0

Measured equal annoyanced 0.0 0.4 6.0 6.4 0.4
Difference 1.0 0.6

Railway-aircraft traffic noise
Calculated attenuationsc 14.0 14.0

Measured equal annoyanced 0.0 0.0 14.0 14.0 0.0
Difference 0.0 0.0

Street-railway traffic noise
Calculated attenuationsc 8.0 8.0

Measured equal annoyanced 0.0 0.2 8.0 8.2 0.2
Difference 0.0 −0.2 0.2

Sum attenuations 29.0 29.0
Sum measured equal annoyance 28.0 28.6

Sum atten.- sum meas. equal annoyance 1.0 0.4
Aver. diff.: str.-air.;rail.-air.; str-rail. 0.3 0.1

aSchultz, 1978; Fidell et al., 1991; Finegold et al., 1994.
bMiedema and Oudshoorn, 2001.
cSee Table IV: Indoor 80%–70%: Outdoor 20%–30%.
dBased on Table II and Eq. �1�.
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Figure 13�a� shows that with 55 dB DNL street, railway,
or aircraft noise �4% of the exposed people would be highly
annoyed, and 100% of the house building sites would be
unsuitable for residential housing. With 65 dB DNL �15%
of exposed people would be highly annoyed �the FICON/
FICUN maximum annoyance criterion percentage� and
�30% of USA house building sites would be unsuitable for
residential housing.

Figure 13�b� shows that with 53 dB EDNL �55 DNL�
exposure level, the percentages of exposed people highly an-

noyed would be �15% aircraft, �8% street, or 2% railway
noise, and the percentages of urban building sites unsuitable
for residential housing would be �45% aircraft and 17%
street traffic noise. With 63 dB EDNL �65 DNL� exposure
level, the percentage of exposed people who would be highly
annoyed would be �35% aircraft and �15% street traffic
noise, and the percentages of urban house building sites un-
suitable for residential housing would be �4% aircraft and
17% street traffic noise. To the authors knowledge, no data
are available as to the number of USA urban house-sites as a
function of level of railway noise.

F. Generality of the reliability and validity of EDNL/
EDENL for predicting annoyance

While fallacies in the basic premise of the DNL/DENL
methods for quantifying the levels of environmental noise as
heard in homes may seem obvious, the accuracy in those
regards by EDNL and EDENL, with average prediction er-
rors of �1 dB, seems too good to be true. The following four
factors may help explain the apparent generality, reliability,
and validity of the EDNL/EDENL, compared to the DNL/
DENL metrics:

�1� Most of the research on annoyance and other adverse
effects of transportation noise on people have been cen-
tered in urban neighborhoods near commercial jet air-
ports. These neighborhoods consist, by and large, of one-
and two-story houses located on lots of approximately
one-sixth of an acre ��640 sq m�. The setbacks of the
front facade of houses to the center of the street are
typically �15 m �47 ft� and 3.2 m �10 ft� between
houses. Similar distances are promulgated in many inter-
national building codes for urban residential housing.

�2� Because of FAA �1993� “fixed” minimum allowable al-
titudes, �1500 ft �968 m�, and maximum allowable on-
the-ground SENEL of �65 dB, for aircraft flying over
residential areas after take-off operations, the slant range
angles between aircraft flyovers, following takeoffs, and
the closest houses to each sided of flight paths must not
be less than �75°. At lesser slant angles the on-the-
ground-directly-under the flight path noise level can ex-
ceed the FAA tolerable 65 dB SENEL level. Because of
reduced engine-power during approach to landing opera-
tions, on-the-ground SENEL’s in residential areas are
generally below tolerable levels.

�3� On-site attenuations for noises having broad frequency
bands, e.g., noises of transportation vehicles, should,
within limits, be approximately the same regardless of
the materials, architectural design, or building codes
used in the construction of houses. However, note that
the proposed EDNL/EDENL procedures can be tailored
to fit urban and suburban neighborhoods having different
lot-sizes, number of stories or building heights, house
construction codes, different climates, and different ra-
tios of indoor and outdoor listening positions. The pro-
cedure would, as needed for noise from different
sources, be calculated in accordance with formulas in
notes on Table III, on-site house attenuations �Adiv,

FIG. 12. Cumulative number of people in USA urban areas exposed to
outdoor DNL from aircraft operations, and street and freeway traffic. Total
estimated, 1978, urban population 138�106. Figure 6 in EPA Report, with
extrapolations to DNL 50 dB for aircraft and 40 DNL 40 dB for street traffic
noise.

Miedema and
Oudshoorn
Synthesis,

43 53 63 73

51 61 71 81

57 67 77 87

45 55 65 75

E

FIG. 13. �A� Showing as a function of DNL: �1� percent of residents highly
annoyed by aircraft, street, or railway traffic noise according to Schultz
�1978�, Fidell et al. �1991�, and Finegold et al. �1994� and �2� percent of
USA urban house sites thusly exposed to street and aircraft noise based on
extrapolations of EPA data in Fig. 12. �B� Showing �1� as functions of
EDNL, percent of residents highly annoyed by aircraft, street, and railway
traffic noise according to Miedema and Oudshoorn �2001� and �2� as a
function of DNL, percent of USA urban exposed to aircraft or street traffic
noise based on data Fig. 12, EPA.
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Abar, Agro, Acc / trans, and Aadapt for indoor and out-
door listening conditions, see Table IV, and seasonal cli-
mate changes, see Fig. 9�.

�4� The most important factors behind the EDNL/EDENL
functions are �a� the synthesis by Miedema and Oud-
shoorn �2001� of data from thousands of people in indus-
trialized countries who served as subjects in surveys of
annoyance due to the environmental noise of transporta-
tion vehicles and �b� except for the DNL/DENL levels of
transportation noises, the separate surveys were con-
ducted in randomly selected residential neighborhoods.
That is, appreciable differences in possible effects, if
any, on noise annoyance due to different social, cultural,
and idiosyncratic factors in different residential areas are
averaged-out.

IV. NOISE ANNOYANCE AS FUNCTION OF AUDITORY
SYSTEM STIMULATION

A. The adequate stimulus for hearing

It is a given that the adequate acoustical signal for
stimulation of hearing is the sound energy present at or near
the entrance to ear canals. As discussed above, it is important
that the energy in a sound or noise be measured or estimated
to be present at or close to that point in order to represent the
adequate stimulus for hearing, i.e., EDNL/EDENL.

It is a given that the so-called equal energy concept is
valid. That is, sound energy in a nonimpulsive noise event is,
within limits of auditory fatigue-effects, the sum of its dura-
tion in seconds, regardless of duration, and the magnitude of
the integrated instantaneous squared sound pressures during
the noise event. Also important is the fact that the human
auditory system is a par excellence sound frequency analyzer
and level meter. It is capable in near-real time to �a� spectrum
and intensity analyze and perceive sound/noise events.

B. Auditory sensations, perceived noisiness and
associated psycho/physiological stress

Loudness is defined as the primary auditory sensation of
the magnitude of the acoustical intensity of a sound event.
Perceived noisiness is defined as the perception of the annoy-
ance �synonymous with unwantedness, disturbance, and
noisiness� of an unwanted familiar sound event or events
because �a� they interfere with, mask, a simultaneously oc-
curring wanted sound signal due to hydro-mechanical and
neural commingling in the cochlea of sound energies from
the wanted signal and the noise signals and/or �b� the arousal
of the body from wanted relaxation and sleep.

The commonness, when it occurs, of judged loudness
and perceived noisiness as a function of exposure levels does
not mean that the sensation of loudness is necessarily equiva-
lent to or useful for the prediction of noise annoyance. For
example, as the duration of a sound or noise continues at a
given exposure level, its loudness will remain about the
same, but the possibility of its causing annoyance due to
masking of wanted sounds and causing arousal from sleep
and rest increases.

Perceived noise annoyance is also determined by the
relative intensities of simultaneously occurring wanted audi-

tory vs unwanted acoustical signals. The upper abscissa on
Fig. 14 shows that the loudness level of noise presented at a
steady level of 65 dBA will remain about the same during a
given duration. But the correct understanding of sentences
drops from 90% to 0% as the levels of spoken sentences are
simultaneously presented at given lower levels ranging from
47 to 35 dBA. In short, as the speech level drops, masking of
the speech signals increases and perceived annoyance will
increase.

The importance of cochlear masking for perceived an-
noyance flows from the fact that the presence of competing
wanted sound signals and unwanted noise signals in the co-
chlea effectively “shuts down” hearing processes. It is theo-
rized that perceived noisiness is perhaps largely an epiphe-
nomenon attributable to �a� the noise masking of wanted
auditory signals that are necessary for safe locomotion and
avoidance of moving and stationary objects, and the success-
ful performance and behavior in one’s work and general liv-
ing environments; �b� sounds can cause via whole-body sys-
tems the arousal from, or prevention of, rest and sleep.

The noisiness of a sound event is a perception that can
cause changes in cardio-vascular and gastro-intestinal activi-
ties. Conventional physiological theory holds that the
autonomic-glandular system prepares the body to “flee or
fight” the noisy source or situation. As shown in Fig. 15,
these processes can be initiated throughout the body because
the peripheral cochlear system is directly connected to the
autonomic nervous/glandular system, the auditory reticular
system �upper spinal cord colliculi and mid-brain geniculate
neural centers�, and higher-brain centers.

FIG. 14. Relations between correct understanding of speech signals: �1�
articulation index �AI�, bottom abscissa, and �2� upper abscissas of speech
level, noise level and speech-noise levels. After Kryter, 1962.
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It is to be noted that the neuro-anatomy of the auditory
system is such that the threshold of hearing sensitivity in cats
�which have auditory systems similar to that of humans� re-
mains the same with severance or ablation of the neural con-
nections to brain centers higher than spinal-cord collicular
centers and mid-brain mediate-geniculate neural centers, see
Fig. 16. The autonomic/glandular system monitors and con-
trols homeostatic conditions in organs and mechanisms of
the body without the direct involvement of high-brain center
cognition. These autonomic system activities serve to effect
physiological adjustments that are appropriate to the protec-
tion of the integrity of systems of the body, nourishment, and
sleep-recuperation of the body from fatigue.

C. Non-auditory stress and cognitive behavioral
variables

Examples of some non-auditory behavioral reactions
that may bias stress and perceived noise annoyance are

shown in Table VI, Figs. 17 and 18.

�1� It is seen in Table VI that the percentages of people with
high blood pressure increases with DNL exposures to
aircraft noise levels greater than �55 dB, but not with
exposures to street/road traffic noise DNL 55–65 dB.
Note that this 10 dB differential between DNL for these
two types of noise-sources is, as aforediscussed, consis-
tent with their judged perceived noisiness and, as pre-
dicted, by EDNL/EDENL.

�2� It is seen in Fig. 17 that when the DNL in residential

FIG. 16. Diagram of cochlear, upper spinal cord, mid-brain, and high-brain,
cortical, neural centers of the cat’s auditory system. Dashed segments show
severances and ablations made in cats that were tested for thresholds of
hearing sensitivity before and after recovery from the surgical interventions.
From Kryter and Ades, 1943.

FIG. 15. Interconnections between �1� auditory cochlear and neural systems,
�2� autonomic neural/glandular system, �3� mid-brain centers, and �4� high-
brain centers and motor nerves to the body. After Fig. 9.1, Kryter, 1994.

TABLE VI. People with high blood pressure.

Aircraft
DNL Knipschild �1977�

Street Traffic
Lercher and Kofler, 1993

50 6% DNL 0%
55 9% 50 0%
60 12% 59 0%
65 15% 64 0%
70 19% 65 0%

FIG. 17. Number of certain prescription drugs per adult per year. Area C,
DNL�51 dB; area E, DNL�51 dB, 1967–1969 and DNL�1969–1974,
near Amsterdam Schiphol Airport. In 1972 there was an interruption of a
nighttime curfew of aircraft take-off operations. From Knipschild and Oud-
shoorn, 1977.
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neighborhoods near Amsterdam International Airport
was increased from 51 dB DNL to �64 dB DNL, the
use of prescription drugs for stress and sedation also in-
creased.

�3� Figure 18 shows that lesser affluent people will appar-
ently accept higher levels of aircraft noise and attendant
annoyance from aircraft in exchange for lower costs of
housing than will more affluent people.

�4� Jonson and Sorensen �1967� found that 54% of a group
of citizens who were sent positively worded information
regarding aircraft noise from training activities of the
Royal Swedish Air Force reported “inconvenience” due
to aircraft noise, whereas 79% of citizens from the same
neighborhood, but not given this information, indicated
inconvenience due to aircraft noise.

A research question is whether the magnitudes of annoy-
ance and physiological stress differ for given EDNL/EDENL
exposure levels of noises as separate or joint functions be-
cause of �a� the type of source of the noise, �b� less and more
affluent listeners, �c� less and more “patriotic” persons, or �d�
social or idiosyncratic factors. For example, it can be studied
whether or not perceived annoyance from different acousti-
cal levels of noise exposure appears to be readily distinguish-
able, as herein argued, from non-auditory cognitively and
emotionally associated “biases” to the noise.

It is seen in Fig. 19 that �a� �75% of people feeling
fright or fear with exposures to DNL 70 dB aircraft noise,
but only �25% feel fright with exposures to DNL 70 dB
street traffic noise, but �b� �25% of people find sleep and
speech communication disturbed by DNL 70 dB aircraft
noise and �25% of people are disturbed by DNL 70 dB
street traffic noise. That is, the noise masking effects speech
communication and rest/sleep arousal were seemingly
judged independently of feelings of fright from the noise.
These relations are not completely dispositive in that two
different survey studies are involved.

D. Adaptation to noises expected as normal in given
living environments

Annoyance is significantly greater from exposures to un-
expected or new noise events in a residential environment

than to equal EDNL/EDENL levels of familiar, chronic noise
events. The adaptation is attributable to diminished annoy-
ance as the noise becomes an understood and familiar part of
one’s living environment. Attitude surveys of annoyance
from environmental noise indicate that some months of liv-
ing in a new environment are generally required before re-
actions to the noises stabilize, see Borsky, 1961.

V. RECENT ANALYSES OF AUDITORY AND NON-
AUDITORY FACTORS

A. Effect of background noise on annoyance from
aircraft noise

In a recent publication Lim et al. �2008� compared the
percentages of people living in detached brick houses in a
rural, agriculture area of “rice fields,” who were highly an-
noyed by aircraft noise with the percentages of people living
in ferroconcretes apartment buildings in an urban area who
were also highly annoyed by aircraft noise. Aircraft noise
was from �55 to �65 dB DNL/DENL in both areas. How-
ever, the urban area had about 10 dBA higher levels of back-
ground, presumably street traffic noise, than did the rural
area. Note that Lim et al. �2008� measured aircraft noise
exposures in dB WECPLN, a metric that somewhat differ-
ently weight day, evening, and night-time occurring noise
events than does dB DNL/DENL. However, the effects of
differences should be small and DNL/DENL will be used in
the present discussions of the Lim et al., �2008� data.

Figure 6 in Lim et al. �2008� shows that �35% of
people reporting high annoyance were the equivalent of
�8 dB DNL/DENL lower in the urban than rural areas. Such
a finding would seem to indicate that the �10 dBA higher
levels of background noise in the urban area than in the rural
area somewhat inured the residents in the urban area to the
annoying effects of aircraft noise.

Another plausible explanation is that because of differ-
ences in on-site attenuation, the DNL levels of background

FIG. 18. Depreciation of house values as function of aircraft noise near
London �Commission on the Third London Airport, 1970�; near U.S. cities
�San Francisco, St. Louis, Cleveland, San Diego, and Buffalo Nelson, 1979�;
and near Toronto, Canada �Mieszkowski and Saper, 1978�. After Fig. 10.23,
Kryter, 1994.

FIG. 19. Results of community survey in the Netherlands on effects of
aircraft noise by Bitter �1968�, as reported by Galloway and Bishop �1979�,
and the effects of street traffic noise in surveys in four Swiss cities by
Nemecek et al., 1981. After Fig. 10.3, Kryter, 1994.
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and aircraft noises differently differ from their as-actually-
heard levels. Table VII, which is based on Table IV, shows
that �a� if the people in the rural area on average spend, say,
50% of the day working and living outdoors and 50% of the
day working and living indoors, the sum of on-site attenua-
tion of the background noise as heard indoors and outdoors
in rural areas is 26 dB, and �b� if the people in the urban area
on average spend on, say, 75% of the day working and living
indoors, and 25% of the day working and living outdoors,
the sum of on-site attenuation of aircraft noise as heard in-
doors and outdoors in the urban area sum is 34 dB.

Table II, Section IV, shows that when an equal percent-
age of exposed percentage of people are highly annoyed over
the exposure range of 50–70 db DNL, there is an average
difference of equivalent 8 dB difference �22–14 dB� expo-
sure levels between street traffic and aircraft and noise. And
Section III in Table V shows that over the same range of
exposures and with equal percentages of people highly an-
noyed, the equivalent decibels of on-site attenuation between
street traffic and aircraft noise is 7 dB. In short, the equiva-
lent 7 dB DNL difference found by Lim et al. �2008� be-
tween background and aircraft noise exposures in the rural
versus urban areas for equal annoyance is comparable to the
summed on-site attenuations of �8 dB used for correcting
DNL to EDNL.

B. Structural equation analysis model of aircraft
noise annoyance

Kroesen et al. �2008� tested a theory of aircraft noise
annoyance, further developed a “structural equation analysis
model,” and reviewed related research findings. The investi-
gators found that “concern about negative health and pollu-
tion �0.59�,” and “perceived disturbance �0.56�” were the
heaviest contributing factors and that acoustical noise expo-
sure level, DNL, was a negligible �0.02� factor. Such findings
appear to be similar to ratings found in the aforediscussed
analyses by Job �1988�. However, both analyses may be con-
taminated by the invalidity of the independent DNL/DENL
noise measurements used in underlying research studies.

VI. CONCLUSIONS

A. DNL/DENL and EDNL/EDENL

DNL/DENL are invalid metrics for specifying the ad-
equate stimulus for hearing sound and noise events, namely,
the level of acoustical energy at or near the ears of a listener.
The prediction errors, as found in the Miedema and Oud-
shoorn �2001� synthesis of annoyance attitude surveys of
noise from transportation vehicles, are the equivalent of
�6 to �22 dB DNL/DENL compared to �1 dB EDNL/
EDENL.

B. Theory of noise annoyance as a sensory/
autonomic-glandular/neural system perception

It is postulated that �a� the perception of the annoyance
�synonymous with unwantedness, disturbance, and noisiness�
of an unwanted sound event or events is as follows: �a� they
interfere with, mask, a simultaneously occurring wanted
sound signal due to hydro-mechanical and neural commin-
gling in the cochlea of sound energies from the wanted signal
and the noise signals and/or �b� the arousal of the body from
wanted relaxation and sleep.

It is postulated that perceived noisiness is based on
physiologically mechanisms and processes that are largely
independent of biasing by higher-brain cognitive consider-
ations. The anatomy and operation of the auditory and re-
lated bodily systems provides a foundation for such a theory.

C. Noise annoyance as a function of non-auditory
factors

The misconceived acoustical DNL/DENL outdoor
method of measuring and calculating the exposure levels of
environment noise contaminates attempted multiple-
correlations between DNL/DENL exposure levels and de-
pendent hypothecated non-auditory causal variables. It is
concluded that the most practical and accurate available
method for the management and control of environmental
noise to protect public health and welfare is to specify their
exposure levels in terms of EDNL/EDENL metrics.

TABLE VII. On-site attenuation, background, and aircraft noise. See Table IV.

Indoors Outdoors Energy sum Indoors Outdoors Energy sum
average % time spent attenuation average % time spent attenuation

50% 50% 75% 25%

Rurala aircraft noise Urbanb aircraft noise
21 dB 10 dB 21 dB 32 dB 5 dB 32 dB

Rural background noise Urban Background noise
22 dB 21 dB 24 dB 33 dB 10 dB 33 dB

Energy sum, ind.+outd. 26 dB 34 dB
Diff. sums rural back.+air. noise-sums urban back.+airc.noise 8 dB

aResidential rural area, herein estimated, 100 daily number street traffic noise events at 42 dBA, per Lim et al.:
=52 dB DNL/DENL plus, on an energy basis, aircraft noise per Lim et al.
bResidential urban area, herein estimated 800 daily number street traffic noise events at 42 dBA per Lim et al.
=�61 dB DNLDENL plus, on an energy basis, aircraft noise per Lim et al. Estimates based on residental street
traffic data furnished by Santa Barbara, CA city government.
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This paper presents a field-microphone-in-real-ear �MIRE� method for the objective measurement of
individual earplug field attenuation. This development was made possible by using a recently
designed instrumented expandable custom earplug. From the measurement of the noise reduction
�NR� through the earplug, this method predicts the attenuation that would be experienced by the
wearer and that would be measured using the real-ear attenuation at threshold �REAT� method.
Formulations presented include establishing the relationship between NR, insertion loss, and REAT,
as well as defining the laboratory and field calibration procedures required to determine the
correction factors to be applied to the measured NR. This method was validated experimentally by
comparing the predicted field-MIRE attenuation values to the REAT values measured on a group of
test-subjects. This method offers fast and accurate measurement of earplug field performance on an
individual basis and could lead to further developments for effective hearing protection practices as
well as for hearing protection device rating and labeling.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125769�
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I. INTRODUCTION

For several already well-documented reasons,1–4 current
standardized methods5 dramatically fail to predict the attenu-
ation of hearing protection devices �HPDs� for individual
users in on-site applications. As recommended by the Na-
tional Institute for Occupational Safety and Health �NIOSH�
and many researchers, substantial efforts have been deployed
to “find a laboratory method to estimate the noise attenuation
obtained with hearing protectors worn in the field.”6 As a
result, recent standards7–9 now include a “subject fit”
method10–12 that provides a better estimate of the attenuation
obtained in the field, even if some discrepancies still arise
between laboratory and field attenuation values.13,14

However, even if such laboratory methods better predict
the average group field performance, it is still impossible to
relate the individual field attenuation to this population-
based, statistically-derived, laboratory-driven attenuation es-
timate. One solution to this fundamental problem, as
Berger13 mentioned, would be to perform “individual fit test-
ing” as it would provide the most accurate assessment for an
individual user and could also afford an excellent opportu-
nity to train and motivate the employee in appropriate HPD
use and fitting.

Very few field measurement methods are currently avail-
able �see Ref. 15 for a recent review�, despite the many at-
tempts to adapt laboratory methods for field measurement
use �see Ref. 16 or Ref. 17�. The FitCheck™ �Refs. 18 and
19� system is probably the most used and documented20 field
measurement method. It relies on the real-ear attenuation at
threshold �REAT� test, that is, the difference between open
and occluded-ear hearing thresholds as measured on human

subjects. The REAT test, sometimes referred to as the “gold
standard” since it was first standardized in 1957,21 is now
part of many worldwide standards5,7,22,23 and takes into ac-
count all relevant sound paths to the inner ear. Unfortunately,
REAT testing is not only time-consuming and very sensitive
to the ambient background noise �making it often incompat-
ible with practical field usage�, but it is also hampered by
two limitations: the first one is the well-known low-
frequency masking error �caused by physiological noise�,
which leads to an overestimation of the low-frequency
attenuation,24 and the second one is the variability of the
subjective response, i.e., the ability of a subject to track his
or her hearing threshold levels. The authors’ experience is
that a human subject will rarely report twice the same hear-
ing threshold �even when tested at 5 dB steps� and hence
there is inherently large variability in the REAT protocol
since it requires two complete audiograms in order to deter-
mine real-ear attenuation.

Among the various laboratory methods available to mea-
sure HPD attenuation �see Refs. 25 and 26 for an extensive
list�, there is one method that would overcome these limita-
tions and still enable individual measurement: the
microphone-in-real-ear �MIRE� technique. It consists of in-
serting a miniature microphone �either wired or in a probe-
tube form� in the ear to measure the actual sound pressure
level at a given location, usually close to the tympanic mem-
brane. The difference between two of these measurements on
a given individual at the same location in open and occluded-
ear conditions gives the classical insertion loss �IL�. MIRE
measurements techniques have been used successfully for
earmuff IL �see Ref. 27 for a comprehensive review� and are
now standardized for supra-aural or circumaural HPDs.28,29

Even if they cannot account for the bone conduction sound
a�Author to whom correspondence should be addressed. Electronic mail:

jvoix@jerevox.com
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path, these laboratory MIRE techniques are fast, efficient,
and reliable and do not suffer from the physiological noise
bias.

A field method based on the MIRE approach has been
developed for use in the fitting of hearing aids which may be
adaptable to HPD attenuation measurements. The method is
used to determine the so-called “insertion gain” and is some-
times referred to as the “substitution method” �see Ref. 30�.
However, existing measurement devices used to measure the
insertion gain rely on a microphone probe inserted around
the device and usually cannot be used when measuring IL for
HPDs, as the soft tube of the probe microphone is not pro-
tected against outside noise contamination �i.e., the measure-
ment is affected by the sound source itself, an effect some-
times described as “flanking pathway”26�, and the probe tube
usually breaks the acoustic seal of the HPD.26 Recent studies
conducted on the use of MIRE as a field measurement device
for earmuffs27,31,32 or for earplugs17 show promising results
for in-field implementation of alternative attenuation tests.
However, as mentioned by Mauney,27 up to now, the equip-
ment used was delicate laboratory equipment unsuited for
regular field use and the procedure was complex, requiring
that the subject be fitted and the microphone placed by a
professional to avoid misplacement or tympanic injury. It is
therefore necessary to develop more robust field-ready
equipment and a simple procedure including HPD fitting by
the subject.

This paper describes the development of a field-MIRE
method for measuring HPD attenuation. This development
was made possible by using the recent design33,34 of an in-
strumented expandable custom earplug by Sonomax Hearing
Healthcare Inc. �Montreal, Canada�. This custom earplug has
two main features: first, it is molded in situ by a trained
technician and takes in a few minutes the shape of the wear-
er’s ear through silicone injection, which increases physical
comfort, and, second, it includes a sound-bore that can be
used either for field-MIRE measurements or the insertion of
filters to improve the wearer’s auditory comfort, by letting a
controlled amount of acoustical energy go through the ear-
plug �see Ref.s 35 and 36 for details on the custom earplug
filtered with acoustical dampers�. Because custom earplugs
are used, the need for a field-MIRE method could be ques-
tioned on the basis that custom earplugs have often been
considered to be less prone to mis-fit by users, and it has
even been suggested that they would not suffer from the
discrepancies usually observed between laboratory and field
performance. These assumptions do not withstand closer
scrutiny and even if custom earplugs have some advantages
over traditional HPD �like the fact that they provide in-
creased comfort for some users and that they will fit certain
earcanals that other plugs may not�, they still require indi-
vidual field attenuation measurements because they typically
show the same inter-subject attenuation variability as other
earplug types �pre-molded or roll-down foam plugs�, as re-
ported by Berger et al.3 or more recently by Murphy et al.37

The instrumented expandable custom earplug is de-
scribed in Sec. II. The proposed approach for the measuring
of individual earplug field performance is formulated in Sec.

III. An experimental validation follows in Sec. IV and con-
clusions are given in Sec. V.

II. THE DEVICE USED: AN INSTRUMENTED
EXPANDABLE CUSTOM EARPLUG

As mentioned in Sec. I and as illustrated in Fig. 1, the
earplug developed and used in this study is a re-usable cus-
tom earplug that is fitted in situ to the user’s ear in a few
minutes.

A hole through the core of the earplug is used for the
injection of a soft medical-grade thermosetting two-part sili-
con rubber between the rigid core—of generic shape—and
the soft envelope that will expand to take the precise shape
of the earcanal. Below the injection hole, a sound-bore
through the earplug is used first for the field-MIRE measure-
ments and then for the insertion of an acoustical damper. To
perform field-MIRE measurement, a miniature microphone
is temporary inserted within the generic rigid core to mea-
sure sound pressure levels in the residual earcanal portion
between the HPD and the eardrum. Attached to the back of
this internal pressure microphone is an external pressure mi-
crophone so that sound pressure level difference across the
earplug, noise reduction �NR�, can be measured in the pres-
ence of loud pink noise generated from an outside reference
sound source �frontal incidence, median plan�. The two mi-
crophone elements used in the microphone probe assembly
are miniature electret condenser pressure microphones manu-
factured by Knowles Electronics �Itasca, IL� and typically
used in the hearing aid industry. These microphones offer a
flat frequency response �within 0.1 dB� up to 10 kHz with
omnidirectional directivity pattern. The NR measurement
will be performed by the trained technician after the end-user
removes and replaces the custom earplug in order to perform
a “subject-fit” test. This subject-fit NR measurement will
later be used to check the proper fit of the earplug and to
predict the attenuation the user will achieve in an on-site
situation �see Sec. III F�. Finally, after the field-MIRE mea-
surement, the microphone probe is removed and an acousti-
cal damper �acoustic resistance resulting from a mesh of
plastic fibers� is inserted in the earplug’s sound-bore, for
regular use.

FIG. 1. �Color online� The custom earplug: �a� instantly-fitted by the injec-
tion of silicone; �b� instrumented with a dual microphone probe �external
and internal pressure microphones with an extended probe tube inside the
sound-bore� as well as the reference sound source; �c� filtered with acousti-
cal damper for adapted protection.
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The field-MIRE measurement device, dubbed the
“SonoPass™System,”38,39 is a proprietary DSP-based spec-
trum analyzer that measures the octave-band sound pressure
levels �auto-spectrum’s� from both microphones and calcu-
lates NR �using the magnitude of the transfer function �TF�
between the external “reference” and internal “measurement”
microphones� as well as the coherence function while gener-
ating a loud broadband sound �pink noise� through a loud-
speaker. It can operate either connected to a computer or as a
stand-alone unit �with LED indicators� and has successfully
been used in the field since 2002.40

III. FORMULATION OF THE PROPOSED OBJECTIVE
MEASUREMENT OF INDIVIDUAL EARPLUG
FIELD PERFORMANCE

The proposed approach relies on the objective measure-
ment of NR to predict the REAT equivalent value. The gen-
eral relationships between NR, IL, and REAT are derived in
Sec. III A. The expression of REAT is then formulated, in
Sec. III B, as the sum of two terms: the corrected NR �the
raw NR value modified by several corrections specific to the
test procedure� and a compensation term �that accounts for
sound pressure TFs between the open and the occluded-ear
as well as psycho-physiological effects, such as the physi-
ological noise�. These corrections on the raw NR value are
obtained from laboratory and field measurements, as pre-
sented in Sec. III C. The procedure to obtain an equivalent
binaural NR is presented in Sec. III D.

The compensation value is obtained statistically, detailed
in Sec. III E, based on the fact that many of the corrections
involved vary according to the geometry and dimensions of
the human head; they can therefore be properly represented
by a normal distribution. For example, the use of a statisti-
cally averaged TF of the outer ear �TFOE� value rather than
an individual one has the advantage of avoiding the cumber-
some and delicate measurement of tympanic sound pressure
levels. It also makes such an approach highly compatible
with practical field usage, as suggested by Mauney,27 even
though it increases the uncertainty associated with the pre-
diction.

In a traditional hearing conservation program, the ex-
pected NR of a protector is determined through measurement
REAT for a population of subjects to determine the noise
reduction rating �NRR� defined by EPA �Ref. 41� based on
attenuation measurements performed according to ANSI
standard5 or the single number rating �SNR� as described in
the ISO standard.42 In the proposed approach, the estimated
NR is determined by individual NR measurement and deter-
mination of the predicted personal attenuation rating �PPAR�;
its formulation is provided in Sec. III F.

A. Relationship between NR, IL, and REAT

Figure 2 illustrates the pressure variables at different
locations in the open and occluded-ear �the “prime” symbol
is used in this latter case�. Index 1 is not used in the current
paper but is presented for reference, since it has been asso-
ciated to the sound pressure at the earcanal entrance point.

The IL is defined as a ratio of the open tympanic sound
pressure p3 over the occluded-ear tympanic sound pressure
p3�:

IL = 20 log10� p3

p3�
� . �1�

Since IL usually represents a physical “loss,” it is usually a
positive value �greater than zero�; however, it can also be
plotted as a negative one.

The theoretical noise reduction �NR0� is defined as the
ratio of the free field sound pressure p �at the tympanic mem-
brane location, in the absence of a human subject� over the
occluded-ear tympanic sound pressure p3�:

NR0 = 20 log10� p

p3�
� . �2�

NR0 is also a positive value often plotted as a negative one.
The TFOE is defined as

TFOE = 20 log10� p3

p
� . �3�

A direct relation between these three figures is

IL = NR0 + TFOE. �4�

Such an expression for IL is commonly used when ob-
jectively measuring the attenuation of HPDs at supra-
threshold levels. Indeed, for extremely high sound pressure
levels �impulse or stationary�, the HPD attenuation can no
longer be considered to be linear or level independent �either
purposely because of the non-linearity of the HPD’s design
or unintentionally because of the intrinsic non-linearity of
the HPD material for very high amplitude acoustical waves�.
Many studies25,32,43,44 rely on such two-part measurements
where NR is measured on the device worn by an in-field user
and TFOE is measured at a different time on the wearer in
the laboratory to assess the overall HPD attenuation.

The REAT that would be measured on a subject is de-
rived from the IL by adding the hearing threshold masking
caused by the physiological noise �PN�:

REAT = IL + PN �5�

PN is device-related45,46 and depends on the earplug in-
sertion depth and on the residual occluded-ear volume past
the HPD. In our case, PN is considered a correction to be

FIG. 2. �Color online� Schematics illustrating sound pressure variables at
various locations for an open ear �left� and for an occluded-ear fitted with
instrumented earplug �right�
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applied for each frequency �even if it mostly occurs in the
lower frequencies� on an individual basis. Using Eqs. �4� and
�5�, we obtain

REAT = NR0 + TFOE + PN. �6�

Equation �6� does not take into account the fact that the
REAT measurements are affected by some bone-conduction
�BC� pathways that flank the earplug and transmit energy to
the inner ear, because those pathways are not modeled or
measured with the field-MIRE approach described here.
Though this is not necessary for the custom earplug of this
study, it is conceptually part of the correction to be applied to
the predicted REAT by representing the BC as a concurrent
pathway to the earplug. In a recent implementations of the
field-MIRE method47 on high attenuation non-custom ear-
plugs, an additional correction is applied to the prediction of
the REAT of earplugs. For those high attenuation earplugs,
the field-MIRE data need to be corrected by including an
estimated BC pathway. The hypothesis behind this model is
that the earplug and the BC are two independent paths �re-
sulting in noncoherent sound pressures contributions at p3��
and that no interference �resonance/anti-resonance� occur be-
tween them; hence that the sound pressure p3� can be ex-
pressed as an energy summation of the earplug and BC
sound pathways. Such model has already been developed by
the authors36 for the prediction of the attenuation of the cus-
tom earplug filtered with the damper. When required, the
“BC limited” REAT attenuation, REATBCL can be derived
from REAT using the following equation:

REATBCL = − 10 log10�10−REAT/10 + 10−BC/10� , �7�

where BC is the attenuation of the BC sound pathway of the
human skull, available in the literature.48 Equation �7� shall
be used twice, once to correct the measured REAT values
used for the calculation of compensation in Eq. �16� and
another time in Eq. �14� to correct the predicted REAT val-
ues.

B. Required corrections for the expression of REAT
from the measured NR

Unfortunately, direct measurement of NR0 in the field is
problematic: it requires the measurement of p3� very close to
the tympanic membrane and the measurement of p in the
absence of a human subject. A practical alternative is to mea-
sure the NR between the outer and inner faces of the earplug,
at pressure locations p0� and p2�, respectively. In practice, the
device measures pref instead of p0� with the reference micro-
phone located 19.5 mm away from the outer face of the
earplug �i.e., approximately 20 mm from the ear reference
point defined in ISO 11904 �Ref. 29�� and measures pmeas

instead of p2� with the measurement microphone located at
the aperture of a 18 mm long, semi-rigid �0.8 mm inside
diameter� probe tube inserted into the sound-bore of the ear-
plug. The NR that is practically measured �denoted NR�� is
therefore defined as

NR� = 20 log10� pref

pmeas
� . �8�

Three corrective factors need to be added to NR� to
obtain the previously mentioned NR.

• The use of pref instead of p requires the correction �p / pref�
that will account mainly for head and torso diffraction and
the pinna effect.

• The use of pmeas instead of p3� requires the correction
�pmeas / p3�� that will account for the occluded-ear canal
shifted resonance, the microphone probe, and sound-bore
tubing effects. This latter correction �pmeas / p3�� can be split
in two terms: a first term �pmeas / p2�� that would account for
the microphone probe-tube effect and a second one �p2� / p3��
that would account for the occluded-ear canal resonance.

The NR expressed as a function of these correction
terms is expressed as

NR0 = NR�

+ 20 log10� pmeas

p2�
�

+ 20 log10� p2�

p3�
� + 20 log10� p

pref
� . �9�

Equation �9� is intentionally presented on three lines: the
first line contains the measurement performed in the field,
the second line represents the corrections associated with the
measurement device, which can be determined in laboratory
�i.e., probe-tube effect, etc.�, while the third line contains the
corrections related to human factors �i.e., morphology of the
ear and psycho-physiological specificities of an individual’s
hearing�. This three-line writing convention shall be used
throughout this paper.

Equation �6� can now be re-written using Eq. �9� and the
same aforementioned three-line presentation convention.

REAT = NR�

+ 20 log10� pmeas

p2�
�

+ TFOE + PN + 20 log10� p

pref
�

p2�

p3�
� . �10�

The first line of Eq. �10� is the measured NR�, assuming the
use of an ideal microphone probe for which both cells of the
dual microphone probe are perfectly equal in sensitivity and
frequency response. However, in practical situations, the mi-
crophone cells, although very similar, do not absolutely have
the same sensitivity, nor is their individual frequency re-
sponse constant over time due to sensitivity to ambient at-
mospheric conditions and other factors. In order to take such
differences into account, the uncalibrated values are included
in the equations and denoted with a tilde symbol above them
to distinguish them from corrected values. The calibration

factors required for the uncalibrated measurements NR˜

� are
determined using, in the field, system I illustrated at the bot-
tom of Fig. 3.

The quantity NR� defined in Eq. �8� is rewritten as the
ratio of two measured pressure values for the earplug �index
III� in the wearer’s ear, multiplied by a correction ratio ob-
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tained by submitting the two microphone cells to the same
pressure field the same day that the field measurement �index
F� takes place, as illustrated at the bottom of Fig. 3:

NR� = � pref

pmeas
�

III
= � p̃ref

p̃meas
�

FIII

� � p̃meas

p̃ref
�

FI

= NR˜

� � � p̃meas

p̃ref
�

FI

. �11�

The second line of Eq. �10� is the sound-bore length
correction �pmeas / p2��; it is a fixed correction that depends
solely on the overall length of the sound-bore and micro-
phone probe tube. In order to measure this sound-bore cor-
rection, three different systems were set up in front of the
speaker: system I is simply the microphone pair, system II is
the microphone pair with the probe-tube, and system III is
the microphone pair with the probe-tube inserted into the
earplug, as illustrated in Fig. 3.

Three scenarios were studied49 to determine the correc-
tion required for the first two lines of Eq. �10�, in order to
obtain the corrected NR, called NRC, that represents the dif-
ference in sound pressure levels between the inner and outer
faces of the earplug.

The first scenario would consist in performing the mea-
surement of the microphone pair TF on a daily basis
�p̃meas / p̃ref�FI and obtaining NR�. The sound-bore length cor-
rection �pmeas / p2�� would be determined in the laboratory by
placing the earplug in an acoustical field giving the same
acoustic pressure at both microphone duct openings in free
space. This first scenario is unfortunately not well adapted
for field usage, since the two microphone cells that are used
in the dual microphone probe cannot be easily dismounted
on a daily basis for the field measurement of the microphone
pair TF.

The second scenario requires no laboratory measure-
ment, as the sound-bore length correction �pmeas / p2�� would
be determined by means of a field measurement conducted

by inserting the dual microphone probe in the earplug and
positioning the instrumented earplug in a homogeneous
sound field. This approach is straightforward but unfortu-
nately not adapted for field usage because of the following
three practical limitations: first, it should be performed on
every size of each earplug to be measured �the Sonomax
SonoCustom™earplug use to be available in three core
sizes�; second, the positioning of the relatively large instru-
mented earplug on the speaker grid was found to disturb the
acoustical field in the vicinity of the loudspeaker; third, the
orientation of the instrumented earplug in relation to the
speaker is critical and difficult to achieve consistently be-
cause of the asymmetry of the earplug with respect to the
sound-bore aperture. Consequently, it is not feasible to per-
form such measurement on a daily basis within subject.

The third scenario was implemented because it did not
have the practical limitations of the two others. This scenario
is a variation of the second scenario where the field measure-
ment is performed on the dual microphone probe before its
insertion into the earplug. Because of its simple geometry
and its small size, the probe is easy to position precisely and
does not disturb the acoustical field in any critical fashion.
However, it requires two additional laboratory measure-
ments. One measurement is required of the earplug to ad-
dress the sound-bore compensation, and the other of the
probe alone to correct for microphone sensitivities that
change with time. The measurement setups are illustrated in
Fig. 3. The expression of the sound-bore length correction
�pmeas / p2�� is

� pmeas

p2�
�

III

= � p̃meas

p̃ref
�

LIII

� � p̃meas�FII�

p̃meas�LII�
�

p̃ref�LII�

p̃ref�FII�
�

� � p̃ref

p̃meas
�

FI

. �12�

where

� p̃meas�FII�

p̃meas�LII�
�

p̃ref�LII�

p̃ref�FII� � = � p̃meas

p̃ref
�FII

� � p̃ref

p̃meas
�LII

.

As in the case of the second scenario, this approach
eliminates the need for a microphone pair TF evaluation as
the last term in Eq. �12� cancels the last term in Eq. �11� �this
is the reason why the FI system has been placed between
brackets in Fig. 3�. Experience with this scenario has con-
firmed that the measurement of the dual microphone probe
response �p̃meas / p̃ref�FII when clipped near the loudspeaker is
a simple and repeatable measurement to cross-check labora-
tory and field measurements. First, it consists of simply using
the “bare” dual microphone probe as used in practice without
any specific preparation. Second, positioning of the dual mi-
crophone probe is fast and reliable: a “clip” similar to a fuse
holder maintains the dual microphone probe in a vertical
position onto the loudspeaker grid at a precise location.
Third, such measurement of dual microphone probe response
�p̃meas / p̃ref�FII clipped near the loudspeaker is not susceptible
to ambient noise nor the room’s acoustics.

Equation �10� can be rewritten using Eq. �12� using the
same three-line writing convention, with the field NR mea-
surement and its field correction on the first line, all the

FIG. 3. �Color online� Scenario implemented to determine the sound-bore
length and microphone sensitivity corrections. Top: Overview of the labo-
ratory measurement of corrections �p̃ref / p̃meas�LII and �pref / p2��LIII. Bottom:
Overview of the field measurement of �p̃meas / p̃ref�FII, �p̃meas / p̃ref�FI �between
brackets because not used in actual correction calculation�, and
�p̃meas / p̃ref�FIII.
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laboratory corrections on the second line, and a compensa-
tion on the third line:

REAT = NR˜

� + 20 log10� p̃meas

p̃ref
�

FII

+ 20 log10� p̃meas

p̃ref
�

LIII

+ 20 log10� p̃ref

p̃meas
�

LII

+ TFOE + PN + 20 log10� p

pref
�

p2�

p3�
� . �13�

The measurement of the NR field correction
�p̃meas / p̃ref�FII is performed prior to the use of the measure-
ment device, to discard any bias that would be introduced by
small differences in the microphone sensitivity and fre-
quency response during the measurement of the field noise
reduction NR�.

Given that the REAT method has been the “gold stan-
dard” for the past 50 years and in order to maintain consis-
tency with current attenuation estimation protocols and stan-
dards, the proposed attenuation method aims to predict the
attenuation value that would be measured on a human sub-
ject tested using the REAT method, for a given fit of a given
HPD. In order to predict the REAT value, the previous equa-
tion �13� can be re-written as the sum of two terms:

REATˆ = NRC + COMP. �14�

The first term, NRC, is the corrected NR, composed of
the measured field NR and its field correction �first line� and
laboratory correction terms �second line�. The second term is
the compensation factor COMP, and it is composed of the
terms in the third line of Eq. �13�. This term is detailed in
Sec. III E.

Finally, this estimation of REAT attenuation is a monau-
ral value. Since the NR measurement is performed on both
earplugs, a binaural estimation of REAT is performed, with
the “equivalent binaural approach” presented in Sec. III F.

C. Measurement of the field NR and its associated
field and laboratory corrections

1. Measurement of the field NR

The NR values at octave-band index i, denoted NR˜

�
i , are

obtained from 1/3-octave bands filtered signals centered on
the 125, 250, 500, 1000, 2000, 4000, and 8000 Hz frequen-
cies. Such use of 1/3-octave band signals at octave-band cen-
ter frequencies is common practice in the hearing protection
measurement community, since the narrow band noise
sources used for hearing threshold determination have pre-
cisely a 1/3-octave bandwidth �see Ref. 5 or Ref. 50�.

2. Measurement of the NR field correction

The measurement in the acoustic near-field of the cor-
rection �p̃meas / p̃ref�FII is performed prior to any use of the
measurement device in the field and is part of a daily cali-
bration check procedure. This procedure requires that the
dual microphone probe be clipped to the center of the refer-
ence sound source speaker grid �ensuring the same acoustical
pressure on both microphones�, and that a TF measurement

be performed between both microphones while the sound
source is generating a moderate level pink noise �as shown at
the bottom of Fig. 3�. This procedure also serves two addi-
tional purposes, prior to any use of the measurement device:
first to check that the sound source is functioning properly
�since the sound pressure level measured at the reference
microphone must be in a given range of levels�, second to
check that both microphones are working correctly and that
the microphone probe is not clogged, altered in any way or
incorrectly positioned on the speaker grid, since the mea-
sured TF magnitude must be within given bounds.

3. Measurement of the NR laboratory corrections

The acoustical length of the overall sound-bore depends
on the type of earplug used: for example, at the time of
writing, the earplug was available in three different sizes for
the core. Consequently, the overall sound-bore length was set
for a given earplug size. The associated correction was de-
termined using the laboratory setup illustrated in Fig. 3: the
TF �p̃meas / p̃ref�LIII is measured in an anechoic chamber with
the microphone probe placed into the earplug 2 ft away from
the loudspeaker, and the TF �p̃ref / p̃meas�LII is measured while
the dual microphone probe is clipped onto the speaker grid.

D. Estimation of the equivalent binaural NR

The estimated REAT obtained from Eq. �14� is a mon-
aural estimation, while the measured REAT is a binaural
value. In order to estimate a binaural REAT value, an ap-
proach based on the protected hearing threshold has been
successfully developed:49 it considers that the test subject is
able to detect the audio stimulus �that is, the test signal used
for the hearing threshold determination� through the ear that
is presenting a combination of the lowest HPD attenuation
and the best hearing level. In practice, this approach consists
of computing the protected hearing threshold for each ear by
adding the respective right and left hearing thresholds level
AR and AL of the test subject to the right and left corrected
NR denoted NRC�R� and NRC�L�; the equivalent binaural NR
value to be used, denoted NRC�B�, is the one that corresponds
to the weakest protected threshold:

NRC�B�
i = NRC�L�

i if �NRC�L�
i + A�L�

i � � �NRC�R�
i + A�R�

i � ,

NRC�B�
i = NRC�R�

i if �NRC�L�
i + A�L�

i � � �NRC�R�
i + A�R�

i � ,

NRC�B�
i = min�NRC�L�

i ,NRC�R�
i �

if �NRC�L�
i + A�L�

i � = �NRC�R�
i + A�R�

i � . �15�

E. Compensation calculation

Assuming the subject-related correction terms on the
third line of Eq. �13� are all uncorrelated, their combining in
a single compensation term COMP should lead to a normal
distribution for large groups with average value COMP and
standard deviation �COMP. Such an assumption, validated in
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Sec. IV A, is supported by the fact that all the terms included
on the third line of Eq. �13� originate from morphological or
psycho-physiological variables.

Based on Eq. �14�, the following expression of COMP
can be obtained for each octave-band �index i�:

COMPi = REATi − NRC�B�
i , �16�

where REATi is the REAT attenuation measured on the hu-
man subject tested, while NRC�B�

i is the equivalent binaural
corrected NR �detailed in Eq. �15�� as measured on the same
subjects, in the same fitting conditions.

The experimental protocol for COMPi determination in-
cludes six steps repeated for each of the 20 subjects.

�1� Measurement of the octave-band REAT values according
to ANSI S12.6-A.5

�2� Measurement of NRC�R�
i and NRC�L�

i ; since the test-
subjects are instructed not to touch the HPD after the
audiometric tests, and the NR measurement is performed
immediately after the REAT tests, the fit of the earplug
can be considered to be the same except for the slight
effect of the insertion of the microphone probe �probably
enhancing the quality of the fit, as the strength applied to
insert the probe is toward the ear canal and tympanic
membrane�. The same “bias” is introduced by the micro-
phone insertion for every earplug tested, and conse-
quently, such systematic error is automatically canceled
later in the compensation computation, as detailed in
Ref. 49.

�3� The equivalent binaural NRC�B� is then computed per
octave-band using Eq. �15�.

�4� The difference, per octave-band and per subject between
the reported REAT attenuation values and the objectively
measured NRC�B�, will provide the compensation values
using Eq. �16�.

�5� Repetition of steps 1–4 for a second test trial, leading to
a second determination of REAT and NRC�B� on each
subject.

�6� This per-subject compensation can then be presented, per
octave-band index, as a normal distribution
N�COMPi ,�COMP

i �; hence this compensation can be
given with a confidence interval that is useful in deter-
mining the uncertainty associated with the proposed
field-MIRE measurement.

F. Predicted personal attenuation rating

The PPAR is computationally very similar to the exist-
ing NRR and SNR: it is a single number, expressed in deci-
bels, that represents the attenuation achieved by the user for
a given HPD. While the NRR and the SNR are obtained from
a subjective REAT measurement on a sample of individuals
under laboratory conditions, the PPAR is obtained from an
objective NR measurement, on a particular user wearing the
hearing protector under more realistic conditions �since the
HPD is fitted by the user�. Furthermore, the NRR is a per-
centile value that is computed, according to EPA
requirements,41 by subtracting a two-standard deviation cor-
rection from the mean REAT attenuation values in order to

estimate the “minimum NR theoretically achieved by 98% of
the laboratory subjects.”4 The PPARx is the value that the
user will obtain from his own HPD with a given protection
performance x, where x, based on the definition of ISO 4869
standard,42 represents the percentage of situations for which
the effective personal attenuation is greater than or equal to
the predicted value. Just like the SNRx, defined in ISO 4869,
is the minimal attenuation value that x% of a group should
meet or exceed, the PPARx is the individual lower bound on
the individual attenuation value such that x% of individual’s
attenuation in a group will meet or exceed their own PPARx

value.
Although the PPAR is a personal value, the uncertainty

that will be used to compute the PPARx value comes from
the prediction error obtained on a group of subjects. Per
octave-band i �from i=1 for 125 Hz to i=7 for 8000 Hz�, Eq.
�14� can be written as

REATˆ i = NRC
i + COMPi, �17�

where COMPi is the octave-band compensation factor, de-
tailed in Sec. III E.

The equivalent binaural predicted attenuation can be ex-
pressed, respectively, by

REATˆ
�B�
i = NRC�B�

i + COMPi. �18�

The PPAR is essentially the REAT value obtained in Eq.
�19� reduced by an uncertainty factor that is the product of
the prediction uncertainty u

REATˆ
i

and the coefficient �:

PPARx
i = REATˆ

�B�
i − � � u

REATˆ
i

. �19�

The coefficient � is a constant associated with a given
protection performance, values of which are given in ISO
4869.50

The overall PPAR value is obtained in a very similar
manner as the existing NRR or SNR, by taking the difference
between the C-weighted overall exposure level and the
A-weighted overall protected exposure level, for a theoretical
pink noise with a 100 dB in each octave-band:

PPARx = 10 log10�
i=1

7

10�100+Ci�/10

− 10 log10�
i=1

7

10�100+Ai−PPARx
i �/10, �20�

where Ai and Ci are, respectively, the C- and A-weighting
coefficients.

Alternatives to the computation presented in Eq. �20� are
possible: for example, instead of using a pink noise spectrum
and computing the C-A� attenuation value like the NRR
�where the prime symbol represents the protected level�, the
PPAR could be computed on the basis of the noise level
reduction statistics �NRSA� from the recent ANSI S12.68-
2007 �Ref. 51� standard: the personal attenuation rating
would hence be computed from the difference between
A-weighted exposure values and A-weighted protected val-
ues for real industrial spectrums �see Ref. 52 for details�.
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IV. EXPERIMENTAL VALIDATION OF THE PROPOSED
APPROACH

The validation of the measurement device has been suc-
cessfully completed, by assessing its electrical floor noise,
dynamic range, linearity, and time stability, and the current
paper will focus in this section on the validation of the pro-
posed method by comparing predicted and reported attenua-
tion values.

The prediction method is validated using results of tests
conducted by a third-party research laboratory.53 Two
groups, denoted � and � of 20 subjects, were tested with the
instrumented expandable custom earplug �presented in Sec.
II�. The compensation for group � is evaluated according to
Eq. �16� and the experimental procedure described in Sec.
III E, on 17 of the 20 subjects. For three subjects the dual
microphone probe was impossible to insert properly inside
the sound-bore with the earplug in the ear �whereas in the
usual measurement, the probe would be inserted in the
sound-bore with the earplug outside the ear� because a pro-
nounced bend of the earplug canal portion had distorted the
sound-bore.

Then, the same measurement and calculation �as de-
scribed in steps 1–5 in Sec. III E� are performed on the 20
subjects of the validation group � �no subject was discarded
in this validation group�. Using the compensation values
COMP� determined on the two trials of the first group � and
the equivalent binaural NRC�B� computed with the second

group �, the attenuation REATˆ i are predicted for each of the
two test trials of group �.

These prediction values for group � are then compared
to the REAT reported value for group � in order to evaluate
the prediction error. The prediction error is presented in Sec.
IV B, once the assumption of normality for compensation
distribution is validated �Sec. IV A�.

A. Validation of the assumption of normality for the
distribution of the compensation values

The accuracy of fit of the compensation factor to a nor-
mal distribution was successfully validated at a significance
level of 5% using the Jarque–Bera54 tests of goodness-of-fit
test of composite normality for both the first and second test
trials of group �.

The normal probability plot for the compensation �from
the first trial of group �� is presented in Fig. 4 together with
the result of the statistical test �H=0 indicates that the null
hypothesis “the data is normally distributed” cannot be re-
jected at the 5% significance level� and the p-value. The
purpose of a normal probability plot of a physical quantity is
to graphically assess whether this quantity could come from
a normal distribution. If the data are normal the plot is linear.
Other distribution types will introduce curvature in the plot.
The plots in Fig. 4 provide a visual indication that the COMP
function is a normal distribution although some outliers at
high frequencies �2–8 kHz� can be observed. The normality
hypothesis of Sec. III E is valid for the first trial of � data set
at all octave-bands except 4 kHz at a significance level of
5%. A similar result is obtained by using the second trial of
the � group.

B. Predicted vs observed attenuation

In Fig. 5, it can be seen that the average values predicted
for the first trial of group � with the proposed field-MIRE
approach are close to the REAT values in each octave-band
and are less than 0.1 dB apart for the overall values. It can be
seen that the standard deviation appears to be significantly
lower in most octave-bands in the case of the field-MIRE
than the one obtained from the REAT test. Given that the
standard deviation primarily reflects the variability of the
earplug attenuation in the group and does also include the

FIG. 4. �Color online� Normal probability plot of the Compensation for the
first trial of � data set of experimental data �n=17�. The abscissa coordi-
nates are the unimodal Gaussian quantiles. The ordinate coordinates are the
probability of the cumulative distribution.
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FIG. 5. �Color online� Mean and standard deviation of the attenuation mea-
sured, on the first trial test of group �, with the REAT and field-MIRE
methods on the 20 subjects.
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variability associated with the measurement device itself,
one could think that the proposed field-MIRE method is in-
deed introducing less variability �from 125 to 2000 Hz� than
the REAT measurement approaches. Furthermore, the low-
frequency octave-bands, where the field-MIRE shows less
variability, are also the most critical for the assessment of the
overall earplug attenuation, as it has already been demon-
strated that the mere use of the 500 and 1000 Hz could be a
good predictor of the overall attenuation.16

The observed prediction errors is defined as

� = REAT − REATˆ , �21�

where the measured REAT is considered the “true” attenua-

tion value and REATˆ is the predicted one. If the observed
prediction errors appear to behave randomly, this suggests
that the model fits the data well. On the other hand, if a
non-random structure is evident in the observed prediction
errors, this is a clear sign that the model fits the data poorly.
It can be observed by the normal probability plot of the
observed prediction errors in Fig. 6 that the distribution of
the observed prediction errors for the “first” trials is very
close to a normal distribution for the whole frequency range.

The Jarque–Bera hypothesis test of composite normality
for the first trials indicates that for all octave-bands �at the
exception of 4 kHz�, the null hypothesis �“the data are nor-
mally distributed”� cannot be rejected at the 5% significance
level. The normality test is passed for 4 kHz by lowering the
significance level to 4%. For the “second” trial, the normality
test is passed at all frequencies at a significance level of 5%.

Overall, the assumption of a normally distributed ob-
served prediction error is verified, which validates the model.

In addition, it becomes possible to evaluate the uncertainty
which is associated with the proposed measurement ap-
proach, as described in the first author doctorate thesis.49

V. CONCLUSIONS

To meet the need to improve earplug field performance
prediction accuracy, average group performance prediction
was replaced by individual performance prediction on a re-
cently designed instrumented expandable custom earplug.
The individual earplug field performance was objectively ob-
tained using a field-MIRE method based on the field mea-
surement of the NR through the earplug. Individual attenua-
tion first resulted in a set of values for each octave-band
center frequency and these values were then combined into a
single value, the PPAR, which takes into account the mea-
surement uncertainty. This PPAR is the equivalent of the
“individual” NRR obtained from the traditional REAT at-
tenuation testing. The method was validated experimentally
on an ATF and using third party REAT testings on two
groups of 20 subjects.

For effective hearing protection practices, the benefits of
the proposed approach are threefold: �a� Fast and reliable
measurement: the effective performance of the earplug can
be measured quickly using a field-ready, durable, and robust
measurement device. �b� The adaptation of earplug attenua-
tion is now possible. If the earplug attenuation is known, it
becomes possible to use acoustical filters to match the wear-
er’s hearing protection needs. This will allow the wearer to
more easily discriminate between noise and speech or warn-
ing signals and will maximize speech and warning signals
perception. �c� Quick field tests are possible by adopting por-
tions of the testing protocol described herein that could be
performed in little time. A quick field test device could po-
tentially be used to greatly facilitate user motivation and
training: such a measurement device could be installed at the
entrance of a noisy plant so that exposed wearers could
check the fit and efficiency of their HPD prior to sound ex-
posure.

An immediate improvement in HPD rating and labeling
would come from updating standards and regulations with
this new approach. Easy access to personal measurement of
earplug performance on the wearer could completely super-
sede the current use of a single number rating �like the NRR�
as the individual PPAR values are inherently superior to the
population-based, statistically-derived, laboratory-driven
NRR estimation. A proposal has been written and submitted
to the ANSI S12 Working Group WG11: the HPD product
would be rated with average and standard deviation on a
laboratory panel, as currently done in ANSI S12.6—Method
B, and the field measurement device would be rated in terms
of the uncertainty that is associated with the individual mea-
surement. A new rating and labeling paradigm would there-
fore contain the typical attenuation value that users can
achieve �using a “subject-fit” REAT attenuation measure-
ment�, the variability observed on a panel group and the
uncertainty associated with the field measurement device.55

A more long term improvement in HPD rating and la-
beling could come from the fact that the proposed field-

FIG. 6. �Color online� Normal probability plot of the observed prediction
error �i per octave-bands and as an overall value for the first trial in the �
data set �n=20�.
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MIRE approach shows an equivalent or better uncertainty as
compared to the current “gold standard” REAT and may be
considered as a possible alternative for HPD attenuation
measurement in the laboratory. In such cases, the IL could be
used as an objective attenuation metric, rather than trying to
predict a subjective REAT value that is also biased in several
ways. Such an approach would bring the benefits of an ob-
jective measurement �lower measurement uncertainty� while
keeping the human factor effect �variation in HPD fit with
individuals�. It could be integrated into current MIRE or ATF
related standards �i.e., ANSI S12.42 �Ref. 28�� or could even
be—when the remaining challenges associated with the in-
strumentation of all HPD will have been overcome—used
instead of the current REAT method in a standard to measure
the real-ear attenuation of hearing protectors �such as the
current ANSI S12.6 �Ref. 7��.

Future research should address the need for an engineer-
ing design of a less intrusive dual microphone probe for
reduced probe insertion variability and the need for comput-
ing compensation on an individual basis from an identifica-
tion scheme rather than on a group basis from a statistical
model. Individual compensation could be derived from the
NR measurement in the occluded-ear using the identification
of some individualized dimensions and characteristics from
which it would be possible to reconstruct the required cor-
rections �TF� that are part of COMP. For example, the com-
putational process could identify the exact frequency of the
occluded-ear canal resonance, then determine the length and
area of the occluded residual ear canal, from which it would
be possible to model the TF of the occluded-ear canal, as an
acoustical duct. Such refinement could be beneficial for the
precise and accurate prediction of an individual REAT-like
attenuation but could also benefit the future measurement
approaches presented in the previous paragraph, the predic-
tion of the individual ILs.
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The potential risk to hearing that mass-storage personal listening devices �PLDs� pose remains
unclear. Previous research in this area has either focused on maximum outputs of these devices or
on ear-canal measurements of listening levels that could not be compared to standards of
occupational noise exposure. The purpose of this study was to compare two standard measurement
protocols �ISO 11904-1 �2002�, Switzerland; ISO 11904-2 �2004�, Switzerland� for the
measurement of preferred listening levels of PLD. Noise measurements, behavioral thresholds, and
oral interviews were obtained from 30 �18–30 years� PLD users. Preferred listening levels for
self-selected music were determined in quiet and background noise using a probe microphone, as
well as in the DB-100 ear simulator mounted in KEMAR. The ear-canal measurements were
compensated for diffuse-field. Only one of the subjects was found to be listening at hazardous levels
once their reported daily usage was accounted for using industrial workplace standards. The
variance across subjects was the smallest in the ear-canal measurements that were compensated for
diffuse-field equivalence �ISO 11904-1 �2002�, Switzerland�. Seven subjects were found to be
listening at levels above 85 dBA based on measurements obtained in the KEMAR and then
compensated for diffuse-field equivalence.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125798�

PACS number�s�: 43.50.Hg, 43.50.Qp, 43.38.Lc, 43.50.Yw �BLM� Pages: 3733–3741

I. INTRODUCTION

The potential risk to hearing from mass-storage personal
listening devices �PLDs� has been the subject of recent inter-
est in the popular as well as in the scientific press �Nature
Neuroscience, 2007; Kenna, 2008�. However, the data on
which this concern is based are not straightforward to inter-
pret as listening levels are often measured in the ear canal
and then have to be compared with standards created for the
risk of occupational sound exposures measured in the free
field. Here we report preferred listening levels from PLD of
30 college-age individuals and compare measurements made
using two methods based on two ISO standards.

The exact number of at-risk PLD users notwithstanding,
the scale of the issue with over 100�106 PLD being sold
annually world wide is undeniable. The perceived impor-
tance of this potential problem has led the Council of Sci-
ence and Public Health of the American Medical Association
to issue a specific report and resolution on PLDs and Noise-
Induced Hearing Loss �CSAPH, 2008�. Arguments in sup-
port of this predicted risk include the potential for users to
listen more frequently and for longer durations due to the
longer battery life, mass-storage capabilities, and perhaps
most importantly, the high maximum output levels �MOLs�
achievable in many of these devices �Reuters Press, 2005�.
Many popular PLDs are capable of generating diffuse-field
equivalent MOL of 91–121 dBA �Fligor and Cox, 2004� or
estimated listener sound levels between 79 and 125 dBA
�Keith et al., 2008�. Recent measures of listening levels,
sampled randomly from individuals passing by on a public
street using MP3 players, reveal a wide range of listening
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levels from 73.7 to 110.2 dBA �mean=86.1; SD=7.9� �Wil-
liams, 2005�. More recent work by Hodgetts et al. �2007� has
documented preferred listening levels in quiet and in back-
ground noise measured near the tympanic membrane for dif-
ferent types of headphones to be in the same approximate
range.

The threat of these high outputs becomes obvious when
compared against the damage risk criteria of 85 and 90 dBA
advocated by the National Institute of Occupational Safety
and Health �NIOSH� and the Occupational Safety and Health
Administration �OSHA�, respectively, for the length of a
typical 8 h working day. The OSHA specifies 90 dBA time-
weighted average �TWA� as the “permissible exposure level”
but 85 dBA TWA as the “action level.” All individuals ex-
posed to levels greater than 90 dBA TWA during a workday
must use hearing protection devices. On the other hand, hear-
ing protection devices are required to be made available to
individuals exposed to levels between 85 and 90 dBA TWA.
These individuals must also receive annual audiograms and
counseling as necessary. These individuals must also begin
to use hearing protection devices if significant threshold
shifts are detected after adjusting for age-related changes in
hearing. However, the appropriateness of applying occupa-
tional risk criteria with recreational noise exposure remains
problematic for three reasons. First, these standards were de-
veloped specifically for spectrally dense industrial noise with
limited dynamic range and their application to music can be
questionable. Second, the standards were developed based on
free-field measurements whereas measurements of listening
levels are obtained using a probe microphone placed near the
tympanic membrane. Finally, the standards were developed
as an exposure dose for an 8 h workday. Two international
standards describe methods of measuring sound levels gen-
erated by sources close to the ear by either using a probe
microphone �microphone in real ear �MIRE�; ISO, 2002� or a
manikin �ISO, 2004�. Our goal is to compare measurements
made using these two recommended procedures and then
derive an index of personal music-related exposure based on
reported daily usage.

Early research in this area focused on the maximum out-
puts from various types of headphones �Wood and Lip-
scomb, 1972; Katz et al., 1982�. Findings from these studies
reported maximum output levels exceeding 120 dBA but
were flawed because of the following: �i� diffuse-field
equivalents were not calculated, an important conversion
needed to compare findings to occupational risk criteria �Fli-
gor and Cox, 2004�; and �ii� the relationship between MOLs
and preferred listening levels in quiet and in background
noise remained uncertain. Multiple studies were conducted
to examine if users of personal cassette players �PCPs� were
operating these devices at harmful levels. Objective measure-
ments of listening levels, incorporating the appropriate con-
version factor and user accounts of listening habits, have
shown the use-practices of the vast majority of users to be
safe. Rice et al. �1987a� found only 5% of the users of PCPs
to be at risk for noise-induced hearing loss. These results
were supported by Wong et al. �1990� and again by
Turumen-Rise et al. �1991a�.

To make the OSHA and NIOSH standards more appli-
cable, some researchers have carefully selected music with
characteristics approximating that of industrial noise. For ex-
ample, Hodgetts et al. �2007� made their measurements us-
ing the same song with all subjects. The song was chosen for
its limited dynamic range thereby approximating �relatively�
steady state industrial noise. Similarly, Farina �2007� used
the signal specified by the IEC 60268-1 standard as well as a
signal resembling the average spectrum of 30 GB of music
popular with Italian teenagers to make measurements of lis-
tening levels. In the choice of music lies a paradox; choosing
a piece of music for the listener may help in relating the
results to established damage risk criteria but may not
prompt the listener to set the volumes to habitual levels.
Alternately, allowing the listener to choose music used dur-
ing the measurements should lead to a more realistic volume
setting. However, comparisons with industrial standards have
to be made with caution.

Finally, individuals listen to music for different dura-
tions �hours/day� and with different frequencies �e.g., days/
week�. Standard computations for industrial noise exposure,
however, are based on an 8 h exposure period. Appropriate
modifications can be made to such calculations for exposures
of other durations. One approach to accommodate this aspect
has been to provide guidelines of maximum exposure dura-
tion based on listening level �Fligor and Cox, 2004�. An
alternate would be to combine measured listening levels and
reported listening duration to then compute the best-
estimated exposure dose for a given individual.

With annual worldwide sales already greater than 100
�106 units and projected growth rates of as much as 40%
through 2010 �In-Stat, 2007�, a sizable proportion of the glo-
bal population will soon be using these devices. Accurate
measurement techniques that provide realistic estimates of
probable hearing damage need to be established. The goal of
this research was to establish a benchmark protocol to mea-
sure preferred listening levels of mass-storage PLD users
along with a set of preliminary data to demonstrate its valid-
ity. Our approach was to make empirical measurements of
preferred listening levels using multiple techniques from a
group of college students and use their reported daily listen-
ing durations to compute individual exposures comparable to
OSHA and/or NIOSH standards.

II. METHODS

A. Subjects

Thirty subjects, 12 male and 18 female, between 18 and
30 years of age �mean=22, SD=3.44� were recruited using
fliers posted around the Chicago and Evanston campuses of
Northwestern University. Advertisement fliers stated that
subjects would be answering questions about the typical use
of their PLD and that measurements of preferred listening
level would be taken. Subjects were required to have normal
hearing sensitivity ��20 dB HL re: ANSI, 2004� between
250 and 8000 Hz, normal middle ear function as measured
through tympanometry, and negative history for otologic
problems ascertained through an interview. Subjects who
failed the hearing screening were excluded to avoid any po-
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tential confound of listening levels being affected by the
presence of a hearing loss. The Institutional Review Board
for Protection of Human Subjects at Northwestern University
approved this study. All subjects signed informed consent
agreements and were compensated �$10� for their time.

23 out of 30 subjects �77%� reported a history of infre-
quent noise exposure �i.e., music concerts and clubs�. The
last reported exposure was no sooner than 14 h before the
time of testing. The remaining seven subjects did not report
any exposure to loud noises. Measurements were made from
alternating left and right ears. Every subject screened quali-
fied to participate in the study.

B. General methods

Measurements of hearing function as well as listening
level were conducted in a double-walled IAC booth at the
Northwestern University Hearing Clinic on the Evanston
Campus. Admittance data were recorded using a Maico MI
26 Tympanometer/Audiometer combination unit �Maico Di-
agnostics, Inc.�. Behavioral hearing thresholds were esti-
mated using custom tracking software following Levitt
�1971� using 2 dB steps.

Subjects were orally interviewed regarding mass-storage
PLD use as well as previous PLD use �e.g., compact disc
player, cassette player, etc.�. All answers were recorded on a
standard data sheet �Appendix A�. During the initial inter-
view no questions of hearing loss from PLD use were asked
to try to reduce subject bias. All subjects were read identical
instructions for each portion of the study including directions
for setting the volume level for their PLD �Appendix B�.
Preferred sound pressure levels were measured in subjects’
ear canals �MIRE technique; ISO, 2002� as well as in a
Knowles Electronics DB100 ear simulator mounted on a KE-
MAR �ISO, 2004�.

Subjects were asked to choose a preferred musical selec-
tion and adjust their ideal listening level in a quiet environ-
ment on their own device and headphones. Musical selection
and genre were recorded on the data sheet. A 3 min sample
was recorded in the subject’s ear canal using a Knowles
Electronics ER-7C probe microphone with the probe inserted
within 2 mm of the tympanic membrane, confirmed using
otoscopic inspection. A second 3 min recording of the same
sample was made in the DB100 on a KEMAR. These record-
ings �in quiet� were then repeated in the presence of back-
ground noise �described below�. Subjects were asked to ad-
just their preferred listening level to the previously identified
musical selection in the presence of a digitally recorded en-
vironmental noise stimulus delivered via sound field speak-
ers, with the subjects seated at 45° azimuth to the speakers.
The level of the noise delivered to the subjects fluctuated
from 78 to 81 dB sound pressure level �SPL� �81 dB SPL
Leq, SD=2.12� during the 3 min recording. These recordings
were obtained in the ear canal and verified in KEMAR in the
noise condition.

In-ear measurements were made using an Etymotic Re-
search ER-7C probe-tube microphone with 0 dB gain at the
pre-amplifier. Measurements in KEMAR were made by cou-
pling the subjects’ headphones to standard adult size artificial

external pinnae. The DB-100 ear simulators of KEMAR
were fitted with 0.5 in. occluding microphones �Etymotic
Research ER-11, 0 dB gain�. The diffuse-field inverse �DFI�
filter on the ER11 pre-amplifier, enabled during these mea-
surements, is an inverse filter of KEMAR’s ear canal to
diffuse-field response. Applying this inverse filter results in
the diffuse-field equivalent of the recorded signal �Killion,
1979�. The microphones �ER-7C or ER-11� were connected
through their respective preamplifiers to an M-Audio Fast
Track Pro, four-channel, 24 bit, firewire input/output device
with a sampling rate of 48 000 Hz. Customized software
�Electroacoustics Toolbox, Faber Acoustical Services and
Technologies� controlled the digital recording of the signal
and calculated noise dose, equivalent sound level �LAeq�,
measurements for the 3 min recording, with an exchange rate
of 3 dB and using the A-weighting scale.

All recordings through the ER-7C and the ER-11 were
stored and recordings from 23 of the 30 subjects could be
processed offline to establish diffuse-field equivalence. A
spectral average over the entire duration of each recorded
sound file was measured using SysRes �Neely and Steven-
son, 2002�. With a sample rate of 44.1 kHz and an averaging
buffer size of 2048 points, 3800 spectral averages were re-
quired to sample each 3 min recording. The power in each
one-third octave band was weighted by the appropriate
A-weighting factor and the total A-weighted sum of spectral
energy was calculated. The DFI filter transfer function of the
ER11 preamplifier was measured using SysRes and chirp
excitation delivered through an ear-bud style earphone �SR
=44.1 kHz, 100 averages into a 2048 point buffer�, first with
the DFI filter switched in, then with it switched out. This
transfer function was used either to add or remove DFI fil-
tering from the spectral averages of the ER-7C recordings
prior to calculating A-weighted levels. This yielded measure-
ments comparable to exposure standards developed for
diffuse-field conditions. The recordings from the remaining
seven subjects had been lost during data transfer between
computers and hence could not be processed for this analy-
sis.

The environmental noise was recorded using a Roland
EDIROL R-1 portable digital recorder �24 bit, linear WAV
file�. The acoustic sensitivity of the recorder was calibrated
using a 1000 Hz pure tone delivered via sound field speakers.
The sound pressure level near the recorder’s microphones
was measured using a Quest Technologies 1800 Integrating
sound level meter set to flat frequency weighting. Recordings
and sound level measurements were made during rush hour
on the Blue Line of the Chicago Transit Authorities �CTA�
train system while going through the underground section,
seated in the center of the train car, a common environment
where PLDs are used in Chicago. The spectrum of the re-
corded noise is displayed in Fig. 1. The noise was played
back at the level �81 dB SPL� measured in the train car at the
time of the recording.

Following the recordings, subjects were interviewed re-
garding potential risk to hearing from using their mass-
storage PLD. They were also asked whether they experience
tinnitus following PLD use. Descriptive statistics were per-
formed on the data set in the statistical computing environ-
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ment R �R Development Core Team, 2006�. A multiway-
analysis of variance was also performed with LAeq measured
in quiet and in noise as the dependent variables and gender,
device, headphone type, and genre of music as the indepen-
dent variables.

III. RESULTS

A. Listening Habits

23 subjects �77%� reported infrequent noise exposure
�music concerts less than 2 times a year�, and 7 subjects
�23%� reported no exposure to noise in their everyday lives.
Of the 23 subjects who reported infrequent noise exposure,
only 4 �17% of the exposed subgroup; 13% of entire subject
pool� reported routinely wearing some form of hearing pro-
tection while in noise, while an additional 4 �17% of exposed
subgroup; 13% of entire subject pool� reporting infrequent
use of hearing protection. 15 of the 23 subjects �65% of
exposed subgroup; 50% of entire subject pool� reported not
using any form of hearing protection while in noisy environ-
ments.

“Rock” was the most popular genre amongst our sub-
jects followed by “Pop” and “Alternative Rock.” Eighteen
subjects �60%� used various models of an Apple iPod with
several other devices being represented in approximately
equal proportion with one subject �3%� using a multipurpose
personal digital assistant as their device of choice. Subjects
reported using the device on which measurements were
made for an average of 13.2 months �SD=8.37; range
=11 days to 36 months�. All subjects reported using another
type of PLD with headphones �cassette player, compact disc
player, and/or another MP3 player� prior to acquiring the
current device, with 19 subjects �63%� reported using two or
more of these devices frequently in the past. Headphone
style, make, and model were similarly varied with a large
proportion of the subjects using “earbud” style headphones
�73%� and none of the subjects using noise-isolating head-
phones. Reported use per week ranged from 1 day to 7 days
with an average of 4.06 days �SD=1.99� �Fig. 2, bottom
panel�. Daily use ranged from 15 min to 4 h per day with an
average of 1.68 h per day �SD=1.04� �Fig. 2, top panel�.
Thus, the group of subjects used their devices an average of
6.8 h per week �SD=5.89�.

B. Objective measurements

The A-weighted equivalent continuous noise level �LAeq�
measured in the subjects’ ear canal and in KEMAR in quiet
is displayed in Fig. 3 along with a measure of exposure ad-
justed for the reported daily listening duration for each sub-
ject. LAeq is calculated as follows:

Leq = 10 log10���1/T��
t1

t2

pA
2�t�dt�/po

2	 ,

where pA
2�t� is the square of the instantaneous A-weighted

sound pressure, in Pascals, as a function of time t for an
averaging interval starting and ending at times t1 and t2, re-
spectively, and po

2 represents the reference sound pressure of
20 �Pa. If the exposure measurements are to be compared
with NIOSH or OSHA standards, a transformation is neces-
sary. In our application, we used the reported daily use for
each subject to compute an Ldpme �daily personal music ex-
posure� as follows:

Ldpme = LAeq�in dBA� + 10 log�T/8� ,

where T is the reported use per day �in hours�. Since we
measured LAeq and then essentially used a 3 dB exchange
rate to compute Ldpme, the values reported here are most ap-
plicable to the NIOSH risk criteria. In its derivation, Ldpme is
identical to the computation for LAeq,d, where d is a duration
other than 8 h. We choose to use the music-specific term
Ldpme to emphasize the limitation of our measurement and
computation to exposure related solely to the use of PLDs.

The box and whiskers in Fig. 3 represent the interquar-
tile range with the whiskers extending to the greater of the
range or 1.5 times the interquartile range. The symbols rep-
resent measurements from individual subjects with the open
and closed symbols representing measurements below and
above 85 dBA, respectively. The circles represent data from
all 30 subjects while the squares represent the data from the

FIG. 1. Spectrum of noise recorded on a CTA train and played back at 80
dB SPL as the background noise.

FIG. 2. Histograms of PLD use in hours/day �upper panel� and days/week
�lower panel� for the 30 subjects.

3736 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Worthington et al.: Listening levels of personal listening devices



limited set of 23 subjects whose ear-canal recordings were
available for transformation to diffuse-field-equivalent val-
ues.

Measured LAeq in quiet �top left� ranged from 53.4 dBA
to 89.1 dBA with a mean of 71.9 dBA �SD=8.9�. One sub-
ject had LAeq values greater than or equal to 85 dBA. LAeq

measured in KEMAR with DFI compensation are reported in
the top right quadrant of Fig. 3. The data are presented in the
same format as described for the ear-canal measures. LAeq in
quiet in KEMAR ranged from 50.4 to 89.1 dBA with a mean
of 70.7 dBA �SD=9.2�. Three subjects had LAeq values
greater than or equal to 85 dBA. Neither of these sets of
measures is comparable to regulatory standards as listening
duration is not taken into account, a hurdle in reporting per-
sonal damage risk in previously published work �Hodgetts
et al., 2007; Ahmed et al., 2007�.

Measured Ldpme in quiet are presented in the bottom pan-
els of Fig. 3 for both ear-canal and KEMAR measurements.
The ranges of Ldpme were 36.3–76.0 dBA and 39.3–76.08
dBA with mean �and standard deviations� of 57.5 �8.9� and
56.3 �9.8� dBA in the ear canal and the KEMAR, respec-
tively. Although the measurements made in the KEMAR
were lower than those made in individual ear canals �not DFI
compensated� in the vast majority of our subjects, these dif-
ferences were not found to be significantly different. The
average Ldpme values �accounting for reported listening dura-

tions� were lower than the LAeq values by approximately 14
dB. The ear-canal measurements would have been lower
�
6–8 dB estimate from our measurements� had we com-
pensated them to express their diffuse-field equivalents.

Results of objective measurements made in noise are
presented in Fig. 4. The format of the figure is similar to that
of Fig. 3. In addition to the ear-canal and KEMAR data, the
ear-canal data compensated for diffuse-field equivalence are
presented in the right column. For the LAeq measurements
�top row�, mean �and standard deviation� values were 87.5
�7.8�, 85.4 �8.5�, and 82.01 �8.4� dBA for the ear canal, KE-
MAR, and DFI-compensated ear-canal recordings, respec-
tively. For the Ldpme measurements �bottom row�, mean �and
standard deviation� values were 79.9 �9.1�, 77.75 �8.9�, and
74.14 �9.5� dBA for the ear canal, KEMAR, and compen-
sated ear-canal recordings, respectively. The numbers of sub-
jects at risk for Ldpme measured using each technique �ear
canal, KEMAR, or DFI-compensated ear canal� are pre-
sented in square brackets in the bottom panel of Fig. 4. The
portion of our subjects found to be at risk while listening in
background noise varied greatly depending on the measure-
ment used. 33% of our subjects were found to be at risk
based on the Ldpme measured in the ear canal. In contrast, one
�4%� of the subjects were found to be at risk based on the
Ldpme computed after transforming the ear-canal recording to
diffuse-field equivalence.

We have presented the data from the subset of 23 sub-
jects for all conditions to demonstrate that the range and/or
variance of the data set was not affected significantly due to
the omission of the 7 subjects whose data were not available

FIG. 3. Box-and-whisker plots comparing LAeq �top� and Ldpme �bottom� in
quiet measured in the ear canal of individual subjects �left�, and in KEMAR
�right�. The boxes span the interquartile range of the data with the whiskers
extending to the greater of the range or 1.5 times the interquartile range. The
solid line inside each box is the median. The dashed horizontal line in the
bottom panel marks the limit of 85 dBA. See text for details on computation
of Ldpme. The numbers in square brackets beside each data set show the
number of subjects whose preferred listening level was equal to or greater
than 85 dBA using that particular method of measurement �filled symbols�.
All open symbols represent data from subjects whose preferred listening
level was lower than 85 dBA. The open and closed squares for each measure
and measurement condition represent data from 23 of the 30 subjects, which
were available for compensation for diffuse-field equivalent values. The
circles, on the other hand, represent data from all 30 subjects.

FIG. 4. Data similar to those in Fig. 3 but measured in noise. Measurements
made in the ear canal and in KEMAR with DFI are presented with circles.
Additionally, the ear-canal data from 23 subjects are presented in the right-
most column after equivalent diffuse-field compensation. This limited data
set are for the ear-canal and KEMAR measurements are also presented in
squares. Closed symbols represent preferred listening levels equal to or
greater than 85 dBA. Circles and squares present data from all 30 subjects
and the 23 subjects whose data were available for transformation, respec-
tively.
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for transformation to free-field equivalence. It is notable that
the variance in the data is significantly reduced for the ear-
canal data once compensated for diffuse-field equivalence.

The LAeq in the male participants was found to be 6.1 dB
higher than the females in the quiet condition, and this dif-
ference was statistically significant �p�0.05� in a general
linear model where gender, genre, device, and headphone
types were all included as predictor variables without any
interaction terms �Fig. 5�. The main effect of gender was,
however, not statistically significant �p=0.06� when the or-
der of variables was changed on the right-hand-side of the
model or when gender was used in isolation. A test of power
revealed that a sample size of 32 in each gender-group would
be needed to attain an effect size of 0.80 �confidence
interval=95%� for gender if the difference between the two
means �6.1 dB� and the standard deviation in the two
samples �
8.5 dB� remained unchanged. The difference in
LAeq between male and female subjects was smaller and not
statistically significant in the noise condition. Similarly, no
significant differences between male and female subjects
were observed for Ldpme. The introduction of the background
noise caused an average increase in LAeq by 15.7 dB.

IV. DISCUSSION

The possibility of increased incidence of hearing loss
due to PLD use has been of recent interest in the popular
media. Audiologists and other hearing health care profes-
sionals are often sought out as experts in this area. It is our
responsibility to provide a realistic estimate of the potential
problem and such estimates have to be based on accurate
ecologically relevant measurements. Such empirical mea-
surements then should be related to criteria for possible hear-
ing damage for public consumption. Unfortunately, the only
standards that allow any determination of damage risk were
developed specifically for industrial noise and their applica-
tion to music is not straightforward.

Previous work had time and again estimated that a vast
majority of users of portable devices listen to them at safe
levels �Rice et al., 1987b; Wong et al., 1990; Turumen-Rise
et al., 1991b�. However, the alarm regarding the recent gen-
eration of PLDs was perhaps justified based on the capability
of these devices to store more music and play the music back
at hazardously high sound pressure levels �Fligor and Cox,

2004, Keith et al., 2008�. Objective measurements of pre-
ferred listening levels using modern-day PLDs have been
missing from the debate. One peer-reviewed publication put
25% of the population “at risk” of listening at hazardous
levels based on measurements made in KEMAR after ran-
domly seeking participants from the street and not allowing
the participants to adjust the volume control of their device
prior to the measurement �Williams, 2005�. Hodgetts et al.
�2007� made similar measurements near the tympanic mem-
brane of 38 individuals but could not relate their findings to
NIOSH or OSHA standards as their measurements were not
converted to their diffuse-field equivalent values. Further,
one piece of music, limited in dynamic range to mimic in-
dustrial noise, was used for all subjects. While this approach
makes the measures �when converted to diffuse-field equiva-
lents� more comparable to NIOSH and OSHA standards,
whether the volume setting is an accurate representation of
an individual’s habitual listening level is questionable. For
example, a listener may “turn it up” for music they like but
“turn it down” when the music is chosen by someone else
and not liked as well. We deliberately chose to allow the
individual to select the music thereby reducing the possibil-
ity of a bias towards lower listening levels. While this prob-
ably allowed greater accuracy in characterizing habitual lis-
tening levels, it makes comparison with OSHA and NIOSH
standards less transparent.

Individual use over time �Ldpme rather than LAeq� and
diffuse-field equivalency have been accounted for in this
study to estimate the at-risk population. These estimates
were based on standards-based measurement techniques and
self-reported duration of use. Once these essential accommo-
dations were made, one �4%� of the participants was found to
be at risk when listening in noise using the stricter NIOSH
benchmark for occupational noise exposure. In contrast, 7 of
the 30 �23%� subjects would be categorized to be at risk if
the measurements made in the KEMAR and then compen-
sated for free-field equivalency. Our results are most directly
comparable to, and in close agreement with those of
Williams �2005�. Williams �2005� reported an average LAeq

of 86.1 dB measured in a manikin in the presence of back-
ground noise, comparable to the 85.4 dB reported here. Simi-
larly, Williams �2005� reported an average value of 79.8 dB
after accommodating for individual listening durations, com-
parable to the average Ldpme of 77.75 measured in the KE-
MAR in this data set. None of the participants would be
considered at risk when listening in quiet, either with KE-
MAR or ear-canal recordings.

It was remarkable that the variance was significantly re-
duced in our free-field equivalent measures from the ear ca-
nal �MIRE technique, ISO, 2002�. This transformation was
only possible in 23 of the 30 subjects due to loss of data
between computers. However, it is clear that the reduced
variance is not a sampling error as the range of this reduced
set is equivalent to the complete data set as seen by compar-
ing the circles and squares for any measurement in Figs. 3
and 4. This would suggest that the subjects adjusted the lis-
tening levels to compensate for individual ear-canal acous-
tics, earphone frequency response, and fit and program ma-
terial. The preferred listening level was relatively consistent

FIG. 5. Mean LAeq values in quiet �left� and in noise �right� for the entire
subject pool and those for the male and female subjects. The error bars
represent �1 standard deviation.
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between subjects. It should also be noted that the transfor-
mation to diffuse-field equivalence does not scale all mea-
sures by a constant but rather is dependant on the spectrum
of the music. The significant and important differences be-
tween the measurements made in KEMAR with the DFI fil-
ter activated �ISO, 2004� and the DFI-compensated ear-canal
measurements �ISO, 2002� suggest that the latter is clearly
the superior measure when assessing exposure from PLDs
even with the use of an average transfer function, rather than
individually measured ones. Our results seem to suggest that
listeners choose a listening level from a relatively narrow
range of levels which was by and large safe for our subjects,
given their reported duration of use.

Given our small sample size and a biased population of
a group of university students, our estimates of population at
risk should not be extended to the general population. Cau-
tion has to be exercised in interpreting results from studies
such as this one and projecting probable incidence of hearing
loss from them. Even after the measurement is made using
an appropriate diffuse-field compensation and an estimate of
the daily listening duration is incorporated in computations,
the comparison made is with standards developed specifi-
cally for industrial noise. Further, the use of specific types of
background noise cannot be easily generalized to all listen-
ing situations. Perhaps most importantly, the bias introduced
by participating in an experiment and selecting a preferred
listening level knowing that an objective measurement is
forthcoming cannot be accounted for. Finally, any additional
exposure from other sources of noise is not accounted for in
these computations, and hence may underestimate the true
daily exposure of an individual.

Male participants were listening to the PLDs at a signifi-
cantly higher level than female participants in quiet �p
�0.05�. No gender-based difference was detected when the
measurements were made in background noise. The differ-
ence in preferred listening level between male and female
subjects was approximately 5 dB in our data set—in close
alignment with other reports �Williams, 2005; Hodgetts
et al., 2007�. No significant effects of gender were found on
age and hearing thresholds, thus making the 5 dB difference
between males and females an interesting yet unexplained
phenomenon. The identification of physiological and psycho-
logical factors defining individuals who prefer to listen to
music at levels higher than the general population may be an
interesting and important area of research.

In the exit interview, close to three-quarters of our sub-
jects were certain that they were not using their PLDs at
levels harmful to their hearing and indeed they were not.
However, 17% reported that they believed that they were
using their devices at harmful levels. Encouragingly, an over-
whelming majority of our subjects said that they would re-
duce their listening level or shorten their listening session if
asked by a professional. These reported trends suggest that at
least in a population equivalent in education and socio-
economic status to our subject pool, public awareness and
education can play a very important role in preventing hear-
ing loss due to over exposure from music delivered by PLDs.

V. CONCLUSIONS

Audiology and other professions related to hearing
health care have received tremendous attention in the recent
past with regard to PLD and the potential hazard they pose.
Following a standardized and accepted protocol for accurate
and consistent measurements that can be related to standards
of damage risk is essential. We have demonstrated that the
estimation of the population at risk varies significantly with
the method used for measuring preferred listening levels. Af-
ter comparing three methods of measurement, we recom-
mend measurements made in the ear canal and then compen-
sated for free-field equivalence, as described in ISO 11904-1
�ISO, 2002�, as the method of choice. Further, we recom-
mend incorporating daily listening durations, as we have
done in our Ldpme computation, in risk assessment. We hope
that such ecologically valid and accurate characterizations of
listening levels will become the basis of risk projection and
counseling.
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APPENDIX A: DATA RECORDING SHEET

DATA SHEET
Subject ID#: ________ Date: ___________
Filename: ___________ Tester Initials: ___
Subject Demographics:
Age:______
Sex: ______
Hearing History:

�1� Do you have any concerns with your hearing?
�2� History of ear infections?
�3� Have you ever been exposed to loud noises for long

periods of time?
�4� In what environment?
�5� Do you wear hearing protection?
�6� Are you on any ototoxic medications �Aspirin, etc.�?
�7� Any ringing in your ears?
�8� Any head or neck surgeries within the last year?

Transducers: Make: _____________
Model #: _____________

Type:
� Circumaural
� Supra Aural
� Earbuds
� Ear Inserts
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� Noise-Isolating
� Other
Initial Oral Interview:

�1� How long have you been using this particular device?
�2� On average for how many hours a day do you use your

device under headphones?
�3� On average how many days a week do you use your

device under headphones?
�4� What genre�s� of music do you generally listen to a ma-

jority of the time under headphones?
�5� In what situation do you listen to the device under head-

phones the majority of the time �e.g., home, train, while
exercising, etc.�

�6� Do you listen to music through speakers? �i.e., computer
speakers and stereo system�

�7� Have you previously used any of the following PLDs?:
� Personal cassette player
� Portable compact disc player
� Personal AM/FM Radio that required the use of head-
phones
� Other

Exit Oral interview:

�1� Can loud sounds cause damage to your hearing?
�2� Have you ever been educated on the risks to hearing

from loud sounds?
�a� If so, when?
�b� Were you ever taught in middle or high school health

class?

�3� Do you wish that you could turn your device up louder at
anytime?

�a� If yes, when?

�4� Have you ever experienced a ringing �tinnitus� in your
ears after using your device?

�a� If yes, how long did it last?

�5� Do you feel that you listen to your device at harmful
levels?

�6� Do you feel that you are harming your hearing by using
this device?

�a� If yes, do you plan to continue using this device?

�7� Do you feel that manufacturers should put a warning
label about the potential risk to hearing from the maxi-
mum outputs of these devices?

�8� If you were warned that you are listening to your device
under headphones at harmful levels and advised to turn it
down/limit your daily use would you?

APPENDIX B: INSTRUCTIONS TO SUBJECTS

1. TRACKING

This test you will hear some tones. Once you begin to
hear them, press and hold the mouse button. When you can
no longer hear them, release the mouse button. Once you
begin hearing them again, press and hold the mouse button
until you can no longer hear them. Follow this pattern until

you hear a bell, we will then move on to another tone. Do
you have any questions?

2. CONDITION 1

You will set your preferred listening volume to your
preferred musical selection. Please let me know the song
title, band, and genre of music you will be selecting. I will be
making a 3 min recording while your music is playing. Dur-
ing that time it is important that you do not talk. After the
recording has ended, pause your selection and do not change
the volume. I will take your device and place it on the mani-
kin and make another 3 min recording. Any questions?

3. CONDITION 2

We will do the same thing again, but this time I will be
playing train noise through the speakers. Again, set your pre-
ferred listening volume to your previously used musical se-
lection. The recording will last 3 min. After the recording has
ended, pause your selection and do not change the volume. I
will make another recording on the manikin. Any questions?
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Active noise control in a pure tone diffuse sound field using
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Local active noise control systems generate a zone of quiet at the physical error sensor using one or
more secondary sources to cancel acoustic pressure and its spatial derivatives at the sensor location.
The resulting zone of quiet is generally limited in size and as such, placement of the error sensor at
the location of desired attenuation is required, which is often inconvenient. Virtual acoustic sensors
overcome this by projecting the zone of quiet away from the physical sensor to a remote location.
The work described here investigates the effectiveness of using virtual sensors in a pure tone diffuse
sound field. Stochastically optimal virtual microphones and virtual energy density sensors are
developed for use in diffuse sound fields. Analytical expressions for the controlled sound field
generated with a number of control strategies are presented. These expressions allow the optimal
control performance to be predicted. Results of numerical simulations and experimental
measurements made in a reverberation chamber are also presented and compared.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3123404�

PACS number�s�: 43.50.Ki �KAC� Pages: 3742–3755

I. INTRODUCTION

Local active noise control systems reduce the sound
field at a number of points within the acoustic domain to
create localized zones of quiet at the error sensors. While
significant attenuation is achieved at the error sensor loca-
tions, the zone of quiet is generally small and impractically
sized. Elliott et al.1 investigated the spatial extent of the zone
of quiet generated at the error sensor when controlling pres-
sure with a single secondary source in a pure tone diffuse
sound field. The zone of quiet generated at the microphone
was found to be defined by a sinc function with the primary
sound pressure level reduced by 10 dB over a distance of
� /10, where � is the excitation wavelength. In an attempt to
broaden the zone of quiet, Elliott and Garcia-Bonito2 ex-
tended previous theory to the control of both pressure and
pressure gradient in a diffuse sound field with two secondary
sources. Minimizing both the pressure and pressure gradient
along a single axis produced a 10 dB zone of quiet over a
distance of � /2 in the direction of pressure gradient measure-
ment. This is a significant size increase in comparison to the
zone of quiet obtained by canceling pressure alone.

Virtual acoustic sensors are used in active noise control
systems to shift the zone of quiet to a desired location that is
remote from the physical sensor. Garcia-Bonito and Elliott3

and Garcia-Bonito et al.4 investigated the performance of
virtual sensors in a diffuse sound field using the virtual mi-
crophone arrangement.5 The virtual microphone arrangement
projects the zone of quiet away from the physical micro-
phone using the assumption of equal primary pressure at the
physical and virtual locations. A preliminary identification
step is required in this virtual sensing method in which mod-
els of the transfer functions between the secondary source

and microphones located at the physical and virtual locations
are estimated. Garcia-Bonito et al.4 investigated the perfor-
mance of the virtual microphone arrangement in a local ac-
tive headrest in a diffuse sound field. At low frequencies,
below 500 Hz, the attenuation achieved at the virtual loca-
tion with the virtual microphone arrangement is comparable
to directly minimizing the signal of a physical microphone
located there. At higher frequencies, however, limited attenu-
ation is achieved at the virtual location due to the assumption
relating to the similarity of the primary field at the physical
and virtual locations being invalid. The remote microphone
technique6 is an extension to the virtual microphone arrange-
ment that uses an additional filter to compute an estimate of
the primary pressure at the virtual location from the primary
pressure at the physical microphone location. The forward-
difference extrapolation technique7–14 is an alternative virtual
sensing method that has several advantages. First the as-
sumption of equal primary pressure at the physical and vir-
tual locations does not have to be made but also preliminary
identification is not required, nor are FIR filters or similar to
model the complex transfer functions between the error sen-
sors and the sources. Furthermore, this is a fixed gain pre-
diction technique that can adapt to physical system changes,
such as observer head movement, that may alter the complex
transfer functions between the errors sensors and the control
sources.

In this paper, the performance of virtual sensors is ex-
plored in a diffuse sound field. Stochastically optimal virtual
microphones and virtual energy density sensors that use both
pressure and pressure gradient sensors are developed specifi-
cally for use in pure tone diffuse sound fields. Of consider-
able significance is that this stochastically optimal virtual
sensing technique, like the forward-difference extrapolation
technique, does not require a preliminary identification stage
nor models of the complex transfer functions between the
error sensors and the sources.

a�Author to whom correspondence should be addressed. Electronic mail:
danielle.moreau@mecheng.adelaide.edu.au
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The nine local control strategies analyzed in this paper
are listed in Table I. The analytical expressions for the con-
trolled sound field generated with these control strategies can
be found in Ref. 19 or derived using the procedure outlined
in Sec. II. For brevity, only the analytical expressions for
control strategies 1, 6, and 8 are included in this paper. These
expressions predict the optimal control performance obtained
in a pure tone diffuse sound field and thus set performance
limits for the maximum achievable attenuation for each of
the sensing and control strategies. The optimal expressions
for the controlled sound field generated with all nine control
strategies are validated in numerically simulated and post-
processed experimental control.

Table I also provides a summary of prior research con-
ducted in a pure tone diffuse sound field, including analyti-
cal, numerical, or experimental analysis of any of the nine
control strategies. This paper compares all nine control strat-
egies using all three analysis methods. As shown in Table I,
expressions for the controlled sound field generated with
control strategies 1, 2, and 3 have been previously derived,
and control strategies 1 and 3 have been experimentally vali-
dated. Also, control strategy 6 has been previously derived
using the virtual microphone arrangement; however, it is in-

vestigated in this paper using the derived stochastically op-
timal virtual sensing method for pure tone diffuse sound
fields. As shown in Table I, this paper validates and extends
previous research to analytically, numerically, and experi-
mentally analyze a broader range of local control strategies
in a pure tone diffuse sound field. On a final note, a diffuse
sound field is the most complex sound field to control and
hence provides a lower limit on the performance that can be
expected in practice,2 and the results presented here provide
a guide to the minimum control performance that is likely to
be achieved in any sound field.

II. THEORETICAL BACKGROUND

This section presents the background theory required for
deriving the analytical expressions for the controlled sound
field generated with any of the nine control strategies listed
in Table I. Analytical expressions for the controlled sound
field generated with control strategies 1, 6, and 8 are pre-
sented in Secs. II A–II C. The analytical expressions for the
controlled sound field generated with the remaining control
strategies can be found in Ref. 19 or derived using the pro-
cedure outlined here. Derivations of the stochastically opti-

TABLE I. Summary of research on local control strategies in a pure tone diffuse sound field.

Control strategy Analytical analysis Numerical analysis Experimental analysis

1. Canceling the pressure at a point
with one control source

Elliott et al.a Elliott et al.a and
Garcia-Bonito and Elliottb

Garcia-Bonito and Elliottb,c

2. Canceling the pressure and pressure
gradient at a point with
two control sources

Elliott and Garcia-Bonitod

and Garcia-Bonito and Elliotte
Elliott and Garcia-Bonitod

and Garcia-Bonito and Elliotte,f

3. Canceling the pressures at two
closely spaced points with
two control sources

Elliott and Garcia-Bonitod Elliott and Garcia-Bonitod

and Garcia-Bonito and Elliotte
Miyoshi and Kanedag

4. Canceling the pressures and pressure
gradients at two closely spaced points
with four control sources
5. Canceling the pressures at four closely
spaced points with four control sources
6. Canceling the pressure at a virtual
location with one control source using
the pressure and pressure gradient at a point

Garcia-Bonito et al.h Garcia-Bonito and Elliotte

and Garcia-Bonito et al.h
Garcia-Bonito et al.h

7. Canceling the pressure at a virtual
location with one control source using
the pressures at two closely spaced points
8. Canceling the pressure and pressure
gradient at a virtual location with
two control sources using the pressures
and pressure gradients at two
closely spaced points
9. Canceling the pressure and pressure
gradient at a virtual location with
two control sources using the pressures
at four closely spaced points

aReferences 1 and 15.
bReference 16.
cReference 3.
dReference 2.
eReference 3.
fReference 17.
gReference 18.
hReference 4.
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mal diffuse field virtual sensing technique for control strate-
gies 6 and 8 are also presented in Secs. II B and II C.

For the present study, the primary acoustic field is con-
sidered diffuse and the sound field contributions due to each
of the secondary sources are modeled as uncorrelated single
diffuse acoustic fields. The secondary acoustic sound fields
may be modeled as diffuse if each of the secondary sources
is several wavelengths away from the cancellation region and
remote from all other sources.5

In the following, a single diffuse acoustic field is de-
noted by the subscript i and the total acoustic field, given by
superposition of each of the single diffuse acoustic fields, is
indicated by a lack of subscript. The pressure at a point x in
a single diffuse acoustic field is given by pi�x� and the x-axis
component of pressure gradient at a point x in this field is
given by gi�x�.

For a displacement vector, r=rxi+ryj+rzk, the follow-
ing functions are defined:

A�r� = sinc�k�r�� , �1�

B�r� =
�A�r�
�rx

= − k� sinc�k�r�� − cos�k�r��
k�r� �� rx

�r�� , �2�

C�r� =
�2A�r�

�rx
2 = − k2�sinc�k�r��� rx

�r��
2

+ � sinc�k�r�� − cos�k�r��
�k�r��2 ��1 − 3� rx

�r��
2�	 . �3�

The correlations between the pressures and pressure gradi-
ents at two different points x j and xk separated by r are given
by2


pi�x j�pi
��xk�� = A�r�
�pi�2� , �4�


pi�x j�gi
��xk�� = − B�r�
�pi�2� , �5�


gi�x j�pi
��xk�� = B�r�
�pi�2� , �6�


gi�x j�gi
��xk�� = − C�r�
�pi�2� , �7�

where 
·� denotes spatial averaging and � indicates complex
conjugation. In the case that x j and xk are at the same point,
the limits of A�r�, B�r�, and C�r� as r→0 must be taken,
yielding


pi�x j�pi
��x j�� = 
�pi�2� , �8�


pi�x j�gi
��x j�� = 0, �9�


gi�x j�pi
��x j�� = 0, �10�


gi�x j�gi
��x j�� = �k2/3�
�pi�2� . �11�

If there are m sensors in the field, then define p as an m
�1 matrix whose elements are the relevant pressures or
pressure gradients measured by the sensors. The pressure and
the pressure gradient at any point in the diffuse sound field
can be expressed as the weighted sum of the m components,
each of which are perfectly correlated with a corresponding

element of pi, and a component that is perfectly uncorrelated
with each of the elements. In a single diffuse acoustic field,
the pressure and pressure gradient at each position x can be
written as1

pi�x� = Hp�x�pi + pi,u�x� , �12�

gi�x� = Hg�x�pi + gi,u�x� , �13�

where Hp�x� and Hg�x� are matrices of real scalar weights,
which are functions of the position x only and pi,u�x� and
gi,u�x� are perfectly uncorrelated with the elements of pi. It
can be shown, by postmultiplying the expressions for pi�x�
and gi�x� by pi

H and spatially averaging, that

Hp�x� = Lp�x�M−1, �14�

Hg�x� = Lg�x�M−1, �15�

where

Lp�x� =

pi�x�pi

H�

�pi�2�

, �16�

Lg�x� =

gi�x�pi

H�

�pi�2�

, �17�

M =

pipi

H�

�pi�2�

. �18�

Lp�x�, Lg�x�, and M can be determined using Eqs. �4�–�11�
and therefore weight matrices Hp�x� and Hg�x� can also be
found.

By postmultiplying the expression for pi�x� in Eq. �12�
by its adjoint and spatially averaging, it can be shown that
the uncorrelated component of pressure at the position x is


�pi,u�x��2� = �1 − Lp�x�M−1Lp
H�x��
�pi�2� , �19�

where M is self-adjoint. The total acoustic field, produced by
superposition of the primary acoustic field and the acoustic
field contributions due to each of the secondary sources, is

p�x� = �
i

pi�x� = Hp�x�p + �
i

pi,u�x� . �20�

If the secondary sources are used to drive each of the ele-
ments of p to zero, then only the uncorrelated components
remain and the resulting acoustic field is given by

p�x� = pu�x� = �
i

pi,u�x� . �21�

The uncorrelated components of each of the diffuse acoustic
fields are uncorrelated with each other if the assumption is
made that the secondary sources are all several wavelengths
apart. Therefore the mean squared pressure at the point x can
be expressed as


�p�x��2� = �
i


�pi,u�x��2�

= �1 − Lp�x�M−1Lp
H�x���

i


�pi�2�

= �1 − Lp�x�M−1Lp
H�x��
�p�2� , �22�
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where 
�p�2� is the mean squared pressure after control.

A. Control strategy 1: Canceling the pressure at a
point with one control source

Control strategy 1 involves canceling the pressure at a
point with a single control source. The pressure at a single
location x1 is to be sensed and therefore the matrix p is given
by

p = �p�x1�� . �23�

When a single control source is used to drive p�x1� to zero,
applying Eq. �22� and using Eqs. �4� and �8� to find Lp�x�
and M give the mean squared pressure at the point x as


�p�x��2� = �1 − A2�x − x1��
�p�2�

= �1 − sinc2�k�x − x1���
�p�2� , �24�

which is the same as that previously derived by Elliott et al.1

The mean squared pressure of the total acoustic field,

�p�2�, is given by the sum of the mean squared pressure of
the primary diffuse acoustic field, 
�pp�2�, and the mean
squared pressure of the secondary diffuse acoustic field,

�ps�2�. The distribution of the random variable �
= 
�ps�2� / 
�pp�2� is the f2,2 distribution,20 if the source and
cancellation points are randomly selected, as previously
shown by Elliott et al.1 The increase in mean squared pres-
sure of the acoustic field after control, �, is

� =

�p�2�

�pp�2�

=

�pp�2� + 
�ps�2�


�pp�2�
= 1 + � . �25�

By substituting �=�−1 into the f2,2 distribution, � has prob-
ability density and cumulative distribution functions given
by

f�1
��� =

1

�2 , � � 1, �26�

F�1
��� =

� − 1

�
, � � 1. �27�

The relative change in mean squared pressure at the point x,
as a function of �, is therefore given by


�p�x��2�

�pp�x��2�

= �1 − sinc2�k�x − x1���

�p�2�

�pp�2�

= �1 − sinc2�k�x − x1���� . �28�

B. Control strategy 6: Canceling the pressure at a
virtual location with one control source using the
pressure and pressure gradient at a point

Instead of canceling the measured quantities �pressure
and pressure gradient�, control strategy 6 involves minimiz-
ing the pressure at a virtual location x0 with a single control
source. To create a virtual microphone, the pressure at the
virtual location, p�x0�, must be estimated from measured
quantities, in this case p�x1� and g�x1�. The matrix p is given
by

p = �p�x1�g�x1��T. �29�

As stated in Eq. �12�, the pressure at any point x is given by

p�x� = Hp�x�p + pu�x� . �30�

Therefore the pressure at any point x can be expressed as the
sum of two components, one of which is perfectly correlated
with the elements of p, and a perfectly uncorrelated compo-
nent. If only the measured quantities p�x1� and g�x1� are
known, the best possible estimate of pu�x� is zero since it is
perfectly uncorrelated with the measured signals. Therefore,
the best estimate of the pressure, p�x�, is given by the com-
ponent perfectly correlated with the elements of p. Subse-
quently the best estimate of the pressure at the virtual loca-
tion, x0, is

p̂�x0� = Hp�x0�p . �31�

The matrix of weights Hp�x0� is found to be

Hp�x0� = Lp�x0�M−1 = �A�x0 − x1� −
3

k2B�x0 − x1�	 ,

�32�

where Eqs. �4�–�11� have been used to find matrices Lp�x�
and M. The best estimate of the pressure at the virtual loca-
tion, x0, is therefore given by

p̂�x0� = A�x0 − x1�p�x1� −
3

k2B�x0 − x1�g�x1� . �33�

This diffuse field extrapolation method fits a sinc type func-
tion to the known data unlike the traditional forward-
difference virtual microphone prediction technique that fits a
polynomial to the measured quantities.

As the distance between x0 and x1 increases, the pres-
sure estimate, p̂�x0�, approaches zero. This is because the
pressure at the virtual location and the known quantities be-
come uncorrelated as the distance between x0 and x1 in-
creases. This is the case for any virtual sensor in a diffuse
sound field. If none of the distances between the virtual lo-
cation and the physical sensors are small, then the pressure
and pressure gradient at the virtual location will be uncorre-
lated with the measured quantities and the best estimate of
the pressure and pressure gradient at the virtual location will
be close to zero.

When the estimate of the pressure at the virtual location,
p̂�x0�, given in Eq. �33�, is canceled in a pure tone diffuse
sound field, the total complex pressure at a position x, where
x=x0+�x, is given by p�x�. The total complex pressure,
p�x�, can be decomposed into two components. The first is a
component perfectly spatially correlated with the estimate of
the pressure at the virtual location, p̂�x0�, and the second is a
component perfectly spatially uncorrelated with p̂�x0�. The
total complex pressure at any point x is the sum of these two
components and may be written as

p�x� = hpp�x�p̂�x0� + puu�x� , �34�

where hpp�x� is a function of the distance x and puu�x� is
perfectly uncorrelated with p̂�x0�. By postmultiplying the ex-
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pression for p�x� by p̂��x0� and spatially averaging, it can be
shown that


p�x�p̂��x0�� = hpp�x�
�p̂�x0��2� . �35�

Using Eqs. �4� and �5�, the correlation between the total
complex pressure at x and the estimate of the pressure at the
virtual location can be written as


p�x�p̂��x0�� = �A�x0 − x1�A�x − x1�

+
3

k2B�x0 − x1�B�x − x1��
�p�2� . �36�

Using Eqs. �8�–�11� and �33�, it can be shown that the mean
squared pressure estimate at the virtual location is related to
the total mean squared pressure by


�p̂�x0��2� = �A2�x0 − x1� +
3

k2B2�x0 − x1��
�p�2� . �37�

By substituting Eqs. �36� and �37� into Eq. �35�, the weight
function hpp�x� is found to be

hpp�x� =

A�x0 − x1�A�x − x1� +
3

k2B�x0 − x1�B�x − x1�

A2�x0 − x1� +
3

k2B2�x0 − x1�
.

�38�

The space-average mean squared pressure at x, which is un-
correlated with p̂�x0�, is obtained by multiplying both sides
of Eq. �34� by their conjugates and spatially averaging. Us-
ing Eqs. �37� and �38�, the space-average uncorrelated pres-
sure may be written as


�puu�x��2� =1 −
�A�x0 − x1�A�x − x1� +

3

k2B�x0 − x1�B�x − x1��2

A2�x0 − x1� +
3

k2B2�x0 − x1� �
�p�2� . �39�

If p̂�x0� is canceled with a single secondary source, the re-
sidual pressure at x is, according to Eq. �34�, puu�x� only.
Therefore, the mean squared pressure at a position x in the
controlled sound field is given by Eq. �39�. When the pres-

sure at the virtual location, x0, estimated using the pressure
and pressure gradient at the point x1, is canceled with a
single secondary source, the relative change in mean squared
pressure at a point x in the controlled sound field is given by


�p�x��2�

�pp�2�

=1 −
�A�x0 − x1�A�x − x1� +

3

k2B�x0 − x1�B�x − x1��2

A2�x0 − x1� +
3

k2B2�x0 − x1� �� . �40�

If x0=x1, then p̂�x0�= p�x1� and this control strategy is
equivalent to control strategy 1, minimizing the pressure at a
point with a single control source.

C. Control strategy 8: Canceling the pressure and
pressure gradient at a virtual location with
two control sources using the pressures and pressure
gradients at two points

Control strategy 8 involves minimizing the pressure and
pressure gradient at a virtual location x0, generating a virtual
energy density sensor. In order to do this, the pressure, p�x0�,
and pressure gradient, g�x0�, at the virtual location must be
estimated from measured quantities, in this case p�x1�, p�x2�,
g�x1�, and g�x2�. The matrix p is given by

p = �p�x1�p�x2�g�x1�g�x2��T. �41�

With reference to Eqs. �12� and �13�, the pressure and pres-
sure gradient at the virtual location x0 can be expressed as
the sum of two components, one of which is perfectly corre-
lated with the elements of p, and an uncorrelated component.
If only the measured quantities p�x1�, p�x2�, g�x1�, and g�x2�
are known, the best possible estimates of pu�x� and gu�x� are
zero since they are perfectly uncorrelated with the measured
signals. Therefore, the best estimates of the pressure and
pressure gradient at the virtual location are given by

p̂�x0� = Hp�x0�p , �42�
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ĝ�x0� = Hg�x0�p . �43�

Weight matrices Hp�x0� and Hg�x0� can be found as

Hp�x0� = Lp�x0�M−1

= �Hpp1�x0�Hpp2�x0�Hpg1�x0�Hpg2�x0�� , �44�

Hg�x0� = Lg�x0�M−1

= �Hgp1�x0�Hgp2�x0�Hgg1�x0�Hgg2�x0�� , �45�

where matrices Lp�x0�, Lg�x0�, and M are found using Eqs.
�4�–�11�. Weight matrices Hp�x0� and Hg�x0� can be used in
Eqs. �42� and �43� to give estimates of the pressure and pres-
sure gradient at the virtual location.

When the estimates of the pressure and pressure gradient
at x0 are canceled in a pure tone diffuse sound field, the total
complex pressure at a position x, where x=x0+�x, is given
by p�x�. The total complex pressure, p�x�, can be decom-
posed into three components. The first is a component per-
fectly spatially correlated with the estimate of the pressure,
p̂�x0�, the second is a component perfectly spatially corre-
lated with the estimate of the pressure gradient, ĝ�x0�, and
the third is a component perfectly spatially uncorrelated with
both p̂�x0� and ĝ�x0�, puu�x�. The total complex pressure at
any point x is the sum of these three components and may be
written as

p�x� = hpp�x�p̂�x0� + hpg�x�ĝ�x0� + puu�x� , �46�

where the weight functions hpp�x� and hpg�x� are functions of
the distance x, and may be found using the procedure out-
lined in Sec. II B, and are given by

hpp�x� =
Ppx

P0
, �47�

hpg�x� =
Pgx

G0
, �48�

where

Ppx = Hpp1�x0�A�x − x1� + Hpp2�x0�A�x − x2�

− Hpg1�x0�B�x − x1� − Hpg2�x0�B�x − x2� , �49�

Pgx = Hgp1�x0�A�x − x1� + Hgp2�x0�A�x − x2�

− Hgg1�x0�B�x − x1� − Hgg2�x0�B�x − x2� , �50�

and

P0 = �Hpp1�x0�Hpp2�x0� + Hpp2�x0�Hpp1�x0��A�x2 − x1�

+ �Hpp2�x0�Hpg1�x0� − Hpg2�x0�Hpp1�x0��B�x1 − x2�

+ �Hpp1�x0�Hpg2�x0� − Hpg1�x0�Hpp2�x0��B�x2 − x1�

− Hpg1�x0�Hpg2�x0�C�x2 − x1�

− Hpg2�x0�Hpg1�x0�C�x1 − x2� + Hpp1
2 �x0�

+ Hpp2
2 �x0� +

k2

3
�Hpg1

2 �x0� + Hpg2
2 �x0�� , �51�

G0 = �Hgp1�x0�Hgp2�x0� + Hgp2�x0�Hgp1�x0��A�x2 − x1�

+ �Hgp2�x0�Hgg1�x0� − Hgg2�x0�Hgp1�x0��B�x1 − x2�

+ �Hgp1�x0�Hgg2�x0� − Hgg1�x0�Hgp2�x0��B�x2 − x1�

− Hgg1�x0�Hgg2�x0�C�x2 − x1�

− Hgg2�x0�Hgg1�x0�C�x1 − x2� + Hgp1
2 �x0�

+ Hgp2
2 �x0� +

k2

3
�Hgg1

2 �x0� + Hgg2
2 �x0�� . �52�

The space-average mean squared pressure at x, which is
uncorrelated with both p̂�x0� and ĝ�x0�, is obtained by mul-
tiplying both sides of Eq. �46� by their conjugates and spa-
tially averaging. Using Eqs. �47� and �48�, the space-average
uncorrelated pressure is found to be


�puu�x��2� = �1 − �Ppx
2

P0
+

Pgx
2

G0
��
�p�2� . �53�

If p̂�x0� and ĝ�x0� are both canceled with two secondary
sources, the residual pressure at a point x is, according to Eq.
�46�, puu�x� only. Therefore, the mean squared pressure at a
position x in the controlled sound field is given by


�p�x��2� = �1 − �Ppx
2

P0
+

Pgx
2

G0
��
�p�2� . �54�

When the pressure and pressure gradient at the virtual loca-
tion, x0, estimated using the pressures and pressure gradients
at the points x1 and x2, are canceled with two secondary
sources, the relative change in mean squared pressure is
given by


�p�x��2�

�pp�2�

= �1 − �Ppx
2

P0
+

Pgx
2

G0
��� . �55�

III. DIFFUSE FIELD SIMULATIONS

The performance of the nine local active noise control
strategies was evaluated using a MATLAB simulation. Qua-
dratic optimization21 was used to simulate control, giving the
limit on the maximum achievable feedforward control per-
formance. The objective of quadratic optimization is to cal-
culate the optimal control source strengths required to mini-
mize a desired cost function, in this case the total physical or
virtual quantities measured at the sensors.

The acoustic field was simulated using the analytical
model described by Bullmore et al.22 This analytical model
assumes that the pressure at any point in the acoustic enclo-
sure can be calculated using a finite modal summation. The
complex pressure amplitude at any point x is given by

p�x,�� = �
n=0

N

�n�x�an��� = �Ta , �56�

where the summation consists of N normal modes with nor-
malized mode shape functions �n�x� and complex modal am-
plitudes an���. Nth order vectors of these quantities are
given by � and a, whose nth order components are �n�x�
and an���, respectively. The vector a can be considered as a
linear superposition of contributions from a primary source
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and a series of M secondary sources. Therefore a may be
written as

a = ap + Bqs, �57�

where ap is the vector of complex modal amplitudes apn���
due to the primary source, qs is the Mth order vector of
complex secondary source strengths qsm���, and B is the N
�M matrix of modal excitation coefficients Bnm���, con-
necting the excitation of the nth mode to the mth secondary
source.

Morse’s solution23 was used to describe the form of the
sound field in the rectangular enclosure. The normalized
mode shape functions are given by

�n�x� = �	n1
	n2

	n3
cos�n1
x1/L1�cos�n2
x2/L2�

�cos�n3
x3/L3� , �58�

where n1, n2, and n3 are integer modal indices and L1, L2,
and L3 are the enclosure dimensions. The normalization fac-
tors are 	�=1 if �=0 and 	�=2 if ��0, so that �V�n

2dV=V,
where V is the enclosure volume. In the computer simulation,
the primary and secondary sources are assumed to be point
monopoles at positions yp and ys, respectively. Therefore the
complex amplitude of the nth mode due to the primary
source, with source strength qp, is

apn��� =
V

c

�

2�n�n� − j��n
2 − �2�

�n�yp�qp, �59�

and the modal excitation coefficients of the mth secondary
source are given by

Bnm��� =
V

c

�

2�n�n� − j��n
2 − �2�

�n�ysm� , �60�

where  and c are the density and speed of sound in the
medium and �n and �n are the damping ratio and natural
frequency of the nth mode, respectively.

The enclosure model used in this simulation was that
described by Elliott et al.1 and was rectangular in shape with
dimensions 
�e�1 m3. The constant damping ratio was
set to be 0.0014 and the Schroeder frequency24 was calcu-
lated as 400 Hz. An excitation frequency of 1.5 kHz was
used and all modes with natural frequencies below 2 kHz
were included so that the total number of modes was ap-
proximately 8000. A number of sources �dependent on the
control strategy� were randomly located within the enclosure
such that they were not within a wavelength of one another,
or the enclosure walls. The average mean squared pressure1

of the total controlled pressure field was computed over 200
source configurations at various distances in the x-direction
from the point of cancellation. The results from these simu-
lations are presented in Sec. V A.

IV. DIFFUSE FIELD EXPERIMENTS

Experiments were also conducted to validate the analyti-
cal expressions and the numerical simulations. Post-
processed control was implemented computationally using
transfer functions experimentally measured in the reverbera-
tion chamber in the School of Mechanical Engineering at the

University of Adelaide. The chamber has dimensions 6.840
�5.660�4.720 m3, a volume of 183 m3, and a Schroeder
frequency24 of 391 Hz. In the chamber, a condenser micro-
phone and a Microflown, to measure pressure and pressure
gradient, respectively, were mounted to a stepper-motor
traverse. This enabled measurement over a 465�360
�320 mm3 volume, with the target zone of quiet being ap-
proximately located at the center of the volume. Six loud-
speakers located near the corners of the room and sufficiently
far apart as to produce uncorrelated sound fields were used to
either generate the primary sound field or to act as control
sources. Such an arrangement allowed for a large number of
combinations of primary and secondary sources to be used.
The sources were driven with a multi-tonal signal containing
tones from 800 to 3000 Hz in 50 Hz increments using a
dSpace DS1104 card. For each speaker acting as the source
in turn, the sound field in the room was allowed to stabilize,
then the complex transfer functions between each of the
sources and the sensors were measured. The average diffuse
field zone of quiet was estimated by calculating the mean
squared average of the controlled sound fields over a number
of data sets �dependent on control strategy� and dividing it
by the mean squared average of the primary fields. To obtain
a large number of data sets to provide the spatial average, a
number of different points in the field were selected as the
sensor location, while ensuring that the relative arrangement
of sensors remained constant. At each of the sensor locations,
one of the loudspeakers was selected as the primary source
and then a suitable number of secondary sources �dependent
on control strategy� were selected from the remaining loud-
speakers. This process was repeated for a large number of
primary and secondary source combinations at each sensor
location.

V. RESULTS

Figures 1 and 2 show the control profiles obtained with
each of the nine control strategies in a pure tone diffuse
sound field. The zones of quiet generated in numerically
simulated and post-processed experimental control are
shown, together with the analytical expressions for the rela-
tive change in mean squared pressure after control. In Figs. 1
and 2 the solid vertical lines indicate the positions of the
physical sensors while the dashed vertical line indicates the
virtual location. Using control strategy 6 as an illustrative
case, the control profiles obtained in analytical, numerically
simulated, and post-processed experimental controls are
shown in Fig. 1�b�, where a single secondary source has been
used to minimize the pressure at the virtual location, esti-
mated using the pressure and pressure gradient at a point.
The analytical zone of quiet in this figure has been generated
using Eq. �40� for the relative change in mean squared pres-
sure after control. The numerically simulated and post-
processed experimental control profiles have been generated
using Eq. �33� to estimate the pressure at the virtual location.

A. Numerically simulated results

Figure 1�a� shows the relative change in the mean
squared pressure of the sound field when the pressure at a
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point is canceled with a single control source. The mean
squared pressure change is plotted against the distance from
the point of pressure cancellation, for a value �=2, the 50th
percentile value of � obtained in the numerical simulation.
Figure 1�a� reveals that the simulated results close to the
point of cancellation are a good fit to the analytical function.
When minimizing the pressure at a point with a single con-
trol source, the random variable � has the cumulative distri-
bution given in Eq. �27�. Such a distribution means that the
increase in space-average mean squared pressure after con-
trol does not have a finite mean value. However, in practice,
the strength of the secondary source is limited, which will
prevent � from having a theoretically infinite mean value.
Figure 3 shows the cumulative distribution function of the
random variable � observed in the numerical simulation
compared to the analytical distribution function. The distri-
bution computed from 600 simulations is seen to be a good
fit to the analytical function and indicates that sufficient
modes have been included in the simulations. The 50th per-
centile value of � is approximately 2 for cancellation of pres-
sure at a point with a single control source as seen in Fig. 3.
For a value of �=2, the 10 dB zone of quiet observed in the
simulation is a sphere of approximately � /10, as shown in
Fig. 1�a�. The same result was found by Elliott et al.1

Figure 2�a� illustrates the control profile achieved with
an energy density sensor �pressure and pressure gradient� and
two control sources in a diffuse sound field, for a value of
�=3.4. The analytical function clearly gives a good predic-
tion of the zone of quiet obtained in the numerical simula-
tion. The distribution of the random variable � observed in
the numerical simulation, when two control sources are used,
is shown in Fig. 4�a�. Again, � does not have a finite mean
value; however, in practice, the mean squared pressure after
control will be limited by the secondary source strengths.

The 50th percentile value of � observed in the numerical
simulation is approximately 3.4 for cancellation of pressure
and pressure gradient at a point with two control sources. For
a value of �=3.4, the 10 dB zone of quiet observed in the
simulation has a diameter of � /2 in the direction of pressure
gradient cancellation. The same result was found by Elliott
and Garcia-Bonito2 and Garcia-Bonito and Elliott.3 This is a
fivefold increase in the size of the zone of quiet compared to
that obtained by canceling pressure alone. Similar control
performance is achieved by minimizing the pressures at two
points with two control sources as shown in Fig. 2�b�. Again,
this is the same result found by Elliott and Garcia-Bonito2

and Garcia-Bonito and Elliott.3

Superior control performance is achieved using energy
density sensors at two points with four control sources, as
shown in Fig. 2�c�, for a value of �=5.6. Again, numerically
simulated results close to the point of cancellation are a good
fit to the analytical function. When four control sources are
used, the random variable � has the distribution shown in
Fig. 4�a�. Similarly to the previous two distributions, it does
not have a finite mean value, but will in practice be limited
by the strengths of the secondary sources. The 50th percen-
tile value of � observed in the numerical simulation is ap-
proximately 5.6 for cancellation of pressure and pressure
gradient at two points with four control sources. For a value
of �=5.6, the 10 dB zone of quiet observed in the simulation
has a diameter of � in the direction of pressure gradient
measurement, as shown in Fig. 2�c�. This is a tenfold in-
crease compared to using a single microphone with one con-
trol source or a doubling compared to using a single energy
density sensor with two control sources. The same result can
be achieved by minimizing the pressures at four points with
four control sources, as shown in Fig. 2�d�.

Control with a virtual microphone, using the measured
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FIG. 1. Control profiles achieved in
analytical, numerically simulated, and
post-processed experimental control
with control strategies employing a
single source and error sensor: �a�
Control strategy 1. �b� Control strategy
6. �c� Control strategy 7. Solid vertical
lines indicate the positions of the
physical sensors while the dashed ver-
tical line indicates the virtual location.
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pressure and pressure gradient at a point, is shown in Fig.
1�b�, for a value of �=2. Figure 1�b� reveals that the numeri-
cally simulated results close to the point of cancellation are a
good fit to the analytical function. The distribution of the
random variable �, observed in the simulation of virtual mi-
crophone control, is equal to the F�,1 distribution given in
Eq. �27� as demonstrated in Fig. 4�b�. For the 50th percentile
value of �=2, a maximum attenuation of 24 dB and a 10 dB
zone of quiet with diameter of approximately � /10 are gen-
erated at the virtual location in the simulation. Figure 1�c�
shows that similar control performance can be obtained us-
ing the pressures at two points to estimate the pressure at a
virtual location. In comparison to the performance of con-
ventional control strategies, a virtual microphone achieves
higher attenuation at the virtual location than a single micro-
phone and one control source or an energy density sensor
and two control sources. Conventional control strategies em-
ploying four control sources achieve significantly higher at-
tenuation at the virtual location than a virtual microphone
and a single control source. The increase in attenuation at the
virtual location achieved with four secondary sources is,
however, most likely accompanied by an increase in sound
pressure level away from the point of cancellation. This is
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FIG. 2. Control profiles achieved in
analytical, numerically simulated, and
post-processed experimental control
with control strategies employing mul-
tiple sensors and secondary sources:
�a� Control strategy 2. �b� Control
strategy 3. �c� Control strategy 4. �d�
Control strategy 5. �e� Control strategy
8. �f� Control strategy 9. Control pro-
files obtained with post-processed ex-
perimental data are generated by re-
moving any ill-conditioning. Solid
vertical lines indicate the positions of
the physical sensors while the dashed
vertical line indicates the virtual loca-
tion.
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FIG. 3. Cumulative distributions for � obtained in numerically simulated
and post-processed experimental control when using control strategy 1 com-
pared to the analytical F2,2 distribution. The 50th percentile value of � is
indicated by a solid vertical line.
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indicated by the median �50th percentile� value of � being
only 2 for a single control source and 5.6 for four control
sources. As found in previous research, the size of the 10 dB
zone of quiet achieved at the virtual location with the sto-
chastically optimal diffuse field virtual sensing method and
the virtual microphone arrangement is similar at low fre-
quencies. However, at frequencies above 500 Hz, the sto-
chastically optimal diffuse field virtual sensing method out-
performs the virtual microphone arrangement because the
assumption of equal sound pressure at the physical and vir-
tual locations is no longer valid and the zone of quiet
achieved at the virtual location with the virtual microphone
arrangement is severely reduced.3,4

Control with a virtual energy density sensor and two
control sources produces a superior control profile to that
achieved with a virtual microphone and a single control
source. This is indicated by the zone of quiet in Fig. 2�e�, for
a value of �=3.4, where the pressure and pressure gradient
at a virtual location are estimated using the measured pres-
sures and pressure gradients at two points. Again, numeri-
cally simulated results close to the point of cancellation are a
good fit to the analytical function. A maximum attenuation of
50 dB and a 10 dB zone of quiet with diameter of approxi-
mately � /2 are achieved at the virtual location in the simu-
lation. A similar result is obtained using the pressures at four
points to estimate the pressure and pressure gradient at the
virtual location as shown in Fig. 2�f�. The distribution of the
random variable �, when using two control sources and a
virtual energy density sensor, is shown in Fig. 4�b�. This
figure indicates that the distribution for � is equal when us-
ing either a physical or virtual energy density sensor and two
control sources. Comparison of Figs. 4�a� and 4�b� illustrates
that the distribution of � is only dependent on the number of
control sources and not on the control strategy. In comparing
the performance of virtual energy density sensors to that of
conventional control strategies, a virtual energy density sen-
sor achieves significantly higher attenuation at the virtual
location than a single microphone and one control source or
an energy density sensor and two control sources. Conven-
tional control strategies employing four control sources
achieve similar levels of attenuation at the virtual location to
a virtual energy density sensor and two control sources. The
increase in mean squared pressure after control will, how-
ever, most likely be higher when four control sources are
used compared to only two control sources. This is indicated

by the median �50th percentile� value of � being approxi-
mately 3.4 for two control sources and 5.6 for four control
sources.

B. Experimental results

Figure 1 shows the performance of control strategies
employing a single error sensor and control source, for a
value of �=2. Using the post-processed experimental data,
minimizing either the measured or estimated pressure gener-
ates a zone of quiet with diameter of � /10 at the physical and
virtual locations, respectively. This agrees well with the ana-
lytical and the numerically simulated results presented ear-
lier. The distributions of the random variable � observed in
post-processed experimental control are shown in Figs. 3 and
4. The distributions are seen to be a good fit with those
observed in the simulations.

In comparison to previous experimental results, Garcia-
Bonito and Elliott3,16 also found that the 10 dB zone of quiet
obtained by minimizing the pressure at a physical micro-
phone is a sphere with a diameter of � /10 in a pure tone
diffuse sound field at high frequencies. It was also shown
that minimizing the pressure at the surface of a rigid object
tends to extend the zone of quiet beyond that achieved in the
absence of the diffracting object.3,16 As stated previously,
minimizing the pressure estimated at the virtual location with
the stochastically optimal diffuse field virtual sensing
method generates a zone of quiet the same size as that
achieved by minimizing the measured pressure. The same
experimental result was observed at low frequencies by
Garcia-Bonito et al.4 for the virtual microphone arrangement.
The attenuation achieved at the virtual location with the vir-
tual microphone arrangement is, however, severely reduced
at higher frequencies due to the assumption of equal sound
pressure at the physical and virtual locations being invalid.

While the performance of control strategies employing a
single error sensor and control source is as expected, control
strategies employing multiple sensors and secondary sources
achieve poorer experimental control than expected from the
analytical and numerically simulated results. An example of
the poor experimental performance of control strategies em-
ploying multiple sensors and secondary sources is shown in
Fig. 5. With the raw experimental post-processed data, mini-
mizing the pressure and pressure gradient at a point with two
control sources generates a zone of quiet with a diameter of
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FIG. 4. Cumulative distributions for �
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� /5 in the direction of pressure gradient measurement. This
is significantly smaller than the zone of quiet with diameter
of � /2 obtained in analytical and numerically simulated re-
sults. A 15 dB reduction in maximum attenuation can also be
seen at the sensor location in post-processed experimental
results.

1. Improving conditioning

The poor experimental performance of strategies em-
ploying multiple sensors and secondary sources is attributed
to ill-conditioning. Quadratic optimization was used to cal-
culate the optimal secondary source strengths required to
minimize the quantities measured at the physical or virtual
sensors. As all control strategies employ the same number of
secondary sources as sensors, the system is said to be fully-
determined. In this case, the optimal set of secondary source
strengths for which the value of the cost function is zero is21

qc = − Z−1pp, �61�

where Z is the secondary transfer matrix and pp is the pri-
mary sound field measured at the sensors. Calculation of the
optimal source strengths therefore requires inversion of the
secondary transfer matrix Z. When minimizing the pressure
at the physical or virtual location with a single secondary
source, Z is scalar and hence the control source strength can
be evaluated perfectly provided the impedance matrix is non-
zero. All remaining control strategies, however, employ mul-
tiple sensors and secondary sources, and the accuracy of the
calculated secondary source strengths can be attributed to the
conditioning of matrix Z. Distributions of the condition num-
ber, �, of matrix Z have been examined for all control strat-
egies employing multiple sensors and secondary sources.
The spread of all condition number distributions is very wide
and it is evident that certain configurations of secondary
sources and sensors result in a high condition number and
hence inaccurately calculated secondary source strengths.
For the example of pressure and pressure gradient control
given in Fig. 5, the median condition number is �mean=53

and the spread of all condition numbers is between �min=2
and �max=5012, as shown in Fig. 6. The ill-conditioning may
be attributed to coherences less than unity in the measured
transfer functions, thus introducing magnitude and more im-
portantly phase errors.

To improve the poor experimental performance of con-
trol strategies employing multiple sensors and secondary
sources, ill-conditioning was addressed in two ways. First,
poorly conditioned data sets were removed from calculation
of the mean squared pressure. Only samples of controlled
sound field with a condition number below a certain thresh-
old value were used in data averaging. The threshold value
for each control strategy was selected to achieve the desired
accuracy with the largest number of samples. For pressure
and pressure gradient minimization, as shown in Fig. 5, the
threshold value used was �=25 and therefore 42% of the
total number of data sets were included in calculation of the
mean squared pressure �where the total number of data sets
was 3600�. The alternative technique used to improve the
conditioning was to add one more control source than nec-
essary to the active control system. When a greater number
of control sources than error sensors are present, the system
is said to be underdetermined. In this case, the optimal sec-
ondary source strengths are found by applying an additional
constraint on the control effort.25 Both of these methods for
improving conditioning have been investigated and were
found to produce essentially equivalent control profiles.

Figure 2 shows the experimental performance of control
strategies employing multiple sensors and secondary sources
with ill-conditioned data removed. By removing ill-
conditioning, post-processed control with an energy density
sensor and two control sources generates a zone of quiet of
diameter 0.45� as shown in Fig. 2�a�. This is an agreeable fit
with the analytical and numerically simulated results in
which a quiet zone of size � /2 is achieved. Minimizing the
pressures at two points generates a similar sized zone of
quiet to that with an energy density sensor and two control
sources as shown in Fig. 2�b�. The experimental results
achieved here by minimizing the pressures at two points are
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in agreement with those obtained by Miyoshi and Kaneda;18

however, they plotted zones of quiet using contours of 6 dB
and 14.5 dB attenuations.

The superior control performance achieved with four
control sources is indicated by the larger zones of quiet in
Figs. 2�c� and 2�d�. By removing ill-conditioning, a zone of
quiet of diameter 0.9� is obtained. This is a good fit with the
analytical and numerically simulated results in which the
quiet zone has a diameter of �.

Control with a virtual energy density sensor is shown in
Fig. 2�e�, where the pressure and pressure gradient at a vir-
tual location are estimated using the measured pressure and
pressure gradient at two points. By removing ill-
conditioning, this virtual control strategy results in a 10 dB
zone of quiet with longest diameter approximately � /2,
which is a good fit with the analytical and numerically simu-
lated results. A reduction in maximum attenuation is seen in
post-processed control with 39 dB of attenuation achieved at
the virtual location compared to 50 dB in the simulation. A
similar level of control can be obtained using the pressures at
four points to estimate the pressure and pressure gradient at
the virtual location, as shown in Fig. 2�f�.

Figure 7 shows the distributions of the random variable
� observed in post-processed control when any ill-
conditioning is removed or when one more control source
than necessary is added to the control system. With the con-
ditioning improved, the increase in mean squared pressure
away from the point of cancellation is likely to be much
smaller. This is indicated by the 50th percentile � values in
Fig. 7 being significantly smaller than those discussed in Sec.
V A. Figure 7 shows that a smaller increase in mean squared
pressure away from the point of cancellation can be expected
when conditioning is improved by adding an extra control
source instead of by removing any ill-conditioning. The dis-

tributions corresponding to the removal of ill-conditioning
shown in Figs. 7�a� and 7�b� can be improved and made to
closely match those for addition of an extra control source,
as shown in Figs. 7�c� and 7�d�, by reducing the threshold
value of �. However, reducing the threshold value means
that fewer data sets are included in calculation of the mean
squared pressure after control, leading to an inaccurate esti-
mate of the average control performance in a diffuse sound
field.

VI. CONCLUSIONS

By considering the pressure and pressure gradient to
have components perfectly spatially correlated and perfectly
uncorrelated with the measured quantities in a diffuse sound
field, prediction algorithms for stochastically optimal virtual
sensors in a pure tone diffuse sound field have been derived.
Analytical expressions for the controlled sound field gener-
ated with each of the nine local active noise control strategies
have also been derived and these expressions were validated
using numerical simulations and experimental results in a
reverberation chamber. Results of numerically simulated and
post-processed experimental control demonstrated that in-
creasing the number of quantities to be minimized and the
number of control sources not only generates larger zones of
quiet at the physical or virtual locations but also increases
the mean squared pressure away from the point of cancella-
tion.

It was shown that stochastically optimal virtual sensors
can accurately predict the pressure and pressure gradient at a
location that is remote from the physical sensors and are
therefore capable of projecting the zones of quiet to a virtual
location. In the numerically simulated and post-processed
experimental results, both virtual microphones and virtual
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FIG. 7. Post-processed experimental
cumulative distributions for � for con-
trol strategies employing multiple sen-
sors and secondary sources when con-
ditioning is improved. �a�
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is removed. Distribution for control
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energy density sensors achieve higher attenuation at the vir-
tual location than conventional control strategies employing
their physical counterpart. Control with four secondary
sources has been shown to achieve similar levels of attenu-
ation at the virtual location to a virtual energy density sensor
and outperform a virtual microphone. The pressure level af-
ter control away from the point of cancellation will, however,
most likely be significantly higher when four control sources
are used compared to only one control source with a virtual
microphone or two control sources with a virtual energy den-
sity sensor.

In post-processed experimental results, the performance
of control strategies employing multiple sensors and control
sources was adversely affected by ill-conditioning. Condi-
tioning was improved in two ways: first, by removing poorly
conditioned data sets from calculation of the mean squared
pressure after control; and second, by adding one more con-
trol source than necessary to the control system. Both meth-
ods significantly improved experimental control performance
so that results of post-processed experimental control agreed
with the analytical and numerically simulated results.

It is worth noting that in a pure tone diffuse sound field,
perfect control may be achieved at the virtual location using
the deterministic remote microphone technique,6 provided a
perfect estimate of the pressure at the virtual location is ob-
tained in the preliminary identification stage. Although
greater control is achieved at the virtual location with the
remote microphone technique, the stochastically optimal dif-
fuse field technique is much simpler to implement because it
is a fixed scalar weighting method requiring only sensor po-
sition information. The remote microphone technique re-
quires recalibration of the transfer functions between the
sources and the sensors when the sensor or source locations
are altered, compared to the stochastically optimal diffuse
field method, which is independent of the source or sensor
locations within the sound field. The weight functions only
need to be updated if the geometric arrangement of physical
and virtual locations changes with respect to each other.

In many real world applications it is likely that the
sound field is not perfectly diffuse. Consequently, the experi-
mental performance of stochastically optimal virtual sensors
is currently being investigated in a modally dense three-
dimensional cavity. Experimental results obtained to date in
a sound field that is not perfectly diffuse indicate that this
virtual sensing method performs as predicted by diffuse field
theory. Also the subject of future investigation is the exten-
sion of this virtual sensing method to broadband noise.

On a final note, possible practical implementation of the
stochastically optimal virtual sensing method is in a local
active headrest. A number of authors have implemented vir-
tual sensors in local active headrests in the past including
Garcia-Bonito et al.,4 Rafaely et al.,26,27 Holmberg et al.,28

and Pawelczyk.29–31 It has been shown that implementing a
virtual sensing method in a local active headrest significantly
increases the attenuation generated at the occupant’s ear.
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Measurements of flow noise produced by strip spoilers in the air duct of a ventilation system and
radiated from an open exhaust termination unit into a reverberation chamber have been made. The
results agree with the previous work of Nelson and Morfey �J. Sound Vib. 79, 263–289 �1981��.
Prediction of flow noise produced by multiple spoilers requires the values of the ratio of the mean
drag forces that act on the spoilers, the phase relationship between the fluctuating drag forces that
act on the spoilers, and the coherence function of the noise sources. The latter is empirically derived
from the measured results, where the predicted results agree well with the experimental results
within 3 dB at most frequencies except for very high frequencies.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3127129�
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I. INTRODUCTION

Flow noise is produced by in-duct elements such as
dampers, sensors, bends, transition pieces, duct corners,
branch points, or even splitter attenuators. At long distances
from the fans in an air duct, flow noise produced by in-duct
elements can be very serious. Our objective is to enable the
prediction of the level and spectral content of the flow noise
that is produced by the multiple elements in the air duct of a
ventilation system.

The current design guides that are usually adopted, such
as the ASHRAE handbook1 and the CIBSE guide,2 provide
design methods for the prediction of flow noise only from a
single, isolated in-duct element in an air ductwork system.
Wilson and Iqbal3 observed that these methods seriously un-
derestimate the levels of flow noise in practical systems.

Measured data that have been reported in previous
studies4–9 can only be used with confidence on systems that
incorporate the same configurations and carry the same air-
flows. Attempts10–12 based on simplified theories that have
been made using the limited data and equations are not ap-
plicable to systems with very different configurations.

Gordon13,14 conducted a series of experiments and pro-
duced a free-field scaling law radiation model relating the
sound power radiated from an element to the geometrical and
flow parameters involved to collapse his measured sound
power data into a “generalized spectrum.” However, the ex-
perimental results he obtained were at low Strouhal numbers

and high Mach numbers that are different from the air duct
flow in a ventilation system �at high Strouhal numbers and
low Mach numbers�. Heller and Widnall15 clarified the
acoustical significance of the duct that encloses the noise
source.

A method for predicting flow noise was produced and
verified experimentally �at high Strouhal numbers and low
Mach numbers� by Nelson and Morfey.16 Oldham and
Ukpoho17 then rewrote the Nelson–Morfey equations. They
determined the appropriate values of the open area ratio and
of the characteristic dimension to be applied to a flow spoiler
in a circular or a square duct. They focused on the sound
field that is due to a single duct element such as a strip
spoiler. Flow noise can be produced by the interaction of a
moving fluid with a single duct element or a combination of
duct elements. Ukpoho and Oldham18 experimented with two
sound sources �in-duct spoilers� to find that the flow noise
increases when two duct elements are considered and that
this increase is frequency-dependent. The latter conclusion
shows that it is intuitively the same as the two sources in the
active control of the sound in an air duct. Owing to the flow
interaction between the duct elements,19 the random �par-
tially coherent� field case is likely to be the general case in
ventilation systems. Mak and Yang20,21 applied a model of
partially coherent sources to formulate the sound power level
due to duct spoilers. This model considers the acoustic inter-
action of two in-duct spoilers based on the earlier work of
Nelson and Morfey.16 Mak22 later modified the Mak–Yang
equations to determine the sound power radiated by the in-
teraction of more complicated spoilers in circular ducts. He
assumed a coherence function and compared the measured
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becmmak@polyu.edu.hk
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values of Ukpoho and Oldham18 with the predicted values of
the modified Mak–Yang equations and found that these pre-
dicted values agreed well with the general trend of the mea-
sured values. Mak and Oldham’s23,24 approach was later used
to modify the Mak–Yang equations to produce a turbulence-
based prediction technique for flow noise.25 Recent work by
Mak and Au26 has confirmed the usefulness of the approach.
Mak27 then extended Mak and Yang’s prediction method to
the prediction of multiple flow noise sources.

Airflow, acoustic, and force measurement data are col-
lapsed into normalized spectra with the aid of these derived
predictive equations. This is a prediction technique for the
flow-generated noise produced by multiple spoilers in the air
duct of a ventilation system.

II. THEORY AND PREDICTIVE EQUATIONS OF NOISE
PRODUCED BY IN-DUCT FLOW SPOILER„S…

Mak adopted the concept of partially coherent sound
fields to formulate the sound powers that are produced by the
interaction of multiple spoilers at frequencies below and
above the cut-on frequency of the lowest transverse duct
mode. An example of three flow spoilers in an infinite air
duct is shown in Fig. 1.

Two equations were obtained to determine the sound
power that is generated by the interaction of multiple spoil-
ers, one of which corresponds to frequencies, fc, below the
cut-on frequency, f0, and one of which corresponds to fre-
quencies above it. For N �N�2� elements, the following are
derived. For fc� f0,

�N = K2�S� � �1 � I1. �1�

For fc� f0,

�N = K2�S� � �2 � I2. �2�

The power term �1 from the first spoiler below the cut-on
frequency is

�1 = ��0A��2�1 − ���2CD
2 Uc

4/16c0� .

The power term �2 from the first spoiler above the cut-one
frequency is

�2 = ��0�A2�S�2��2�1 − ���2 � �CD
2 Uc

6/24c0
3r2�

� �1 + �3�c0/4	c��a + b�/A�� .

The interaction term I1 below the cut-on frequency is

I1 = ��
i=1

N


i
2 + 2�

i=1

N−1

�
j=1

N−2

�	�i�i+1�
2

� cos�	cdi�i+1�/c0�cos��i�i+1��	c��
i
i+1

+ 	��i−1��i+j�
2 � cos�	cd�i−1��i+j�/c0�

�cos���i−1��i+j��	c��
i−1
i+j�
 .

The interaction term I2 above the cut-on frequency is

I2 = ��
i=1

N


i
2 + 2�

i=1

N−1

�
j=1

N−2

�	�i�i+1�
2 Qi�i+1�

� cos��i�i+1��	c��
i
i+1

+ 	��i−1��i+j�
2 Q�i−1��i+j� cos���i−1��i+j��	c��
i−1
i+j�
 ,

where N�2, N, i, and j are integers and j=1,2 , . . . , �N−2�.
In the above equation, a value is ignored if any one of its

subscripts is zero or greater than N. Qi�i+1� is given by
Qi�i+1�=i�i+1� /�i�i+1�, where

i�i+1� =
k2ab

6�
3� sin e

e
+

2 cos e

e2 −
2 sin e

e3 �
+

k�a + b�
8

2�J0�e� −
J1�e�

e
� ,

�i�i+1� = � k2ab

6�
+

k�a + b�
8

� ,

and e=kdi�i+1�.
Q�i−1��i+j� is given by Q�i−1��i+j�=�i−1��i+j� /��i−1��i+j�,

where

�i−1��i+j� =
k2ab

6�
3� sin e

e
+

2 cos e

e2 −
2 sin e

e3 �
+

k�a + b�
8

2�J0�e� −
J1�e�

e
� ,

��i−1��i+j� = � k2ab

6�
+

k�a + b�
8

� ,

and e=kd�i−1��i+j�.
dij is the distance between the ith spoiler and the jth

spoiler; k is the wave number; J0 and J1 are the zero-and
first-order Bessel’s functions, respectively; a and b are the
duct cross-section dimensions; r is a characteristic dimension
of the element; A is the area of the duct cross-section by A
= �a�b�; Ac is the area of the duct constriction by Ac=
�a�b−r�b�; Uc is the flow velocity in the constriction that
is provided by the spoiler and is defined by the volume flow
rate q and the area of the duct constriction Ac, such that Uc

=q /Ac=UA /Ac; U is the mean duct flow velocity; � is the
open area ratio determined by �=AC /A. The Strouhal num-
ber for this duct and flow is S= fcr /Uc; the factor K�S� is the
ratio of fluctuating to steady-state drag forces on the spoilers;

FIG. 1. Three in-duct elements in an infinite air duct.
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PN is the infinite-duct values of the radiated sound power; f0

is the cut-on frequency of the first transverse duct mode �i.e.,
the least non-zero value of the cut-on frequency is defined by
f0= �c0 /2��	�m� /a�2+ �n� /b�2, where m ,n=0,1 , . . .�; c0 is
the ambient speed of sound; �0 is the ambient air density; �ij

2

is the coherence function of the ith spoiler and the jth
spoiler; 	c is the center radiant frequency of the measure-
ment band; �ij�	c� is the phase of the cross-power spectral
density of the source volume of the ith sound source and the
jth sound source; 
i is a constant ratio of the mean drag
forces acting on the ith spoiler and the first spoiler; �PS is
the static pressure drop across a spoiler �Pa�; and CD is the
drag coefficient determined by

CD =
�Ps

1
2�0Uc

2�2�1 − ��
. �3�

Comparing the above expressions with those obtained
by Nelson and Morfey16 for the sound power generated by an
in-duct spoiler, the interaction factor �N can be defined as
follows:

�N = �I1, fc � f0,

I2, fc � f0.

 �4�

Furthermore, if the sound power that is due to an in-duct
spoiler is denoted as �S, a simple relationship between �N,
the sound power that is due to multiple �N� spoilers and that
due to a single spoiler, is then obtained as follows:

�N = �S � �N, �5�

where �S can be obtained by using the prediction method
provided by Nelson and Morfey,16 and �N can be determined
by experiments.

We define 
i as the constant ratio of the mean drag
forces acting on the ith spoiler and the first spoiler. The first
spoiler is closest to the inlet of the air flow:


i =
F̄z1

F̄zi

, �6�

where F̄zi is the mean drag force acting on the ith spoiler

counted from the inlet of the air flow, and F̄z1 is the mean
drag force acting on the first spoiler. The mean drag force
acting on the ith spoiler can be expressed as Fzi=A�Ps.

Han et al.28 and Han and Mak29 suggested that the phase
of the cross-power spectral density of the source volume of
the ith sound source and the jth sound source, �ij�	c�, can be
given by

�ij�	c� = �ij − kMdij , �7�

where �ij is the difference between the phases of the total
fluctuating drag forces acting on the ith spoiler and the jth
spoiler: �ij =� j�	�−�i�	�, where �i�	� and � j�	� are the
phases of the fluctuating drag force acting on the ith spoiler,

respectively. k is the wave number, M =U /c0, and d̄ij

=dij / �1−M2�.
The coherence functions, �ij

2 , of the noise sources are
obtained as follows.

III. EXPERIMENTAL PROCEDURE

A. Design of the experimental rig

The test rig used for the determination of the sound
power generated by flat plate spoiler�s� and their interactions
are shown in Fig. 2. Air flow was provided by a centrifugal
fan driven by a variable speed motor. The fan was vibration-
isolated by springs and was enclosed in a lined acoustic en-
closure of 1.22�1.22�1.22 m3. Fan noise was attenuated
on both the upstream and downstream sides by silencers and
acoustically lined elbows. The 0.1 m2 test duct was made of
steel and was enclosed by 25-mm-thick absorptive lining to
reduce breakout noise from the duct. This arrangement
yielded a quiet, fully developed air flow at the first test piece
counted from the inlet of air flow, which was situated ap-
proximately 1.75 m from the duct entrance section. The total
length of the duct was 5.45 m. The duct was passed into a
70 m3 reverberation chamber with an outlet cone of 0.16
�0.16 m2 and a length of 0.3 m for acoustic measurements.
The reverberation chamber was provided with lined outlet
ducts that allowed air to escape without allowing noise from
outside to penetrate. The entire system was located in an-
other 200 m3 reverberation chamber with a closed door so
that the level of sound that was measured in the system was
always well above the background noise level.

B. The spoilers used in the experiment

The spoilers used in the experiment, as shown in Fig. 3,
were selected to test the validity of Mak’s27 prediction
method for multiple flow spoilers. The spoiler plates were
made from 1-mm-thick steel plate. These plates were fixed
by springs and force transducers between the flanges of two
adjoining sections of the test duct. The gap was sealed with
compressed foam rubber. The spoilers provided a rigid ob-
struction to the flow in the duct and were not able to vibrate
significantly in the air stream. Six different spoiler geom-
etries were tested, each with at least four duct flow velocities.
Three of the spoilers were vertical strips of plate placed cen-
trally in the air stream. Their height was that of the test duct,

p1 p2 p3

Inlet

Outlet

Pitot

1.25m

0.5m

1m 2m0.5m

0.2m

∆ Ps2

5.75m

0.2m

0.5m
0.5m 0.2m

∆ Ps1 ∆ Ps3

Silencer

Reverberation chamber

FIG. 2. �Color online� A schematic diagram of the test rig �plan view�.
��PS1, �PS2, and �PS3=a static pressure drop across the first spoiler, the
second spoiler, and the third spoiler, respectively; p1=position at which the
first test spoiler was inserted; p2=position at which the second test spoiler
was inserted; and p3=position at which the third test spoiler was inserted.�
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and their widths were 0.025, 0.05, and 0.075 m, respectively.
The other three geometries consisted of plates that protruded
symmetrically from both sides of the duct, leaving a central
vertical strip of the duct open. Again, the plates had the same
height as the duct, and the widths of the two side plates were
equal. The total widths in the three configurations were
0.025, 0.05, and 0.075 m, respectively. Eleven tests were
conducted, as shown in Table I. In Tests 1–4, only a single
spoiler was inserted into position p1. In Tests 5–9, two spoil-
ers were inserted at two different positions p1 and p2. In
Tests 10 and 11, three spoilers were inserted at three different
positions p1, p2, and p3. The three spoiler positions are
shown in Fig. 2.

C. Airflow measurements

The velocity profile in the empty test duct was
measured.30 A pitot tube was used to sample the dynamic
pressure at specified points in the duct cross-section at the
position shown in Fig. 4. Plots of the duct velocity profile at
several test velocities at the 0.1 m side are shown in Fig. 5.
The slight asymmetry of the velocity profiles that were mea-
sured is due to the non-symmetric inlet conditions and is not
regarded as serious in the experiments. This procedure was
used to calculate the mean duct velocity over the 5.4 m
length at five duct velocities. The mean velocity calculated
for each of the five velocities was found to have a linear
relationship with the velocity measured at the “calibrated”
position at the center of the duct �as shown in Fig. 6�. Value
of the mean duct velocity was determined by using this

single calibrated position of the pitot tube. The pitot tube was
removed from the duct when undertaking acoustic measure-
ments.

The static pressure drop across the various spoilers that
were tested was measured using two piezometric rings lo-
cated at the positions p1, p2, and p3 shown in Fig. 2. Each
ring consisted of four static pressure tappings, one in each

(a)

(b)

FIG. 3. Cross-section of the duct with two main types and various sizes of
the flat plate strip spoilers used �shaded area�. �a� Centrally placed strip
spoilers; r=0.025, 0.05, 0.075 m. �b� The geometries consisted of trip plates
protruding symmetrically from both sides of the duct, leaving a central
vertical strip of the duct open; r=0.025, 0.05, 0.075 m.

TABLE I. Eleven spoiler configurations tested. See Fig. 2. �p1=position
at which the first test spoiler was inserted, p2=position at which the sec-
ond test spoiler was inserted, and p3=position at which the third test
spoiler was inserted.�

LEGEND: Spoiler area, As

Air flow area, cA

No. Spoiler(s) used in the experiments Mean flow

velocities

1
r=0.025m at p1

10,15,20,25,30

2
r=0.05m at p1

10,14,18,22,26

3
r=0.025m at p1

15,20,25,30,35

4
r=0.05m at p1

10,15,20,25,30

5
r r=0.025m at p1 r=0.025m at p2

10,15,20,25,30

6
r=0.025m at p1 r=0.05m at p2

10,14,18,22,26

7
r=0.05m at p1 r=0.05m at p2

10,13,16,19,22

8
r=0.075m at p1 r=0.075m at p2

10,11,12,13,14

9
r=0.025m at p1 r=0.025m at p2

10,14,18,22,26

10
r=0.025m at p1 r=0.025m at p2 r=0.025m at

10,13,16,19,22

11
r=0.05m at p1 r=0.05m at p2 r=0.05m at p3

10,12,14,16,18

Side 1

Side 2

Side 3

Side 4 Side 5 Side 6

10

1128 29

12

2

1

30 31

3

20

19

32 33

21

23

22

38 39

24

5

4

6

3736

26

25

44 45

27

8

7

9

42 43

14

15

13

34 35

17

16

18

40 41

1.
5c
m

5c
m

10
cm

Calibrated pitot position

FIG. 4. Positions in the duct cross-section at which a pitot tube was used to
sample the dynamic pressure.
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duct face. The downstream ring was far enough away �five
times the duct dimensions� from the test spoiler to ensure
that full static pressure recovery could take place in the wake
of the flow obstructions under test.

D. Acoustic measurements

The temperature and relative air humidity in the rever-
beration chamber were measured with a sling psychrometer.
During the measurements, the temperature ranged from
26.5 to 27.8 °C, and the relative humidity ranged from 53%
to 59%. The reverberation time �RT� was measured by the
impulse response method of the mean-length sequence
�MLS�, as shown in Fig. 7. This MLS signal was generated
internally by DIRAC software installed on a notebook com-
puter and fed to the omni-directional source B&K-type 4241,
a dodecahedron loudspeaker that was placed at the corner of
the chamber. A B&K-type sound level meter, which was con-
nected to the computer through an external sound card, was
located at 1.20 m above the floor at the predetermined posi-
tions. The door of the chamber was closed, and there were no
personnel inside the chamber during the measurement pro-
cess. Six different microphone positions were used for the
frequencies between 200 and 10 kHz. All of the measured
positions were located at least 1 m away from the chamber
walls. The distance between the two microphones was larger
than the half a wavelength of sound under consideration. The
geometric mean of the measured RTs and the sound pressure

levels �SPLs� were based on the measured RT and the mea-
sured SPLs at the six different randomly selected positions,
respectively. About 50 sampled averaged RTs and averaged
SPLs were obtained so that the mean of the averaged RTs
and the averaged SPLs and the standard deviation, SD, of the
variation of the averaged RTs and averaged SPLs could be
calculated, respectively. Assuming that the measured value
of SD is the true standard deviation of a normal distribution
of averaged RTs and averaged SPLs, it is found that the 95%
confidence limits for the mean of the distribution estimated
from ns samples �ns=50� are then given by �1.96SD /	ns.
The error is �1.96SD /	50, and the geometrical mean of the
RTs and the SPLs should be around 1–3 s and �1.5 dB,
respectively. The geometrical mean of the measured RT is
shown in Fig. 8. The 95% confidence limits for the mean
SPL are shown in Fig. 9. The results are better than those
measured by Nelson and Morfey,16 as can be seen by the
smaller errors at all frequencies �see Fig. 9�. A sufficiently
diffuse field was established in the middle of the frequency
range so that more reliable results could be obtained. At high
frequencies, the accuracy decreases again as the absorption
in the room increases and the direct field of the duct exit
encroaches on the reverberant field. The sound power level
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FIG. 5. �Color online� A linear relationship between the mean velocity
calculated for each of the five velocities and the velocity measured at the
calibrated position.
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FIG. 6. Test duct velocity profile.

FIG. 7. A schematic diagram of the impulse response method using a MLS
signal.
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FIG. 8. Measured RTs for the test chamber and the geometrical mean of the
RTs for the test chamber. Six microphone positions were used for
200 Hz–10 kHz. The error bars denote the spread of results.
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that radiated from the duct exit was then calculated from

SWL = SPL + 10 log10 VR − 10 log10 RT − 14,

where VR is the room volume �70 m3�, RT is the geometrical
mean of the reverberation time�s�, and SPL is the space-
averaged sound pressure level in the chamber �dB�.

The background noise due to the flow in the empty duct
was monitored at five test velocities. The ambient back-
ground noise level was also measured after each test. The
measured noise levels were kept at least 10 dB above the
ambient level, and the background flow noise level at the
given test velocity in the duct.

E. Force measurements

The arrangement of springs and force transducers is
shown in Fig. 10. The plates were fixed by springs and force
transducers between the flanges of the two adjoining sections
of the duct, and the gap sealed with a compressed foam
rubber seal. For the centrally placed strip spoiler, two trans-
ducers mounted on the duct supporting flanges were required
to measure the total fluctuating drag force. For the two side
strip spoilers, four transducers on the duct supporting flanges

were required to measure the total fluctuating drag force. The
springs used to provide support for the plates were selected
to have stiffness sufficient to place the mechanical resonant
frequency well below 200 Hz, the lowest 1 /3 octave band
measuring frequency of the reverberation chamber of 70 m3,
and also below 50 Hz, which is the frequency of the alter-
nating current supply in Hong Kong. The frequency response
of the force transducers was flat over the measuring fre-
quency range. Their sensitivity was 11 mV /N. The force
transducers were connected to NI LABVIEW equipment via a
synchronized multi-channel signal acquisition of type NI
cRio-9233 through pre-amplifiers, as indicated in Fig. 10.
The magnitude and phases of the total fluctuating forces act-
ing on the spoilers at various duct flow velocities were mea-
sured in real time and converted into a frequency domain by
the NI equipment.

IV. ANALYSIS AND DISCUSSION OF THE RESULTS

A. Normalization of the experimental results
for a single flow spoiler

The results measured for the sound power that radiated
from the end of the duct for a single spoiler can be normal-
ized according to Nelson and Morfey.16 Their equations, and
those of Mak27 and Mak and Yang,20,21 were developed for
an infinite duct. The duct used, however, was of finite length
with a considerable length-absorbent lining upstream of the
test duct. It has been assumed that the spoiler is transparent
to the waves reflected back upstream from the duct termina-
tions. The radiated sound power measurement has therefore
been interpreted on the basis that the test duct is semi-
infinite, and no compensation has been made for any subse-
quent re-reflection of sound arriving from the duct exit. The
sound power radiated by the spoilers down one direction of
the infinite duct was corrected by a power transmission loss
at the duct outlet.

The drag coefficient, CD, used in the normalization of
the results for the single spoilers was evaluated from the
measurements of the static pressure drop across the spoilers
based on Eq. �3�. The values of CD for each spoiler were
found by averaging the values calculated from the measure-
ments of �Ps and Uc, at each test velocity. For most of the
spoilers tested, the calculated values of CD varied by around
0.5%–5% over the range of the test velocities used.

The result for one of the single spoilers tested,
normalized16 with the measured values of CD used and the
sound power levels is shown in Fig. 11, which denotes 120
+20 log10 K�S� and relates to the infinite-duct values of the
radiated sound power �N in Eqs. �1� and �2�. In view of the
vastly different forms of the two equations for frequencies
above and below the cut-on frequency of the first transverse
duct mode, the collapse of the experimental data for all of
the single spoilers tested is good in view of the widely dif-
fering drag coefficients associated with the various spoilers.
Nelson and Morfey16 reported that there was an error in their
original normalized spectrum and that their trend lines need
to be displaced vertically downwards by 6 dB. The scatter
associated with the experimental points of Fig. 11 is compa-
rable with the range of corrected trend lines in their normal-
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FIG. 9. The 95% confidence limits for an estimate of the mean SPL in the
test chamber from the six microphone positions.

FIG. 10. A schematic diagram of the force-measuring system.
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ized spectrum. This suggests that the results reported here
agree well with their corrected trend lines; Fig. 12 shows a
comparison of the values of the normalized results for all of
the single spoilers tested and a trend line based on simple
linear relationships over the range of measurements. Scatter-
ing was observed at low Strouhal numbers �or low frequen-
cies�, which was also seen in the work of Oldham and
Ukpoho.17

B. Determination of the coherence function of noise
sources

The assumptions used in the determination of the coher-
ence function, �ij

2 , are as follows:

�1� The values of the coherence function should be between
0 and 1, i.e., 0��ij

2 �1. If �ij
2 takes the value of 1 at

certain frequencies, then this means that the ith and jth
sound sources are fully coherent at those frequencies. If
�ij

2 is equal to zero at certain frequencies, then this means
that the ith and jth sound sources are incoherent at those
frequencies.

�2� The coherence function should be dependent on the
magnitude and phases of the fluctuating drag forces act-
ing on each spoiler at various frequencies.

�3� The coherence function is inversely related to the dis-
tance between the ith and jth spoilers. When one flow

spoiler is far away from another, the coherence function
between the flow noise sources should be small when the
other parameters are fixed.

�4� The coherence function should be dependent on the
mean duct flow air velocity.

The experimental data for the two flow spoilers in Test 5
were used to obtain 	�ij

2 in the predictive equations for mul-
tiple spoilers. The relationship between 	�ij

2 and the other
parameters, such as the phases and magnitude of the fluctu-
ating drag forces, F, acting on the spoilers, the distance be-
tween the two noise sources, dij, and the mean flow air ve-
locity, U, were analyzed by the Statistical Package for the
Social Sciences �SPSS�. The square of 	�ij

2 will give the
coherence function �ij

2 , and the value of 	�ij
2 will therefore

also be between 0 and 1.
It was found from the SPSS analysis of the data that

there was an approximately linear relationship between 	�ij
2

and log�Fj�	� /Fi�	�cos�� j�	�−�i�	��� with a correlation
coefficient of 0.84 between them. It was therefore assumed
that 	�ij

2 may be a logarithmic function that contains the
factor of Fj�	� /Fi�	�cos�� j�	�−�i�	��. Fi�	� and Fj�	�
are the magnitudes of the fluctuating drag force acting on the
ith and jth spoilers, respectively. To ensure that the value of
the coherence function was between 0 and 1, the following
preliminary formula was obtained:

�ij
2 = log10

2 �1 +
15

Udij
�Fj�	�

Fi�	�
�2

cos2�� j�	� − �i�	��� ,

where Fi�	� and �i�	� are the magnitude and phases, respec-
tively, of the fluctuating drag force acting on the ith spoiler.

Together with the values of the other parameters, such as
the phases of the cross-power spectral density of the source
volumes and the ratio of the mean drag forces, the interaction
factor �N in the predictive equations can be obtained.

C. Comparison between predicted and measured
results

Mak’s predictive equations for multiple flow spoilers
were used to predict the sound power levels produced by two
or three flow spoilers in Tests 5–11. The predicted and mea-
sured results of the sound wave levels in the seven tests at a
particular flow velocity are shown in Figs. 13–19. The error
between the predicted and measured results was �0–3 dB at
most frequencies at a particular mean flow velocity. The de-
viation between the predicted and measured results at certain
frequencies at or above 4 kHz at a particular flow may have
been due to high frequency vibration modes of the flow
spoiler or the duct system.

These predictive equations developed are useful for pre-
dicting the level and spectral contents of the flow-generated
noise from multiple in-duct flow spoilers at the design stage.
This prediction provides a normalized spectrum, using a
table of parameters derived from experimental model mea-
surements.

FIG. 11. Normalized 1 /3 octave band results for strip spoilers in Test 2 �r
=0.05 m�. Values of the characteristic dimension �i.e., the total strip width�
r and the drag coefficient CD, as follows. Test 2: r=0.05 m, CD=12.0.

FIG. 12. The overall collapse of the normalized data for all tested single
spoilers �Tests 1–4�. The overall collapse of the normalized data for all
single spoilers: ��� centrally placed strip spoiler; ��� plates protruding sym-
metrically from both sides of the duct; �—� trend line.
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FIG. 13. Comparison of the measured values and predicted values of the
SPL in Test 5 at U=20 m /s.

FIG. 14. Comparison of the measured values and predicted values of the
SPL in Test 6 at U=22 m /s.

FIG. 15. Comparison of the measured values and predicted values of the
SPL in Test 7 at U=10 m /s.

FIG. 16. Comparison of the measured values and predicted values of the
SPL in Test 8 at U=11 m /s.

FIG. 17. Comparison of the measured values and predicted values of the
SPL in Test 9 at U=18 m /s.

FIG. 18. Comparison of the measured values and predicted values of the
SPL in Test 10 at U=19 m /s.
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V. CONCLUSION

The collapse of the data found with single flow spoilers
is similar to that observed by Nelson and Morfey16 and Old-
ham and Ukpoho.17 Together with the normalized spectrum
and the coherence function, Mak’s predictive equations27 for
multiple flow spoilers, one can now predict the sound power
levels produced by two or three flow spoilers at most fre-
quencies at various mean duct flow velocities.

It is suggested that the line trends reported in this study,
together with the coherence function of the noise sources, the
phase relationship between the fluctuating spoiler drag
forces, and the ratio of the mean drag forces provide the
basis of a generalized predictive technique. Further work is
required to extend the work to the interactions of practical
duct discontinuities such as bends and transition pieces.
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NOMENCLATURE

a ,b � duct cross-section dimensions �m�
A � area of the duct cross-section determined by

A= �a�b� �m2�
As � face area of flat plate spoiler �m2�
Ac � area of the duct constriction determined by

Ac= �a�b−r�b� �m2�
c0 � ambient speed of sound �m/s�

CD � drag coefficient
dij � distance between the ith spoiler and the jth

spoiler �m�
fc � center frequency of measurement band �Hz�
f0 � cut-on frequency of the first transverse duct

mode �Hz� defined by f0=
�c0 /2��	�m� /a�2+ �n� /b�2, where m ,n
=0,
1 , . . .

Fi�	� � magnitude of the fluctuating drag force act-
ing on the ith spoiler �N�

F̄zi � mean drag force acting on the ith spoiler
counted from the inlet of the air flow �N�

F̄z1 � mean drag force acting on the first spoiler
�N�

i , j � integers
I1 , I2 � Interaction terms below and above the

cut-on frequency
J0 ,J1 � zero- and first-order Bessel’s functions

k � wave number
K�S� � ratio of fluctuating to steady-state drag

forces on the spoilers
K2�S� � square of the ratio K�S�

m ,n � integers
M � Mach number given by M =U /c0

N � number of in-duct spoilers or in-duct
elements

PS � static pressure �Pa�
�PS � static pressure drop across a spoiler �Pa�

q � volume flow rate �m3 /s�
r � characteristic dimension of the in-duct ele-

ment �m�
RT � reverberation time �s�
RT � geometrical mean of reverberation time �s�

S � Strouhal number determined by S= fcr /Uc

SD � standard deviation
SPL � sound pressure level �dB�

SWL � sound power level radiated from the duct
exit �dB�

U � mean duct flow velocity �m/s�
Uc � flow velocity in the constriction �m/s� deter-

mined by Uc=q /Ac=UA /Ac

VR � room volume of the reverberation chamber
�m3�

	c � center radiant frequency of the measurement
band �rad/s�

� � sound power �W�
�N � infinite-duct values of the radiated sound

power due to multiple �N� spoilers �W�
�S � infinite-duct values of the radiated sound

power due to an in-duct spoiler �W�
�1 ,�2 � power terms from the first spoiler below and

above the cut-on frequency �W�
�0 � ambient air density �kg /m3�
� � open area ratio determined by �=AC /A

�ij
2 � coherence function of the ith spoiler and the

jth spoiler
�ij�	c� � phase of the cross-power spectral density of

the source volume of the ith sound source
and the jth sound source


i � constant ratio of the mean drag forces acting
on the ith spoiler and the first spoiler

�N � interaction factor

FIG. 19. Comparison of the measured values and predicted values of the
SPL in Test 11 at U=10 m /s.
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�ij�	c� � phase of the cross-power spectral density of
the source volume of the ith sound source
and the jth sound source

�ij � difference between the phases of the total
fluctuating drag forces acting on the ith
spoiler and the jth spoiler determined by
�ij =� j�	�−�i�	�, where �i�	� ,� j�	� phases
of the fluctuating drag force acting on the ith
spoiler and the jth spoiler, respectively.
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Underwater noise was recorded from three different types of wind turbines in Denmark and Sweden
�Middelgrunden, Vindeby, and Bockstigen-Valar� during normal operation. Wind turbine noise was
only measurable above ambient noise at frequencies below 500 Hz. Total sound pressure level was
in the range 109–127 dB re 1 �Pa rms, measured at distances between 14 and 20 m from the
foundations. The 1/3-octave noise levels were compared with audiograms of harbor seals and harbor
porpoises. Maximum 1/3-octave levels were in the range 106–126 dB re 1 �Pa rms. Maximum
range of audibility was estimated under two extreme assumptions on transmission loss �3 and 9 dB
per doubling of distance, respectively�. Audibility was low for harbor porpoises extending 20–70 m
from the foundation, whereas audibility for harbor seals ranged from less than 100 m to several
kilometers. Behavioral reactions of porpoises to the noise appear unlikely except if they are very
close to the foundations. However, behavioral reactions from seals cannot be excluded up to
distances of a few hundred meters. It is unlikely that the noise reaches dangerous levels at any
distance from the turbines and the noise is considered incapable of masking acoustic communication
by seals and porpoises. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117444�

PACS number�s�: 43.50.Rq, 43.80.Nd �WWA� Pages: 3766–3773

I. INTRODUCTION

Noise levels in the oceans have increased considerably
since engine powered shipping was introduced in the late
18th century. Until World War II it was not possible to mea-
sure absolute noise levels, so only post-World War II record-
ings of ambient noise are available for comparative studies
�Urick, 1983�. In a now classic comparative study Ross
�1993� found a 15 dB increase in the low frequency ocean
ambient noise level between 1950 and 1975. A more recent
study shows that the noise level at the continental shelf off
the coast of California has increased by 3–10 dB in the fre-
quency range from 20 to 300 Hz from the mid-1960s to the
turn of the century �Andrew et al., 2002�. Both studies con-
clude that the most significant source of the increased noise
level is increased shipping activity.

Other sources of anthropogenic noise in the ocean in-
clude offshore installations to which offshore wind farms
have recently been added. Few recordings of noise from
wind turbines exist �reviewed by Wahlberg and Westerberg
�2005� and Madsen et al. �2006�� and little is known about
the reactions of marine life to this noise. The possible effects
of wind turbine noise on marine mammals and the extent of
zones of impact �sensu Richardson et al., 1995� are consid-
ered in general by Madsen et al. �2006�. The conclusion was
that the zones were small, with audible ranges out to a few

kilometers from the turbines under most favorable condi-
tions.

Wind turbine noise has two main sources: air flow and
turbulence noise from the wings and machinery noise. The
machinery noise stems mainly from the gear box and gen-
erator located in the top of the wind turbine tower, the na-
celle. The well known whoosh sounds from the wings are the
main contributor to in-air noise, whereas machinery noise is
the main contributor to underwater noise. Vibrations from
the machinery are transmitted from the nacelle through the
steel tower into the foundation from which it is radiated into
the water column and into the seabed. The air borne noise is
almost completely reflected from the water surface, and does
not contribute significantly to the underwater noise level.
The noise from gearbox and generator contain strong spec-
tral peaks, which are generated from the repetitive contact
between gear teeth. Since the turbines are maintained at a
constant rate of revolution independent of wind speed, only
the height of the peaks and not their location on the fre-
quency axis is affected by increased wind speed.

Known underwater noise levels emitted from operating
offshore wind farms are low by any standard �Madsen et al.,
2006�, but as the offshore wind industry rapidly expands this
does not imply that they are necessarily insignificant. High
intensity noise sources in the ocean such as noise from indi-
vidual ships, sonars, and seismic exploration are mostly tran-
sient in nature. On the other hand, the lifetime of an offshore
wind farm is expected to be at least 20–30 years and associ-
ated noise emissions thus constitute an almost permanent
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source of noise year round for many years. As offshore wind
power is a new and expanding industry, there is a need to
evaluate the possible effects of underwater turbine noise on
marine mammals, and a first requirement for this assessment
is the availability of good noise recordings from wind tur-
bines.

Richardson et al. �1995� provided a common framework
for noise impact assessment in the marine environment by
introducing the concept of four zones of influence on marine
mammal behavior and hearing. These zones are “zone of
audibility,” “zone of responsiveness,” “zone of masking,”
and “zone of hearing loss, discomfort, and injury.” Even
though the methods for establishing these four zones for dif-
ferent species and noise sources are not standardized, the
concept has resulted in better and more uniform noise related
impact assessments. The spatial extensions of the four zones
are by their nature very different as they describe different
aspects of noise related influences, from the faintest sounds
that are just perceptible by the animal to immediately lethal
high intensity shock waves. The size of each zone differs
from species to species, from individual to individual, and
sometimes even for the same individual depending on the
physical and behavioral status of the animal.

The zone of audibility is defined as the area where an
animal can hear the sound or noise above the background
noise level. The extent of this zone is easily defined and thus
in principle easy to calculate as it can be found from knowl-
edge of the hearing capabilities of the target species, back-
ground noise levels, and sound transmission patterns. In
practice, however, lack of accurate measurements of one or
more of these parameters may introduce considerable error in
estimating the size of the zone of audibility.

Within the zone of responsiveness a target animal will
react to a sound or noise with altered behavior. This can be a
positive behavior �attraction, investigation, etc.�, negative
behavior �evasion and startle�, or simply changes in ongoing
behavior without obvious direction �altered breathing pat-
tern, heart rate changes, etc.�. As the zone of responsiveness
is related to behavioral reactions by the target species it can
only be established using behavioral observations, which in
many cases are difficult to obtain. Practical measurements
are further complicated by the fact that most animals will
display different reactions to noise depending on previous
exposure experiences and on the behavioral and physiologi-
cal states of the animal during noise exposure.

The zone of masking is the area around a noise source
where the noise reduces detection of other sounds that are
important to the animal in question, such as communication
sounds, sounds from prey or predators, and sounds used in
orientation and navigation. Masking is defined in psycho-
physics as an elevation of thresholds for the detection or
discrimination of particular sounds without a general effect
on the sensitivity of the auditory system. Masking is thus
separated from other phenomena such as accommodation
�stapedius reflex� and temporary threshold shifts �TTSs� that
cause a general reduction in auditory sensitivity following
exposure to loud sounds. Accommodation should be consid-
ered a behavioral or physiological response, whereas TTS is

a commonly adopted criterion defining the extent of the zone
of hearing loss, discomfort, or injury �see below�.

The zone of hearing loss, discomfort, or injury is usually
a small zone close to very loud sound sources where the
sound pressures are sufficiently high to inflict temporary or
permanent damage to animals, either in their auditory system
or in the form of other physiological effects. TTSs of the
auditory system have been adopted in recent years as a prac-
tical and conservative measure of the lower limit of damag-
ing sound pressures to marine mammals �Kastak et al., 1999;
Schlundt et al., 2000; Nachtigall et al., 2003; NMFS, 2003;
National Research Council, 2003�. Recently, however,
Southall et al. �2007� suggested the adoption of permanent
threshold shift �PTS� as a criterion for defining the zone of
injury.

The last three zones, “responsiveness,” “masking,” and
“hearing loss, discomfort, and injury,” are of particular inter-
est in the context of management as these describe effects of
a noise source and can form the basis for judgments regard-
ing short-term and long-term negative impacts on a particu-
lar species. Despite this, the zone of audibility is often used
in impact assessment studies to describe worst-case sce-
narios, partly because this zone can be assessed with the least
effort. However, if worst-case scenarios are used uncritically
there is a risk of grossly overestimating the size of the zone
where sound has a significant impact on the animals in ques-
tion.

Our study focuses on the extent of impact zones for
three different types of offshore wind turbines during normal
operation. We discuss the possible effects of wind turbine
noise on the hearing of harbor seals �Phoca vitulina� and
harbor porpoises �Phocoena phocoena�, which are the most
common marine mammal species in the North Sea, the inner
Danish waters, and the Baltic Sea.

II. MATERIALS AND METHODS

Underwater noise was recorded from three different
types of wind turbines, denoted as locations 1–3; two Danish
and one Swedish offshore wind farm. At location 1 �Middel-
grunden, Denmark� underwater noise was recorded at two
different wind speeds �1a and 1b�. The locations and types of
wind turbine are shown in Table I.

A. Noise measurements and analysis

Broadband digital recordings �100 Hz–150 kHz� of un-
derwater wind turbine noise were made in a preliminary
study. As no energy above the background noise was found
for frequencies above 10 kHz, broadband recordings were
not included in this study.

Portable standard digital audio tape �DAT� recording
equipment with appropriate hydrophones and amplifiers
were used for noise measurements. Briefly, a sensitive, cali-
brated hydrophone with a build-in preamplifier �a Brüel &
Kjær 8101 or a Reson TC4032� was connected through a
low-noise amplifier �B&K Nexus 2693A or an Etec HA01A�
to a portable DAT recorder �SONY TCD-D8 or a HHP PDR
1000�. Frequency responses of the recording chains were flat
�within 3 dB� from 10 Hz to 20 kHz. The distances between
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the hydrophones and the foundations were measured using
either Leica or Bushnell laser binoculars �distometers� and
varied between 14 and 40 m. Recording depth was half-way
between surface and bottom, i.e., 2.5, 5, and 2 m for loca-
tions 1, 2, and 3, respectively.

The complete recording setup was calibrated with a
Brüel & Kjær 4223 pistonphone calibrator prior to each re-
cording. The calibration signal was recorded on all DAT-
tapes. Recorded sound levels could thus be converted to ab-
solute levels by direct comparison with the reference signal.
All other wind turbines within a range of approximately
1000 m were shut down during measurements of noise from
a specific wind turbine. Background noise was measured at
the same position but with all wind turbines shut down.

The audio range recordings were analyzed on a Hewlett
Packard 35670A frequency analyzer �using the analog con-
nection from the DAT recorder� and presented as 1/3-octave
levels �TOLs� in dBrms re 1 �Pa. Each recording was di-
vided into one section with the wind turbine active, denoted
as “turbine noise,” and one section with the wind turbine
stopped, denoted as “background noise.” Turbine and back-
ground noise recordings were subjected to identical analysis.
The thirty 1/3-octave bands spanning the center frequencies
from 12.5 Hz to 10 kHz were analyzed simultaneously. Un-
less otherwise stated, all references to frequencies in the fol-
lowing refer to 1/3-octave center frequencies.

The recordings from location 1 �a and b� were analyzed
with multiple replicates with averaging times of 15 s �the
shortest averaging time that can be used for analyzing 20 Hz
white Gaussian noise with 95% confidence limits of �1 dB
is 8 s �Brüel & Kjær, 1985�� and separated by at least 1 min
in order to obtain independence between the averages. Wind
turbine noise contains small periodical fluctuations due to
varying load on the machinery. The period of these is one-
third of the rotational speed, due to three wings of the tur-
bines, and is approximately 1 Hz. Several cycles are thus
covered within one 15-s averaging period. The total duration
of recordings used for analysis at location 1 was 2.25 min at
6 m/s wind speed and 10 min at 13 m/s. Recordings from
locations 2 and 3 were analyzed with averaging times of
several minutes without replicates.

Statistical analysis was only applied to data from record-
ings at locations 1a and 1b, as measurements from locations
2 and 3 did not contain multiple replicates. The wind turbine
noise levels in 1/3-octave bands were tested against the back-
ground noise levels pairwise for all bands �t-test, one-sided,
equal variance�. P-values were Dunn–Sidak-corrected for
multiple comparisons �Sokal and Rohlf, 1995�.

For all measurements the total sound pressure level of
the turbine noise was calculated by addition of TOLs across
all 1/3-octave bands.

B. Estimating the zone of audibility

Noise must be analyzed as “critical band levels” in order
to be directly comparable with hearing thresholds for pure
tones �Erbe, 2002�, where critical bandwidths of the target
species are taken into account. As few actual estimates of
critical bandwidth are available for marine mammals, and
almost none at very low frequencies, the common practice of
using 1/3-octave bandwidths as an approximation was
adopted �Madsen et al., 2006�. This introduces a degree of
uncertainty in the estimates, but as turbine noise contains
strong tonal components, generated in the gearbox machin-
ery, the critical band levels are not strongly affected by
changes in analysis bandwidth.

The zone of audibility was defined based on either the
audiogram or the background noise level, depending on
which of the two was limiting for detection.

The pure tone audiogram for the harbor seal was taken
from the study by Kastak and Schusterman �1998� while that
for the harbor porpoise was taken from Kastelein et al.
�2002�. Low frequency hearing for both marine mammals
was extrapolated using a slope of approximately 35 dB per
decade �Stebbins, 1983; Au, 1993� �see the discussion for
further comments�.

The turbine noise+background noise in a particular 1/3-
octave band was used for calculating the zone of audibility if
the combined level was higher than background noise alone
in the same band. If the hearing sensitivity was above the
background noise in a particular 1/3-octave band, then the
zone of audibility was estimated by extrapolating from actual
measurements out to the distance at which the turbine noise
plus the background noise just equaled the auditory thresh-
old. If the background noise was limiting, the zone of audi-
bility was estimated by extrapolating from measurements out
to the range at which the turbine noise equaled the back-
ground noise in the particular 1/3-octave band, correspond-
ing to the point where the sum of the turbine noise and the
background noise was 3 dB above background noise alone.

A suitable model for transmission loss is critical to both
calculations. Due to lack of actual measurements a range was
calculated. Upper end of the range was found from a cylin-
drical spreading loss model �transmission loss equal to
10 log r� and lower range was found using transmission loss
equal to hyperspherical spreading �30 log r� equal to the

TABLE I. Description of the three wind farms.

Name

Position

Turbine type No. of turbinesLatitude Longitude

Middelgrunden offshore wind farm 55° 40� N 12° 40� E Bonus 2 MW 20
Bockstigen-Valar offshore wind farm 56° 59� N 16° 08� E WindWorld 500 kW 5
Vindeby offshore wind farm 54° 58� N 11° 08� E Bonus 450 kW 11
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only value for transmission loss actually measured for this
type of noise �Madsen et al., 2006�.

III. RESULTS

Measurements of underwater noise �TOLs� from the
three different wind turbines and background noise measure-
ments are shown in Fig. 1. Common for all four recordings is
that the turbine noise was only detectable above background
noise levels at frequencies below 315–500 Hz. Maximum
measured noise level was 126 dB re 1 �Pa TOL at 25 Hz
recorded at location 3 �Vindeby� at a distance of 14 m from
the foundation. Maximum overall turbine noise level mea-
sured �summed across all 1/3-octave bands� was 127 dB re
1 �Pa �rms� also at location 3 �Table II�. The 25 Hz peak in
Fig. 1�A� was clearly audible as machinery noise from the
wind turbine.

Two measurements at different wind speeds were made
at position 1 �Middelgrunden� and from those a pronounced
effect of wind speed on noise level was observed. In both
spectra a peak is present at 125 Hz, but the sound pressure
level was 11 dB higher at 13 m/s wind speed, compared to 6
m/s wind speed �114 dB re 1 �Pa �rms� TOL vs 103 dB re
1 �Pa �rms� TOL�. The increase in intensity with wind
speed, but constant frequency of the noise, is consistent with
the fact that the turbines operate at a constant rate of revo-
lution, irrespective of wind speed.

The strong peak at 25 Hz in the 6 m/s wind speed mea-
surement was not visible in the measurement made at 13 m/s
wind speed. This was likely due to a significantly higher
background noise at low frequencies in the 13 m/s wind
speed recording. The background noise below 50 Hz in re-
cording B at location 1 �Fig. 1�B�� was dominated by heavy
shipping noise �clearly audible in the recording� from a
nearby deep water shipping lane. The measurements taken at
the same position during recording A at location 1 �Fig.
1�A�� were from an unusually quiet day with little shipping
traffic in the area. Furthermore the hydrophone used during
recording B at location 1 was submerged from a surface float
instead of a bottom mount due to rough weather. This is
likely to have added to the low frequency noise due to wave-
induced motion of the hydrophone.

The noise was not constant over the duration of record-
ings. For the recordings at position 1 it was possible to cal-
culate percentiles of the noise intensity. 10%, 50%, and 95%
percentiles for the noise at 25 Hz and at a wind speed of 6
m/s were 101 dB re 1 �Pa �rms� TOL, 105 dB re 1 �Pa
�rms� TOL, and 109 dB re 1 �Pa �rms� TOL. Similar per-
centiles at 125 Hz and 6 m/s wind speed were 100 dB re
1 �Pa �rms� TOL, 102 dB re 1 �Pa �rms� TOL, and 107 dB
re 1 �Pa �rms� TOL. At 25 Hz and 13 m/s these were 113
dB re 1 �Pa �rms� TOL, 114 dB re 1 �Pa �rms� TOL, and
116 dB re 1 �Pa �rms� TOL, respectively.

The zone of audibility can be determined from the re-
sults shown in Fig. 1. Together with the turbine noise, audio-
grams for the harbor seal and the harbor porpoise are shown
in Fig. 1. For each 1/3-octave band, the largest difference
between turbine noise source level and the audiogram or the
background noise, whichever is higher, was determined for
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FIG. 1. �Color online� Noise recorded from three different offshore wind
turbines given as 1/3-octave levels �TOLs�. Background noise was measured
at the same position as turbine noise but with the turbine stopped. Turbine
and background noise at location 1 were measured at two different wind
speeds on two different occasions. * in �A� and �B� indicate 1/3-octave
bands where turbine noise was significantly higher than the background
noise �P�0.05�. Further details on recordings are given in Table II. In-
cluded in the figures are the underwater audiograms of a harbor seal and a
harbor porpoise �Kastak and Schusterman, 1998; Kastelein et al., 2002�.
Audiograms were extrapolated to low frequencies with 35 dB/octave �see
text�.
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the harbor seal and the harbor porpoise. These values were
used to calculate a range of maximum distance of detection
�Table II� under two extreme assumptions regarding trans-
mission loss �3 and 9 dB per doubling of distance, respec-
tively�.

The noise from all three turbines is predicted to be
barely audible to harbor porpoises in all four recordings. In
all cases, the turbine noise just exceeds the pure tone thresh-
old. Thus the maximum predicted detection range is only
marginally larger than the actual distance at which the re-
cordings were obtained �Table II�.

All turbines are predicted to be clearly audible to harbor
seals at the locations where measurements were made as tur-
bine noise in the 1/3-octave band best audible to the seals in
all cases were �10–20 dB above either the pure tone
threshold or the background noise, whichever was the high-
est. The largest zone of audibility for the harbor seal was
found at location 2 �Bockstigen-Valar�, where the wind tur-
bine TOL at 160 Hz exceeded the audiogram threshold by 26
dB. The predicted range of audibility in this 1/3-octave band
is somewhere between 140 m and 6.4 km, strongly depend-
ing on assumptions of transmission loss.

IV. DISCUSSION

Underwater noise from the three different turbines was
clearly identifiable above background noise at the distances
at which measurements were obtained �14–40 m from foun-
dations�. Absolute noise levels were low, however, ranging
between 109 and 127 dB re 1 �Pa �rms� for total noise
levels up to 20 kHz.

Based on audiograms from harbor seals and harbor por-
poises the noise is predicted to be just audible to porpoises at
the distances where measurements were made and audible to
harbor seals at distances up to somewhere between several
hundred meters to a few kilometers, depending critically on
assumptions behind calculations of transmission loss. As dis-
cussed below, the noise has, due to the low intensity and the
low frequency emphasis, limited if any capability to injure
the animals or mask other signals of importance to seals and
porpoises. Behavioral reactions to noise from the three tur-

bines are not expected for porpoises and seals unless the
animals are in the immediate vicinity of the foundation.

A. Zone of audibility

The zone of audibility for harbor seals and harbor por-
poises was estimated to be between 2.5–10 km and 8–63 m,
respectively �Table II�, depending on critical bandwidths and
under assumption of smallest transmission loss �cylindrical
spreading� and for the worst of the four locations studied
�Bockstigen-Valar�. Harbor seals are thus able to detect the
wind turbine noise at considerably longer distances than are
harbor porpoises, a reflection of their significantly better low
frequency hearing. It is worth noting that the greatest zone of
audibility was not found around the most noisy wind turbine
�location 3, Vindeby�, but rather at location 2 �Bockstigen-
Valar�. The high source level at location 3 was caused by
strong winds �and resulting heavy load on the turbine�. The
strong winds, however, also increased the wave induced
background noise level leaving the extent of the zone of
audibility around the wind turbine largely unaffected, as tur-
bine noise to background noise level remains largely unaf-
fected.

1. Transmission loss and near field effects

Assumptions on transmission loss are central to the cal-
culation of the zone of audibility. In the above calculations
an upper and a lower value for the extent of the zone were
calculated. The upper extreme was based on a worst case
assumption of cylindrical transmission loss �3 dB attenuation
per distance doubled�. However, true cylindrical spreading is
rarely realized under natural conditions and actual measure-
ments at a wind farm not included in this study �Utgrunden
offshore wind farm, Madsen et al., 2006� indicated a trans-
mission loss as high as 9 dB per distance doubled. Until
more measurements of transmission loss of turbine noise are
available, there is thus good reason to consider the upper
limit of the audibility ranges in Table II as unrealistic worst
case scenarios.

TABLE II. Summary of wind turbine noise measurements. Shown are the measuring distance, the wind speed, 1/3-octave bandwidths in which noise was
measured, the center frequency of the 1/3-octave band containing the most energy followed by the maximum sound pressure in that band, and the overall
sound pressure level of the turbine noise summed over all frequency bands. For each animal, the center frequency of the 1/3-octave band with most audible
turbine noise is given �see text for further explanation�. This is followed by the decibel difference above background noise, or above the detection threshold
of the animal, which ever is largest. The last column for each species shows the extreme values calculated for maximum detection distance range, assuming
cylindrical and hyperspherical spreading losses, respectively.

Location
Distance

�m�
Depth

�m�
Wind
�m/s�

1/3-octave
bands with

turbine noise
�Hz�

Overall
sound

pressure
�dB re

1 �Parms�

Peak
band
�Hz�

Sound
pressure
�dB re

1 �Parms�

Harbor seal Harbor porpoise

Center
frequency

�Hz�

Noise
level
�dB�

Detection
distancea

�m�

Center
frequency

�Hz�

Noise
level
�dB�

Detection
distancea

�m�

1a �Middelgrunden� 20 5 6 12.5–500 109 25 106 125 11 60–460 500 �5 19–20
1b �Middelgrunden� 40 5 13 40–400 122b 125 114 125 8c 70–250 315 �4 25–34
2 �Bockstigen-Valar� 20 10 8 12.5–500 113 160 110 160 26 140–6400 500 2 31–73
3 �Vindeby� 14 4 13 12.5–500 127 25 126 125 22b 70–2000 315 2 21–47

aUpper and lower estimates calculated by assuming cylindrical and hyperspherical spreading losses, respectively �see text�.
bLikely overestimated due to high level of shipping noise.
cLimited by background noise rather than hearing threshold.
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Additional complications in calculating the audibility
ranges could arise from the fact that noise measurements had
to be made at short distances from the turbines, probably
within the acoustic near field. Transmission loss in the near
field is unpredictable due to the large size of the sound pro-
ducing surface �entire foundation of turbines� and possibly
also to Lloyd mirror effects caused by the shallow water.
Lloyd mirror effects, however, are probably of minor impor-
tance as the sound did not radiate from a point but from the
entire turbine foundation, and measurements were made un-
der windy conditions, where the sea surface was rough and
thus did not create strong specular reflections. The Fresnel
near field generated by the large transducer area may extend
out to several times the size of the foundation, i.e., out to
distances of several tens of meters. An extension of the
Fresnel near field beyond the measuring point would mean
that simple geometric spreading cannot be assumed from the
measuring point and hence an underestimation of the zone of
audibility.

2. Auditory sensitivity: Hearing curve extrapolations

Few studies have dealt with hearing at very low frequen-
cies in marine mammals and no thresholds are available for
the lowest frequencies found in the turbine noise. In order to
access the audibility of the noise, an extrapolation of existing
audiogram data is needed. One low frequency audiogram is
available for harbor seal �Kastak and Schusterman, 1998�. It
spans the frequency range from 75 to 6400 Hz, which only
partially overlaps with the frequency range of the wind tur-
bine noise. Likewise, a single audiogram with information
on low frequency hearing is available for harbor porpoise
�Kastelein et al., 2002�, covering the frequency range down
to 250 Hz. Mammalian audiograms, including those of ma-
rine mammals, have in common a characteristic gradual in-
crease in thresholds for low frequencies, with a slope of ap-
proximately 35 dB per decade �Stebbins, 1983; Au, 1993�.
Thus, the audiograms of harbor seal and harbor porpoise
were extrapolated by a straight line with a slope of 35 dB per
decade for frequencies below 75 Hz for the harbor seal and
250 Hz for the harbor porpoise �Fig. 1�. This extrapolation is
critical, and especially for species where no data on auditory
sensitivity are available, the assumptions regarding audio-
grams are of utmost importance in estimating the zones of
audibility.

3. Critical bandwidths

In order to compare broadband noise to an audiogram,
the noise level must be stated in critical band levels, describ-
ing sound power per critical bandwidth �as done by Erbe and
Farmer, 2000�, instead of using the standard expression of
sound power per 1 Hz bands. Assumptions on the width of
the critical bands will affect calculations of the zone of au-
dibility. Narrow critical bands, which may be seen as an
adaptation to high-resolution frequency discrimination �Au,
1993�, will result in less sensitivity to broadband noise
whereas the opposite is true for wide critical bands �Au et
al., 2004�. Good estimates of critical bandwidths are thus
necessary when estimating the possible impact from man-

made noise on marine mammals. Not much is known about
the critical bandwidths of harbor porpoises and harbor seals
at the low frequencies considered in this study. The harbor
seal critical bandwidth has been measured by Terhune and
Turnbull �1995�, and the harbor porpoise estimated indirectly
by Popov et al. �2006�. The critical bandwidth for harbor
seals has only been measured for frequencies above 4 kHz,
and changes from 1/3-octave at 4 kHz to approximately 1/6-
octave at 30 kHz. The critical bandwidth for ringed seals
�Phoca hispida� �Terhune and Ronald, 1975� and northern
fur seal �Callorinus ursinus� �Moore and Schusterman, 1987�
is less than 1/6-octave in the frequency range between 2 and
30 kHz. Common for these two species is that the critical
bandwidth increases for lower frequencies, increasing the
sensitivity to broadband noise. Based on these data it is as-
sumed that the critical bandwidth for harbor seals has a pat-
tern similar to the two other pinnipeds and thus is between
1/6- and 1/3-octave wide in the frequency range below 1000
Hz.

Critical bandwidth measurements for cetaceans below 1
kHz are only available for the beluga �Delphinapterus leu-
cas) �Johnson et al., 1989�. It varies from 1/12-octave at 1
kHz to approximately 2/3-octave at 200 Hz. The critical
bandwidth of harbor porpoises was assessed by Popov et al.
�2006� using auditory brainstem responses with pure-tones
both as signals and maskers. In contrast to what is known for
all other mammals, the bandwidth of the auditory filters in
the harbor porpoise and the Finless porpoise �Neophocoena
phocaenoides� was found to be approximately constant on a
linear scale �constant bandwidth with increasing center fre-
quency�. Other mammals, including odontocetes such as
bottlenose dolphin �Tursiops truncatus� �Johnson, 1968; Au
and Moore, 1990� and False killer whale �Pseudorca
crassidens� �Thomas et al., 1990�, have auditory filter band-
widths that are approximately constant on a logarithmic scale
�constant ratio of bandwidth to center frequency�. The mea-
surements of Popov et al. �2006� indicate a constant filter
bandwidth of around 3–4 kHz, irrespective of the center fre-
quency in the range 20–150 kHz. Extrapolating to lower fre-
quencies indicates that the critical bandwidth could be as
much as several octaves in the frequency range of the turbine
noise. As the main energy in the turbine noise is localized at
a few prominent tonal peaks, broader filter bandwidths in
this range would mean that the turbine noise would be
masked by the broadband background noise and thus, if any-
thing, would be harder to detect for the porpoises than the
predictions in Table II, based on an assumption of 1/3-octave
filter bands.

B. Zone of responsiveness

As described in the Introduction, the zone of responsive-
ness is not as straightforward to define and estimate as the
zone of audibility and the zone of masking, but must be
estimated based on actual observations. A number of studies
have addressed the effect of various sound sources on the
behavior of seals and porpoises, both in captivity and in the
wild �most of these are summarized in Southall et al., 2007�.
It is difficult to generalize from these studies to the turbine
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noise of this study, but in general no studies have demon-
strated significant behavioral reactions at received levels be-
low about 100 dB re 1 �Pa rms for odontocetes and about
140 dB re 1 �Pa rms for pinnipeds. Due to the poor hearing
capabilities of harbor porpoises within the turbine noise fre-
quency range behavioral effects are unlikely, even at close
range, simply because they cannot hear the noise, unless very
close to the turbine. Harbor seals on the other hand have
better hearing, but as summarized by Southall et al. �2007�
they are more tolerant to underwater noise than odontocetes
and it is questionable whether they would experience levels
exceeding 140 dB re 1 �Pa rms, even if they were next to
the foundation. For the three turbines in this study the extent
of the zone of responsiveness is thus considered small and
insignificant. Other turbines, however, may produce louder
noise or more importantly peak energies at higher frequen-
cies. In this case the zones of responsiveness would be larger,
but until a better general knowledge of underwater noise for
other types of turbines is available, the possibility of behav-
ioral effects should not be dismissed.

C. Zone of masking

In order for a signal to be masked by noise there must be
an overlap between the frequencies of the signal and those of
the noise. For a broadband signal to be masked by broadband
noise it is reasonable to assume that the noise has to be at the
same intensity as the signal �Green, 1969� and if the signal
contains strong tonal components, even higher noise levels
are needed �Au and Moore, 1990�. Harbor seals are very
social animals and are known to use a wide variety of com-
munication sounds. Hanggi and Schusterman �1994� and
Bjørgesæter et al. �2004� reported numerous different under-
water sounds, several of which have components in the fre-
quency range below 1000 Hz. All of these display sounds
overlap with the wind turbine noise and they could poten-
tially be masked to some degree. However, the broadband
nature of the harbor seal sounds, as well as the low intensity
of the turbine noise, makes it unlikely that communication
signals are masked unless either the calling or the listening
seal is located immediately next to the turbine foundation.
The zone of masking is thus considered insignificant for har-
bor seals.

Harbor porpoises use ultrasound for echolocation and
communication. Their signals have a peak frequency about
130 kHz and contain virtually no energy below 100 kHz
�Møhl and Andersen, 1973; Teilmann et al., 2002�. Thus, the
reception of these sounds cannot be affected by the turbine
noise, which has energy at very low frequencies. The low
sensitivity of porpoise hearing at low frequencies �as com-
pared to seals� suggests that passive listening for sounds be-
low 1000 Hz does not play a significant role for the por-
poises. Zone of masking is thus considered to be zero for
porpoises.

D. Zone of hearing loss, discomfort, and injury

As described in the Introduction, there is common agree-
ment that the intensity of sounds eliciting TTSs can be used
as the lower limit for defining the zone of damage �however,

see Southall et al., 2007 on the application of PTSs in impact
assessment�. TTS elicited by continuous noise exposure has
been measured in harbor seals �Kastak et al., 1999�. It was
found that 20 min of exposure to octave band white noise, 60
dB above the harbor seal hearing threshold at 100, 500, and
1000 Hz center frequencies �i.e., approximately 155, 144,
and 140 dB re 1 �Pa, respectively� resulted in an average
4.8 dB temporary decrease in hearing sensitivity. These lev-
els are considerably higher than those to which a seal or
porpoise will be exposed to when close to wind turbine, and
animals remaining even very close to the foundation are un-
likely to experience any hearing damage �temporary or per-
manent�. For the types of turbines studied here there is thus
no zone in which seals or porpoises are exposed to danger-
ously high levels of noise.
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An exhaustive study has been made into the potential improvement in attenuation and focusing of
phononic crystal arrays resulting from the deliberate creation of vacancies. Use is made of a
stochastic search algorithm based on evolutionary algorithms called the epsilon variable
multi-objective genetic algorithm which, in conjunction with the application of multiple scattering
theory, enables the design of devices for effectively controlling sound waves. Several parameters are
analyzed, including the symmetries used in the distribution of holes and the optimum number of
holes. The validity and utility of the general rules obtained have been confirmed experimentally.
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I. INTRODUCTION

During the past decade, new materials for controlling
sound waves have been successfully designed and used. De-
vices formed by arrays of scatterers embedded in another
medium with a periodical modulation of the physical prop-
erties between them have been shown to be useful alterna-
tives to homogeneous materials. The behavior of phononic
crystals �PCs� formed from periodic arrays of cylinders in
the range of wavelengths larger than the separation between
the scatterers is a topic of increasing interest. In the ranges of
frequencies related to the periodicity of the array formed,
these systems present spectral band gaps where the propaga-
tion of sound is forbidden. A considerable effort has been
made studying their physical properties,1–4 and this research
has lead to the development of acoustic devices based on
these materials.5–8

In recent years, there has been a growing interest in
increasing and optimizing the sonic properties of these ma-
terials. The main motivation has been the development of
technology for controlling sound. Some studies show perfor-
mance improvements by means of varying the physical prop-
erties of the scatterers used: scatterers with resonant acoustic
properties9–12 or acoustic absorption.13 Other possibilities in-
clude using scatterers with different shapes,14,15 or varying
the position of the scatterers in order to change the properties
of the array. In this context, some authors analyzed the use of
high-symmetry quasicrystals as acoustic lenses.16

The properties of defect modes and their application as
waveguides and acoustic filters have attracted a great deal of

interest for many years,17–24 but the discussion of this mecha-
nism and its properties are outside the scope of this work.
Nevertheless, one of the strategies often used in the enhance-
ment of the properties of PCs is based on the creation of
defects in the starting array. Some authors demonstrated the
possibility of increasing the attenuation capability of these
materials by creating a periodic distribution of defects in the
array.25 Other authors used the creation of vacancies in con-
junction with optimization algorithms, such as the genetic
algorithm, as a method to increase the attenuation properties
or to create lenses based on PCs.26–29 There are clear advan-
tages in using this method in the design of devices based on
PCs, and this seems a suitable method for designing devices
that are lighter and cheaper than complete PCs. Moreover, in
some cases, as in the case of acoustic barriers, these new
devices could be more competitive—both acoustically and
economically—than the classical screens currently used.
However, a study to analyze and systematize the best strat-
egy for the mechanism that creates the holes seems neces-
sary.

In this paper, we investigate the optimization of the
acoustic properties of these materials using the mechanism
for the creation of vacancies �subsequently referred to as
“holes”� in starting and complete two-dimensional �2D� PCs.
Our aim is to provide general rules regarding �i� the optimum
number of vacancies and �ii� how these vacancies should be
distributed inside the crystal. Our approach to this problem
consists of optimizing several acoustic properties simulta-
neously by means of a search algorithm. This situation is
usually known as a multi-objective problem and may be
solved with an optimization algorithm called the multi-
objective evolutionary algorithm.30 In this work, we have
used a new implementation of this tool based on genetic
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algorithms, termed the epsilon variable multi-objective ge-
netic algorithm �evMOGA�,31,32 in conjunction with a mul-
tiple scattering theory �MST�.33 A parallel implementation of
the evMOGA method is used here, and the execution time of
the optimization process is drastically reduced. This ap-
proach has not been previously used in 2D PC design due to
the fact that, until now, the optimization of the sonic proper-
ties of these materials has been considered as a single objec-
tive problem.26–29 The rest of the paper is arranged as fol-
lows. In Sec. II, we define the method of calculation. The
results and discussion are developed in Sec. III. The experi-
mental results that support our conclusions are presented in
Sec. IV. Finally, we explain our conclusions in Sec. V.

II. METHOD OF CALCULATION

A. MST

Several mathematical methods have been used in recent
years to study the physical behavior of PCs. These methods
can be classified as theoretical or phenomenological. The
former are based either on mathematical functions with a
fixed symmetry or on a numerical resolution of the wave
equation.34,35 Phenomenological methods are based on ex-
perimental data obtained in specific situations.36 In this pa-
per, we have used a theoretical method called MST.

When an incident sound wave travels inside a PC, a
multiple scattering process is produced due to the periodicity
of the scatterers in the array. MST �Refs. 34–37� is based on
the well-known Korringa–Kohn–Rostoker theory38,39 and is
a self-consistent theoretical method for calculating acoustic
pressure. It includes all orders of scattering for mixed and
high contrast composites. In this work, we have used a 2D
MST for rigid cylinders with Neumann boundary conditions.
The total acoustic pressure incident around the nth cylinder
is the combined effect of the total acoustic incident pressure
and the scattered pressure. Then,

Pin
n �r� = P0�r� + �

j=1,j�1

N

Ps�r,r j� . �1�

We can express the total acoustic pressure incident around
the jth cylinder as

Pin
n �r� = �

q=−�

q=�

Bq
nJq�k�r − rn��eiq�r−rn. �2�

The incident pressure from the source with respect to the
coordinates centered at ri is

P0�r� = �
q=−�

q=�

Sq
nJq�k�r − rn��eiq�r−rn, �3�

and the scattered pressure is

Ps�r,rn� = �
q=−�

q=�

�
l=−�

l=�

i�Al
jHl−q�k�rn − r j��ei�l−q��rn−r jJq�k�r

− rn��eiq�r−rn. �4�

Using Eqs. �2�–�4� in Eq. �1�, we obtain the following coef-
ficient equation:

Bq
n = Sq

n + �
j=1,j�1

N

�
l=−�

l=�

i�Al
jHl−q�k�rn − r j��ei�l−q��rn−r j. �5�

To solve Eq. �5�, we have to relate the coefficients Bq
j

and Aq
j . This can be achieved with the Neumann boundary

condition:

� �Pext

�n
�

r=r0

= 0, �6�

where n represents the normal direction of the boundary sur-
face. The coefficients Aq

j can then be obtained, and the acous-
tic pressure at any point outside the cylinders is

P�r� = i�H0
�1��k�r�� + �

l=1

N

�
q=−�

q=�

i�Aq
l Hq�k�r − rl��eiq�r−rl,

�7�

where N is the number of cylinders with radius r located at rl

�with l=1, . . . ,N�, k is the wave number, i is the imaginary
unit, H0

�1� the zeroth order first-type Hankel function, �r−rl
the

azimuthal angle of the vector r−rl to the positive x-axis, Alq

are the coefficients of the series expansion of the pressure,
and Hlq is the qth order first-type Hankel function.

Although MST can be used to calculate accurately the
dispersion relation of mixed composites where the contrast
between the material parameters of scatterers and the host is
very high,40 the MST method presents some problems from
the point of view of its use in classical optimization methods
due to the large set of parameters involved: the type of de-
pendencies, the size of the decision space �number of pos-
sible configurations of structures, i.e., PCs with or without
holes�, and the computational time show the complexity of
the problem. The coefficients of the series expansions in the
MST, Aq

l , are determined numerically from the equations ob-
tained using the boundary conditions, and their values are
related to both the frequency and the parameters defining the
PC. As a consequence, the acoustic pressure, Eq. �7�, de-
pends simultaneously on discrete and continuous variables
and is difficult to optimize.

An optimization method looks for the best solution in
the decision space �also known as search space, see Fig. 1�,
that is, the space occupied by all the possible configurations
of structures in our problem. Each structure is characterized
by a vector of dimension N, where each coordinate is related
with a position in the starting PC, so that the value of each

FIG. 1. �Color online� Example of a multiobjective optimization problem
with 2D decision and objective space.
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coordinate represents the existence of a cylinder, or a hole, in
each position of the starting PC. Then, the dimension of the
decision space is N and the size is 2N. We also have to take
into account that the computational time to calculate Aq

l in-
creases to the third power of the number of cylinders �dimen-
sion of the decision space�, N3. So, the large existing number
of cylinders in the designed devices implies considerable
computational time. Finally, difficulty is added by the fact
that the pressure calculated by MST depends on several vari-
ables of different types �real, integer, etc.�. Therefore, the use
of classical optimization methods is not feasible. Fortunately,
the parallel implementation of the evMOGA method used in
this work enables us to overcome these problems.

B. Multi-objective evolutionary algorithm

Decisions about optimal design in many scientific or en-
gineering areas involve searching for compromises between
different objectives. It is natural to look for the best solution
to each objective. However, if objectives are in conflict, an
improvement in one, or more, objectives means a worsening
in one, or more, of the other objectives. The difficulty is the
absence of a single optimal solution. Problems where several
conflicting objectives have to be optimized simultaneously
are known in the literature as multi-objective optimization
problems. For this type of problem, the optimal solution is a
set called the Pareto set �p. The main characteristic of the
members of this set is that any of the solutions is better than
the other solutions for some of the objectives—meaning that
all solutions are optimal in some sense. Basic concepts for
these kinds of problems are illustrated in Fig. 1 for a mini-
mization problem with two objectives �J1 and J2� and two
decision variables ��1 and �2�. The problem is set as

min J��� = min�J1���,J2���� subject to � = ��1,�2� � S .

�8�

One of the important definitions in this tool is the con-
cept of dominance: a point �x= ��1

x ,�2
x� is dominated by an-

other point �y = ��1
y ,�2

y� if at least one of the objectives of �x

�J1��x� or J2��x�� is worse than the corresponding �y objec-
tive �J1��y� or J2��y��. This is true providing the rest of the
objectives are equal.

Figure 1 shows, as an example, a situation where �a

dominates �c, but not �b. The gray area represents all the
points �in the objective space� dominated by �a.

We can define the Pareto set �and its corresponding
Pareto front� as the set of nondominated points. The Pareto
set in Fig. 1 is referred to as �p and the Pareto front as
J��p�.

Solving a multi-objective optimization problem by ob-
taining the Pareto optimal solution �Pareto set and Pareto
front� is not a trivial problem. For instance, some problems
present an infinite number of points, and these problems
must be solved by means of classical multi-objective optimi-
zation algorithms.41 In essence, the aim of these algorithms
is to obtain a discrete approximation of the Pareto set �

p
* and

Pareto front J��
p
*� in a distribution near J��p�, while ensur-

ing that solutions are not too near each other �since they
would then be more or less the same� and attempting to

characterize all of the Pareto front �see Fig. 1�. However,
classical algorithms are sometimes not the best option in
problems where the shape of the Pareto front is complicated
and shows problems of discontinuity.

An interesting alternative for solving multi-objective op-
timization problems is based on the use of evolutionary al-
gorithms, which enable the simultaneous generation of sev-
eral elements of the Pareto optimal set in parallel and in a
single run. Evolutionary algorithms �or evolutionary compu-
tations� are inspired by biological evolution: reproduction,
mutation, recombination, and selection.30 An initial popula-
tion �a set of possible solutions� evolves by applying genetic
operators that combine the characteristics of some of the in-
dividuals of the population. At each iteration of the algo-
rithm, the population changes and tries to converge to the
optimal solution �p, J��p�.

A number of authors have developed different operators
or strategies for converting the original single objective evo-
lutionary algorithms into multi-objective optimization evolu-
tionary algorithms that converge toward the Pareto optimal
set with a set that is sufficiently discrete and diverse to be
able to characterize it.42 The good results obtained with this
type of algorithm, together with their ability to handle a wide
variety of problems with differing degrees of complexity,
explains their increasing use in many situations.43

The algorithm used in this work is one of the most re-
cent developments in MOGA. The evMOGA is an elitist
multi-objective evolutionary algorithm based on the concept
of epsilon-dominance.44 A complete and detailed version of
the evMOGA algorithm is described in Refs. 31 and 32. The
evMOGA algorithm obtains a discrete approximation of the
Pareto set, �

p
*, that converges toward the Pareto optimal set

�p in a smart way �in this type of distribution the more
sloped a zone of the Pareto front, then the more points that
are used to characterize the zone�, and using limited memory
resources.

One of the limitations of multi-objective optimization
evolutionary algorithms is their high computational cost. For
each individual of the chosen population, the objective func-
tions have to be computed, and in most cases, this represents
the costly part of the algorithm. Improvements in execution
time have been obtained with a parallel implementation of
evMOGA. Several alternatives for parallelization are
possible,45 and we have chosen the master-slave configura-
tion. In this architecture, one processor works as master, ex-
ecuting the evolutionary tasks of evMOGA, while the other
processors evaluate the objective function �see Fig. 2�.

The master has to send a point in the decision space �or
a set of points� to each slave, which then perform an objec-
tive function evaluation, and returns the results to the master.
The master works synchronously, waiting for all the objec-
tive function values from each slave. After receiving all the
values, the master performs the evolution to produce the next
iteration and then sends the new population to the slaves for
evaluation. This type of implementation is the simplest and
does not change evMOGA operators or behavior. Thus, the
optimization process is divided into three main procedures:
evolution, communication between master-slaves, and the
objective function evaluation. If the evolution and the
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master-slave communication do not have a high computa-
tional cost, the overall time is theoretically divided by the
number of slaves. So, the master-slave configuration offers a
significant saving of time.

C. Starting conditions: Strategies in the creation of
holes

In this paper, we seek to improve the acoustic properties
of 2D PCs formed by isolated and rigid cylinders in air. We
chose a starting PC containing 73 �4 cm diameter� cylinders,
positioned in seven rows in a triangular pattern with a lattice
constant a=6.35 cm. We have calculated, by means of MST,
the acoustic pressure of the optimized samples for a prede-
termined range of frequencies, at a point located 1 m from
the middle of the PC and in the �X direction �Fig. 3�.

The optimized structures are obtained by means of the
creation of vacancies, i.e., removing cylinders in the starting
PC. To design these structures, we have used four strategies
in the creation of vacancies by taking into account the sym-
metry axis of the starting PC �Fig. 3�: �i� symmetry around
the X axes �symX�, �ii� symmetry around the Y axes �symY�,
�iii� symmetry around both the X and Y axes �symXY�, and
�iv� random �nosym�.

D. Characterization of the devices obtained

Due to the nature of multi-objective problems, the opti-
mized solution is represented by a set of structures �Pareto
set, see Sec. II B�. It seems necessary to define suitable tools
to characterize these optimized structures. Moreover, these

tools will enable a comparison among the different optimized
samples. We have defined both optimizing and structural
tools. The former help arrange the resulting samples as a
function of their acoustic properties. These tools are Pareto
front �PF�, optimizing factor �Of�, and area of the spectrum
�AS�. Structural tools help establish the best arrangement of
the vacancies for enhancing the acoustic properties of the
resulting devices. These parameters are fraction of vacancies
�Fv� and asymmetry �A�. These tools are defined as follows.

Pareto front �PF�. As we have mentioned above, in the
approach to multi-objective optimization problems, the no-
tion of optimized structures changes because the solution is a
good compromise between the objectives involved in an op-
timization process. Thus, we do not normally obtain a single
solution, but a set of solutions called the Pareto optimal set,
which is mapped by the objective functions of the Pareto
front �see Fig. 1�. All points representing the PF correspond
to optimum solutions. However, in our case, with two objec-
tive functions, we can see in Fig. 1 that an optimal solution
with respect to one of the objective functions implies a low
optimization with respect to the other function. Therefore,
we need to define some decision criteria to choose the most
suitable solution. This solution is characterized by the defi-
nition of the Q-vector that is a point of the PF. If we consider
k objective functions, the Q-vector is defined in such a way
that its distance to the origin is minimal in the objective
space,

Q/min�	�
i=1

k

Ji�Q�2
 . �9�

This point is a compromise between all the objective func-
tions optimized, and offers the best stability with respect to
the optimization procedure.

Optimizing factor �Of�. This parameter helps determine
how much better each optimization is with respect to the
other optimizations, quantifying the improvement of the op-
timization process. Given several Pareto fronts for the same
optimization problem, we define the optimization factor �Of�
as the Euclidean distance between the points Q of any two
different PFs. Thus, if we consider Q1 and Q2 as two PF
Q-vectors, then

Of =	�
i=1

N

�Q1i − Q2i�2. �10�

An important parameter used to measure the improvement
obtained by the Pareto fronts is the so-called ideal point.46

The ideal point is defined as the vector formed by the lowest
components among all points in the PF. That is, the first
components of the ideal point are the minimum value of all
first components of the points in the PF; the second compo-
nent is obtained in the same way. Distances to the ideal
point, measured in the objective space, are one of the classi-
cal solution quality indices in multi-objective optimization.
However, the ideal point is not easy to find in practice. The
Q-vector that corresponds to a real structure is easy to find in
practice, and it is near to the value of the ideal point in our
optimization problem. In addition, Q-vector provides infor-

FIG. 2. Master-slave architecture for parallel evMOGA.
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FIG. 3. Starting conditions for the analysis. The inset shows an example of
each of the different strategies used in the creation of vacancies in the
starting PC.
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mation about the goodness of the optimization results.
Area of spectrum (AS). This is an important parameter

based on the acoustic spectrum generated by the considered
sample. It is defined as the area enclosed between the posi-
tive range of spectra, and the 0 dB threshold line in the range
of selected frequencies. This parameter measures the sonic
capability of the considered structure, and increasing its
value means an improvement in sonic properties. This pa-
rameter has been used in previous works for attenuation
cases.29

Fraction of vacancies �Fv�. This structural parameter
provides information about the number of existing vacancies
in the resulting sample. We define this parameter as the num-
ber of vacancies with respect to the total number of cylin-
ders:

Fv =
Nv

N
, �11�

where Nv is the number of created vacancies, and N is the
total number of cylinders in the starting PC. Fv belongs to
the interval �0, 1�.

Asymmetry (A). This structural parameter enables the
distribution of the created vacancies in the resulting samples
to be determined—taking into account the asymmetry of the
existence of each vacancy with respect to the symmetry axes
of the starting PC �X and Y�. We define this parameter as

A =
Ax + Ay

2
, �12�

where Ai �i=x ,y� represents the asymmetry with respect to
the i-axis, which is defined as

A =
� j=1

N�A�bj − bj��

2Nv
, �13�

bj and bj take the values 1 or 0—depending on the existence,
or not, of the cylinder in position j, or in the symmetrical j,
with respect to a symmetry axis of the starting PC. Nv is
again the number of created vacancies. The parameters b and
b� are binary vectors with dimensions equal to the total num-
ber of cylinders N. Thus, we have defined the asymmetry
distribution function �A as

�A�x� = �1 if x � 0

0 if x = 0.

 �14�

With these definitions, A belongs to the interval �0, 1�.
General rules for building optimized devices for each

sonic application based on these tools is given in Sec. III.

III. RESULTS AND DISCUSSION

In this section, we discuss the improvement of two main
PC sonic properties by means of the creation of vacancies.
Specifically, we want to independently increase their attenu-
ation and their focusing properties. In each case, we are in-
terested in optimizing, several spectrum properties. Because
of this, we have considered these situations as multi-
objective optimization problems to be resolved using the ev-
MOGA method. The methodology followed involves the

generation of vacancies in a starting PC using four different
symmetry strategies, as explained above, so that the opti-
mized samples present fewer cylinders than the starting PC.

evMOGA works by minimizing the functions under
study �objective functions�. Two objective functions based
on the pressure values obtained by the MST have been used
in both attenuation and focusing cases. The resulting samples
that present the best values of the two objective functions are
selected by evMOGA when forming the Pareto front. The
analysis of the PF, and the other tools defined above, will
enable us to approach the best strategy.

Multiple execution of evMOGA has been performed to
increase the reliability of the results. Four runs were made
for each of the analyzed symmetries. The first execution
starts with differing constraints and initial populations, but
takes into account the starting PC. The following runs start
with the best structures found in the previous runs.

A. Attenuation sound devices

The first step in our attenuation study consists of
defining the objective functions chosen for optimizing the
acoustic attenuation of the starting PC, in a predetermined
point of measurement, for a range of frequencies �f
= �2300,3700� Hz analyzed at intervals of �f =50 Hz� and in
the �X direction. We are interested in maximizing the acous-
tic attenuation level and stability. In other words, we want to
obtain a high attenuation level in a predetermined range of
frequencies, with the least possible fluctuation in the attenu-
ation spectrum.

Acoustic attenuation at a point �x ,y�, due to an incident
plane wave of frequency f traveling through a PC formed by
an array of scatterers of radius rl placed at �Xcyl ,Ycyl� coor-
dinates, is defined as

Attenuation�dB� = 20 log� 1

�p�x,y,Xcyl,Ycyl, f ,rl��

 , �15�

where p is the value of the acoustic pressure and is obtained
by means of the MST. Attenuation is normalized for an inci-
dent acoustic pressure equal to unity. From Eq. �15�, it is
easy to conclude that maximizing sound attenuation means
minimizing acoustic pressure. Taking into account this fact,
we have defined two objective functions, J1 and J2, repre-
senting the mean pressure and the mean deviation, respec-
tively, in the range of frequencies considered,

J1�x� = p̄ =
�i=1

Nf �pi�x��

Nf
, �16�

J2�x� =	�i
��pi�x� − p̄��2

Nf
2 , �17�

where Nf represents the number of frequencies considered in
the range under study �Nf =29, in our case� and x
= �Xcyl ,Ycyl� represents the variable under study, meaning the
position of the existing cylinders in the sample. Minimizing
these functions implies obtaining a maximum for the acous-
tic attenuation in the chosen range of frequencies. J1 is re-
lated with the attenuation level in Eq. �16�, and J2 represents
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the stability of the attenuation level in the range of consid-
ered frequencies in Eq. �17�. We consider the attenuation
level as the truly important function in this study—stability
being a refinement of the obtained results, as shown below.

Figure 4�a� shows the Pareto fronts for the results ob-
tained by evMOGA with the four vacancy generation strate-
gies used. Their position in the plot implies the improved
capability of the obtained attenuation properties. The closer
the Pareto fronts are to the origin of the coordinates, the
better the optimization. This is due to the fact that a low J1

implies a high attenuation level through Eq. �16�, and a low
J2 represents lower mean deviation. We can arrange the strat-
egies used as a function of the results shown: nosym
�symY �symX�symXY. It can be seen that the nosym
strategy presents the highest optimization levels for the ob-
jective functions, and symXY seems the worst.

Moreover, we can compare the acoustic attenuation level
for both the optimized samples and the starting PC. To do
this, we will use the optimizing factor parameter. Taking into
account that the Q-vector for the PF corresponding to the
nosym strategy is �J1 ,J2�= �0.0575,0.0052�, and the values
for the starting PC are J1=0.4633 and J2=0.056, we can
obtain the value of the optimizing factor, Of =0.4090. It
seems that the attenuation level �J1� is the truly important
function in our study. Because for both cases, the difference
between their values is similar to the Of value. So, it seems
that J2 plays a secondary role in our attenuation study, rep-
resenting the stability of the attenuation level. Finally, the
value of Of indicates that, physically, the creation of vacan-
cies in a starting PC seems a suitable strategy for improving
the attenuation characteristics of PCs. Thus, the value of Of

means that, in acoustic terms, there is a difference in the
attenuation capacity between the starting PC and the best
sample of the nosym strategy value at 18.5 dB.

After looking at Fig. 4�a�, it seems possible to quantify
the differences between the acoustic attenuations obtained
among the four considered strategies. Regarding the
Q-vectors of the best �nosym� and the worst �symXY� strat-
egies, the value of the Of parameter is Of =0.0907. This
value represents an attenuation difference of 8.2 dB between
both optimized samples.

To quantify how much better each strategy of vacancy
generation is when compared to the others, we have analyzed
the area of spectrum �AS� parameter, called in this case,
attenuation area �AA�. This parameter has been calculated
for the spectra of all the optimized samples shown in Fig.
4�a�. The points in Fig. 4�b� represent the value of the AA

parameter for each resulting optimized structure in each of
the symmetries of vacancies used, and the lines represent
each average value of the parameter. The biggest AA corre-
sponds to the nosym strategy, and this fact means that the
resulting optimized samples obtained with this strategy show
the best improvement in their attenuation properties.

Figure 5 can help us understand Figs. 4�a� and 4�b�.
Here, we present the attenuation spectra of the resulting
samples marked in Fig. 4�a� as Q1, Q2, Q3, and Q4, corre-
sponding to the Q-vectors of each strategy of vacancy
generation—analyzed together with that corresponding to the
starting PC. The best average, as we have mentioned above,
corresponds to the nosym strategy. Note that the values of
the objective functions for the resulting samples shown in
Fig. 4�a� are in very good agreement with the MST spectra
simulations shown in Fig. 5. Thus, we can compare the im-
provement of both J1 �mean pressure� in Fig. 4�a� and the
average attenuation in Fig. 5. In Fig. 4�a�, it can be seen that
J1

Q4 �J1
Q2 �J1

Q3 �J1
Q1, and this is in good agreement with the

results obtained in Fig. 5: nosym�symY �symX�symXY.
It can also be observed that the improvement of J2 in the
process is not as significant as the improvement of J1. In Fig.
5 the predominance of the attenuation level criterion in the
attenuation spectra of the resulting samples can be seen.

In short, taking into account the results obtained for the
optimizing tools defined in Sec. II D �PF, SA, and Of�, the
nosym strategy for creating vacancies in a starting PC seems
the most suitable method for improving the acoustic attenu-
ation properties of PCs. A possible explanation may be that
evMOGA produces an optimized combination of holes;
therefore, the multiple scattering process is able to increase
the acoustic attenuation. To attenuate a range of frequencies,
a large combination of distances between scatterers inside
the PC is necessary to obtain an acoustic attenuation greater
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FIG. 4. �a� Pareto fronts for the different symmetries of generation of va-
cancies used for attenuation effect; �b� attenuation area for each analyzed
symmetry.
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than that corresponding to the starting PC modulating the
phase. Among the four analyzed symmetries, the random
symmetry presents more varying distances and, conse-
quently, more attenuated frequencies.

The next step consists in obtaining some general rules
about the number of vacancies and their distribution on the
starting PC, as required to obtain structures with optimized
attenuation properties. This has been achieved using the
structural tools defined in Sec. II D: the fraction of vacancies
�Fv� and asymmetry �A�. In Fig. 6�a�, we show the values of
the asymmetry parameter for each of the analyzed symme-
tries in the creation of vacancies. In the case of the nosym
strategy, it can be seen that the optimized value of the asym-
metry is around 60%. This result indicates the method to
create vacancies in the starting PCs to optimize attenuation
properties, according to the definition of asymmetry. Note
that the corresponding value of this parameter for the symXY
vacancies is AsymXY =0 due to the definition of asymmetry.
Moreover, taking into account the Pareto fronts shown in
Fig. 4�a�, symXY becomes the worst strategy to increase the
attenuation properties of PCs; therefore, the value of the A
parameter is in good agreement with the results obtained
with the PF. Accordingly, only the three remaining symme-
tries have been analyzed.

Figure 6�b� shows the results of the study of the fraction
of vacancies. This parameter gives us the optimum number
of vacancies for each of the considered strategies. It can be
seen that for the best strategy �nosym� obtained above, the
value of this parameter is the highest, and it is around 43% of
the total number of cylinders in the starting PC. We have
shown in this section, by means of the use of both optimiza-
tion and structural parameters, that �i� the creation of vacan-
cies is a suitable method for increasing the acoustic attenua-
tion properties of PCs and �ii� the nosym strategy seems the
best method for creating vacancies. Moreover, we have ob-
tained general rules for creating random �nosym� vacancies
in a PC based on the structural parameters defined. The op-
timal values of A and Fv to build an optimal structure should
be 59% of asymmetry and 43% of vacancies. These values
correspond to the best devices in terms of improved acoustic
attenuation.

B. Focusing sound devices

This section examines the optimization of the focusing
properties of PCs by means of the creation of vacancies
in a starting PC. Specifically, the aim is to increase the fo-

cusing properties of these materials, in a predetermined
point of measurement, for a range of frequencies �f
= �1400,2000� Hz, analyzed at intervals of �f =50 Hz� and
in the �X direction. Note that the chosen range of frequen-
cies is just below the first band gap, that is, inside the first
transmission band. As in the case of attenuation optimiza-
tion, we have defined two objective functions, taking into
account that the aim is to maximize the acoustic pressure at
the predetermined point. The acoustic focusing level is de-
fined as

Focalization�dB� = 20 log��p�x,y,Xcyl,Ycyl, f ,rl��� , �18�

where p again means acoustic pressure calculated by MST.
As in the case of acoustic attenuation, the objective is to
obtain a high pressure level with a small fluctuation of the
pressure spectrum. Thus, the objective functions J3 and J2 to
minimize are defined as

J3�x� =
1

p̄
=

Nf

�i=1

Nf �pi�x��
, �19�

J2�x� =	�i
��pi�x� − p̄��2

Nf
2 , �20�

where x= �Xcy ,Ycy� and Nf are defined as in the attenuation
case. Note that J2 is the same objective function used in the
optimization case explained above, and this means the sta-
bility of the pressure level is in the range of the considered
frequencies. The minimization of J3 implies a high level
pressure �focusing effect�. Again, the pressure level has been
considered as the main parameter in this study, pushing sta-
bility into the background of the obtained results.

Figure 7�a� shows the Pareto fronts with the optimiza-
tion results using the four strategies for creating vacancies
obtained by evMOGA for the focusing case. Here, as in the
case of the attenuation analysis, the same order can be seen
in the strategies used as a function of the obtained optimiza-
tion: nosym�symY �symX�symXY. Figure 7�a� shows
that the nosym strategy offers higher optimization levels for
the objective functions, and symXY offers the worst strategy.
However, due to the small separation between all the Pareto
fronts, it can be concluded that the vacancy creation strategy
chosen to optimize the focusing properties of the PCs is un-
important. This result is in agreement with the reasoning and
the strategy followed by several authors25 in the case of fo-
cusing optimization. Moreover, the creation of vacancies
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FIG. 6. �a� Asymmetry parameter and �b� fraction of vacancies for each
analyzed symmetry. The points represent the value of the parameter for each
of the optimized structures obtained, and the line represents their average
value.
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seems less efficient in the optimization of the focusing than
in the case of attenuation. Again, we can evaluate the opti-
mization process by comparing the values of the Of

parameter between the nosym strategy and the starting PC.
The Q-vector for the nosym strategy is �J3 ,J2�
= �0.6196,0.0027� and the corresponding objective function
for the starting PC is J3=0.6428, J2=0.0437. The calculated
value of the optimizing factor is Of =0.0471. This means an
improvement in the focusing properties equal to 0.4280 dB.
In this case, Of means a low optimization level compared
with that obtained in the attenuation case �Of =0.4090 mean-
ing 18.5 dB� in the focusing properties of the PC.

To support these results, we can analyze the area of
spectrum �AS� tool, refered to as the focusing area �FA�. This
optimization parameter has been calculated in the same way
as the attenuation case. Figure 7�b� shows the FA for the
analyzed strategies, and the similarity between the average
values for all the strategies used can be seen.

Figure 8 enables the above results to be collaborated.
This figure shows increases in the acoustic level in the range
of frequencies under study, and for the predetermined point
of measurement of the coordinates �1, 0�. It can be clearly
seen that the difference in acoustic level between the ana-
lyzed symmetries is smaller when compared with the acous-
tic attenuation case.

We have studied the behavior of the structural tools in
order to provide some general rules about the number of
vacancies and their distribution on the starting PC when in-
tending to optimize focusing properties.

Figure 9�a� shows the variation of the asymmetry pa-
rameter for each of the analyzed strategies. As in the attenu-
ation case, the value for the nosym symmetry is around 0.6,
and for other symmetries it is between 0.38 and 0.45. Figure
9�b� shows the results regarding the fraction of vacancies
necessary to optimize the focusing properties of PCs. For all
cases, this parameter is around 20% of the total number of
cylinders in the starting PC.

Taking into account the results obtained using both op-
timization and structural parameters, it can be concluded that

although the creation of vacancies provides an improvement
in the focusing properties of PCs, this increase is smaller
than that obtained in the attenuation case. Moreover, the
strategy of vacancy creation does not seem a decisive factor
in this optimization process.

IV. EXPERIMENTAL RESULTS

We have shown that the sonic properties of PCs can be
increased by creating vacancies. We have provided general
rules for optimizing the attenuation and focusing behavior of
these materials at a predetermined point and for �X direction
�0 of incidence�. Both the mean pressure and the mean de-
viation of the sonic pressure are specifically used as objec-
tive functions. This section experimentally confirms the ap-
plicability and the robustness of the optimization rules
obtained in Secs. II and III. To achieve this, we have de-
signed the following random acoustic attenuation experi-
ment. We have built a starting PC with an external shape and
number of cylinders that differ from the PC used in the the-
oretical development. In this PC, we have created vacancies
by removing a predetermined number of cylinders each time.
We then measured the sound attenuation spectrum �the dif-
ference between the sound level recorded at the same point
with and without the sample—usually called insertion loss�
in the �X direction �0�. We also calculated the AA, Fv, and A
parameters for each of the resultant samples obtained. The
experiments were performed in an anechoic chamber using a
directional white noise sound source. Specifically, we used a
PC with a honeycomb external shape, made from 397 cylin-
ders of hollow aluminum with 4 cm diameters, 1 m long,
and placed in a triangular array with parameter a=6.35 cm
�Fig. 10�. Ten samples were created as we created vacancies
by removing 40 cylinders each time.

FIG. 8. �Color online� Acoustic level in the acoustic focus zone. On the OX
axis, the distance along the direction of the incident wave is shown, and
frequencies for the four strategies analyzed on the OY axis are also shown.
The color bar represents the acoustic level in decibels. The corresponding
samples are also included.
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FIG. 9. �a� Asymmetry parameter and �b� fraction of vacancies for the
analyzed symmetries. The points represent the value of the parameter for
each of the optimized structures obtained, and the line represents their av-
erage value.

FIG. 10. Experimental measurement setup. The starting PC consists of hol-
low aluminum rods 1 m long and 4 cm in diameter arranged in a triangular
pattern with constant lattice a=6.35 cm. There are 397 cylinders.
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In Fig. 11 we show the value of the AA parameter
as a function of the number of cylinders, and for the two
ranges of frequencies analyzed �2300–3700 Hz and
2000–6500 Hz�. In both cases, it can be seen that there is a
maximum of AA for a percentage of the existing vacancies
of around 40% of the total cylinders of the starting PC. This
value agrees with the value obtained in the optimization pro-
cess.

The variation of the asymmetry parameter of the
samples as a function of the number of vacancies is plotted
in Fig. 12. It can be seen that the asymmetry is near 60% for
the optimum number of vacancies corresponding to the best
samples �around 40%� obtained in both analyzed cases.
Again, this value is in good agreement with the theoretical
result obtained in the optimization study.

Attenuation spectra for the best optimized sample
�larger AA� and the complete starting PC are plotted in Fig.
13—corresponding to the range of frequencies from
2300 to 3700 Hz in Fig. 13�a� and from 2000 to 6500 Hz in
Fig. 13�b�. The best sample is also shown in each inset. In
both cases, the increase of the AA when compared to the
starting PC can be seen in those samples with vacancies.

In short, the validity of the general rules obtained has
been experimentally shown in our theoretical research on
optimization. Moreover, the devices built by means of the
creation of vacancies in the starting PC, when taking into
account the theoretical general rules obtained, offer the best
attenuation capability—in the predetermined range of fre-
quencies analyzed theoretically; and also in a wider range.

V. SUMMARY

Based on the numerical results obtained by means of
evMOGA in conjunction with MST, we have analyzed a
mechanism for the creation of vacancies in a starting PC as a
tool for increasing acoustic properties. The PC is formed by
isolated cylinders surrounded by air. Specifically, we have
studied the optimization of the attenuation and focusing
properties of these materials and interesting conclusions have
been obtained. First, these acoustic phenomena are not the
same from the optimization point of view. Therefore, the
creation of vacancies seems a suitable method for the im-
provement of attenuation capability, but not for improving
focusing properties. Second, we have presented general rules
for constructing attenuation devices based on PCs in an op-
timal approach: �i� the strategy used in the creation of vacan-
cies seems an important factor and we have concluded that
the random strategy is best; �ii� the optimal number of cre-
ated vacancies is around 40% of the total number of cylin-
ders in the starting PC, and the optimal asymmetry, i.e., the
approach for distributing the vacancies, is near 60%. More-
over, we have experimentally demonstrated the validity of
these theoretical rules and we have shown that the obtained
results are independent of the PC characteristics �external

FIG. 11. Attenuation area versus number of cylinders for both analyzed
cases.

FIG. 12. Variation of the asymmetry of the nine obtained structures as a
function of the vacancies created. Vertical lines represent the optimum num-
ber of vacancies for both analyzed cases.
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FIG. 13. Comparison of attenuation spectra corresponding to the starting
PC, and the best sample obtained by means of the creation of vacancies: �a�
�2300–3700 Hz�; �b� �2000–6500 Hz�. The corresponding best structure
obtained is shown in the inset.
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shape and number of cylinders� and the acoustic parameters
to optimize �range of frequencies�. Finally, due to the range
of applicability of the wave crystal theory, the obtained re-
sults could be used as a guide for constructing devices in
several wave fields.
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An in-situ measurement technique of a material surface normal impedance is proposed. It includes
a concept of “ensemble averaged” surface normal impedance that extends the usage of obtained
values to various applications such as architectural acoustics and computational simulations,
especially those based on the wave theory. The measurement technique itself is a refinement of a
method using a two-microphone technique and environmental anonymous noise, or diffused
ambient noise, as proposed by Takahashi et al. �Appl. Acoust. 66, 845–865 �2005��. Measured
impedance can be regarded as time-space averaged normal impedance at the material surface. As a
preliminary study using numerical simulations based on the boundary element method, normal
incidence and random incidence measurements are compared numerically: results clarify that
ensemble averaging is an effective mode of measuring sound absorption characteristics of materials
with practical sizes in the lower frequency range of 100–1000 Hz, as confirmed by practical
measurements. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3125327�
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I. INTRODUCTION

With the rapid progress of computer technology, numeri-
cal simulations based on wave equations, such as finite ele-
ment method and boundary element method, have become
powerful tools for conducting acoustical investigations and
carrying out design processes.1 Although the boundary con-
ditions of such simulations are generally modeled using sur-
face impedance, insufficient impedance databases might
have been supplied to date. What is contradictory is that in
many rooms and environmental acoustic problems within the
lower frequency range—roughly less than 1000 Hz—wave-
based considerations are required, whereas various in-situ
impedance measurements frequently encounter difficulties
because of the wave characteristics of the sound.

To overcome that situation, the authors proposed a
method using a two-microphone technique and environmen-
tal anonymous noise: the “EA-noise method.”2 In the origi-
nal method, the sound source was intended for use only with
diffuse ambient noise that exists around the specimen to be
measured. However, in the case where it is insufficient, a
supplemental noise source�s� can be added to improve the
result, which is designated as the “pEA-noise method.3

On the other hand, numerous methods have been pro-
posed to measure the absorption characteristics of

materials.4–12 Allard et al.6–9 focused on a transfer function
method using two microphones located near the surface.
Their method enables in-situ measurement of a sample area.
However, the required sample size increases as the frequency
decreases. Meanwhile, Garai10 proposed a method to mea-
sure the absorption coefficient in-situ using maximum length
sequential �MLS� as a test signal to improve background
noise immunity. Nevertheless, some problems remain, e.g.,
low frequency limitation. Moreover, Mommertz11 described
an improved PC-based method of measuring the reflecting
coefficient in combination with subtraction technique. This
method requires an appropriate window function to gate out
parasitic reflection from other surfaces, and a diffracted wave
comes from the edge of the sample. The time length of the
window is so short that the frequency resolution becomes
insufficient when a practical measurement is conducted in
the low frequency range.

Among the reports in the relevant literature, Nocke12

proposed an area-averaged effective impedance to measure a
material’s absorption characteristics using a free field trans-
fer function method with a MLS signal. The difference of the
two concepts on averaging, those of Nocke and of the au-
thors, is clarified in Secs. II–IV, but what we propose herein
is time-space averaging over sound sources: neither the defi-
nitions nor the measuring techniques differ from conven-
tional ones, including that of Nocke.

Meanwhile, a particle velocity sensor, i.e., Microf-
lown™, recently developed by de Bree,13 has presented new
modes for direct measurements of impedance, acoustic inten-
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sity, and other particle-velocity-related quantities;14–17 the
authors also described the use of a pu-sensor, a particle ve-
locity sensor with a microphone, in the EA-noise method.

Sections II and III address pertinent concepts of en-
semble averaged impedance and a basic technique to mea-
sure it using a pu-sensor. Simulations using the boundary
element method �BEM� and a limited number of correspond-
ing measurements are conducted as a preliminary study.

II. PROBLEM CONFIGURATION

A. General geometry and EA-noise method

The geometry of the system under consideration is de-
picted in Fig. 1. Here, � , �x ,y ,z� and �r ,� ,��, respectively,
signify the upper half space, Cartesian, and polar coordinate
systems and a point source Ps and a specimen F with the
area of L1�L2 are assumed to be as portrayed in the figure.
An infinite hard-plane F0 is also assumed to surround the
specimen: in cases where the specimen has a thickness T, it
might be a plane such as z=−T, z=0, etc.

The setup of EA-noise method using two microphones
�pp-sensor� is presented in Fig. 2. The method is based on
measurement of the transfer function between the micro-
phones using a spectrum analyzer �fast-Fourier-transform
�FFT��. Ambient noise around the specimen is used as the
sound source; if the noise is insufficient, the supplemental
sound source can be added to improve the signal-to-noise
ratio. The FFT resolution is set to 1.0 Hz and a Hamming
window is employed. Measured data are averaged 30 times.
The specimen to be measured is backed by a rigid wall.

As the first stage of our study, the objective of the pre-
vious paper2 was set to carry out simple and stable measure-
ment for absorption characteristics of materials in-situ.

For this study, measurements of the impedance of glass
wool and rock wool have been made using method in various
sound fields. Then, the repeatability and wide applicability of
the method were demonstrated by comparing the results of
measurements in one room with different noise conditions
and in three other environments �corridor, cafeteria, and ter-
race�.

On the other hand, if a pu-sensor is located at the mate-
rial surface �Fig. 3�, and if psurf and un,surf, respectively, sig-
nify the sound pressure and particle velocity normal to the
specimen’s surface, then the surface normal impedance at a
point �x ,y ,0� is defined simply as Eq. �1�:

Zn�x,y� =
psurf�x,y�

un,surf�x,y�
. �1�

Hereinafter, the expression �x ,y� is omitted.

B. Ensemble averaged surface normal impedance at
random incidence

We next introduce an impedance �Zn�, ensemble aver-
aged impedance, over such a sufficient number of incoherent
sound sources PS�r ,� ,�� that random incidence can be ex-
pected. The impedance can be expressed as Eq. �2a� and
�2b�:

�Zn� = � psurf

un,surf
� , �2a�

�Zn� =
�psurf�

�un,surf�
, �2b�

where �·� denotes the ensemble average. The two equations
become identical if the system is ergodic and the statistical
randomness both in time and space is achieved at every in-
stance. In practical cases, however, especially in measure-
ments, achieving randomness requires time-windowing with
some sufficient length as well as some amount of averaging
numbers. Therefore, it might be safer to adopt the latter
equation for the definition of �Zn� at this stage.

The corresponding absorption coefficient ��� is calcu-
lated as

��� = 1 − 	 �Zn� − �c

�Zn� + �c
	2

. �3�

FIG. 1. System geometry and coordinates for a sound source Ps incident on
a specimen F with the area of L1�L2 bounded by an infinitely flat hard-
plane F0.

FIG. 2. Schematic diagram of the measurement setup with a pp-sensor.

FIG. 3. Schematic diagram of the measurement setup with a pu-sensor.
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In a practical measurement, to achieve the enough aver-
aging, we propose the following equation:

�Zn� =
1

N


N

�p̃�
�ũn�

. �4�

III. MATH-PHYSICAL MODEL AND NUMERICAL
CONFIRMATION USING BOUNDARY ELEMENT
METHOD

Kawai proposed and conducted a numerical simulation
using a boundary integral equation to investigate the area
effect of sound-absorbent surfaces at the random incidence
condition. It is summarized below.

A. Brief summary of Kawai’s method

In Kawai’s18 method �see Fig. 4�, the thickness T of
specimen F is set to zero. Its surface is assumed to be locally
reactive; consequently, the following equation stands:

��

�n
= − ikA� on F , �5�

therein, �, k, and A�=1 / �Zn /�c��, respectively, represent the
velocity potential, wave constant, and the specific admittance
of F. The time factor exp�−i�t� is omitted hereinafter. Con-
sidering the image point Pi of a receiving point P with re-
spect to F and F0, a fundamental solution using Green’s
function in Eq. �6� is used to derive an integral equation in
Eq. �7�.

G�P,Q� =
exp�ikr̄�

4�r̄
+

exp�ikr̄i�
4�r̄i

. �6�

In Eq. �6�, r̄= PQ and r̄i= PiQ, where Q denotes a point
source on F.

Then, considering �1� the normal component of particle
velocity vanishes on F0, �2� �G /�n=0 on F and F0, and �3�
Sommerfeld’s radiation condition, and letting ��P� denote
the velocity potential at P and �D�P� be the direct wave at
P, the following equation can finally be reduced:

��P� = �D�P� + �D�Pi�

+
ikA

2�
� �

F

��Q�
exp�ikr̄�

r̄
dS �P � �,F,F0� .

�7�

When P is located on F, the BEM can give its solution
numerically as

p = − i��� ,

�8�

u = −
��

�n
.

Using Eq. �8�, Kawai conducted numerical simulations
on absorption coefficients � of glass wool of two sizes. The
numerical calculations were conducted for m plane waves
that are incident on the specimen’s surface from equally dis-
tributed directions on the semi-sphere 
 �m=213 in the case�
to simulate random incidence noise. The admittance of a
specimen F to be simulated is measured using the tube
method prior to the simulation; it is given into Eq. �8� as the
initial admittance condition A of F. The resulting sound pres-
sure and particle velocity calculated by simulation include
the effect of A spread over F together with those of direct
and image sources. Consequently, Kawai finally obtained the
sound absorption coefficient of the specimen from the ratio
of the summation of the incident and absorption energies.
The incident energy, or intensity, is calculable from the inci-
dent sound pressure and particle velocity, whereas absorption
energy can be obtained using the sound pressure and particle
velocity on the absorbent surface.

B. Math-physical model for ensemble averaged
impedance

We follow Kawai’s method and simulate the phenomena
by which ensemble averaged impedance is to be measured
using the procedure described above to clarify whether en-
semble averaging makes any sense. Unlike Kawai’s proce-
dure, we do not calculate any energy: rather we calculate a
series of sound pressure psurf and particle velocity un,surf us-
ing commercial BEM software �WAON, Version 3.1; Cybernet
Systems Co. Ltd.�,19 then corresponding �Zn� can be reduced
using Eq. �2b�.

1. Normal incidence simulation

Initially, rather simple normal incidence ��=0� cases for
three isotropic materials are simulated and resulting Zn,0 and
corresponding �0 are compared to those derived from Miki’s
empirical equations for an infinite porous material20 �Zemp

and �emp, respectively�. To realize the plane wave incidence,
a point source Ps is located at �0, 0, 500�, or r=500 m dis-
tance.

Three sizes of glass wool were used, with L�=L1=L2�
=1,2, and 4 m, all having 32 kg /m3 density and
10000 N s /m4 flow resistivity. They are designated as speci-
men F. The thickness T is set to zero in the BEM’s geometri-
cal configurations. However, simultaneously, T=0.05 m is

FIG. 4. Schematic drawing of random incidence model of the system for the
construction of boundary integral equation. The point source is Ps: receiving
points P are located in �. In addition, Pi denotes the image of P with
respect to F and F0.
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assumed for all three glass wool specimens to determine
Zemp. The determined Zemp is assigned as the impedance con-
dition A of F in the BEM simulation to be conducted.

Then, the surface impedance Zn,0 at the center of the
specimen is calculated using Eqs. �8� and �1�. The calculated
Zn,0 is based on the assigned Zemp as an initial impedance
condition, but it includes the effects originating from the
geometrical configuration of the system. Here, to verify the
effects including that of d�, the distance d� is set to 1 cm.
Then both pressure and particle velocity at the point �0, 0,
0.01� are calculated in the frequency domains of 25–500 Hz
at a 25 Hz interval and 500–1000 Hz at 50 Hz interval.

The results are portrayed in Fig. 5: the intermediate lines
of both simulated Zn,0 and corresponding �0 agree well with
Zemp and �emp, respectively, provided that the wavelike fluc-
tuations are omitted. It is noteworthy that the absorption co-
efficient of a specimen with a finite size can be approximated
using the method to fit that of the same material with infinite

size. However, the effect of d�=1 cm portrayed in Fig. 5
might not be readily apparent because the wavelike fluctua-
tions are unavoidable, but one can expect better results if
wavelike fluctuations could be eliminated.

Nonetheless, discrepancies exist: wavelike fluctuations
at frequencies of 100– 800 Hz. The discrepancies are thought
to result from the interference between direct waves and dif-
fracted waves from the edges around the specimen. Follow-
ing the fundamental physics according to equation derived
by Spandöck,21 in-phase and out-of-phase frequencies that
cause interference, f in and fout, respectively, can be estimated
easily using Eqs. �9� and �10� on the condition of r	L and

, i.e., wavelength.

f in =
c

�L
� n , �9�

fout =
c

�L
�

2n − 1

2
. �10�

In those equations, �L=L /2, which is the path length differ-
ence between the direct sound wave and a representative
reflected sound wave, and n=1,2 , . . .. The specimens have
rectangular shapes. Therefore, �L lies between L /2 and
�2L /2. The frequencies for the cases of both �L= �L /2
+�2L /2� /2 and c=340 m /s are calculated and listed in
Table I.

The frequencies around which the wavelike fluctuations
are portrayed in Fig. 5 coincide well with the in-phase and
out-of-phase frequencies presented in Table I. Therefore, the
issues that can be reduced to sound absorption characteristics
might be measured using such a method with a sound source,
but the wavelike fluctuations resulting from interference
might be unavoidable.

The larger the specimen, the more numerous but smaller
in amplitude the wavelike fluctuation becomes. However, be-
cause it is usual for buildings to use such a material as with
L1 m, an in-situ absorption measurement of the material
using some reflection method will interfere.

Figure 5 also shows that, in the case where the material
has L=4 m size, good results without distinct fluctuation can
be expected only for frequencies higher than 700 Hz,
whereas wavelike distortions are unavoidable below that fre-
quency.

2. Random incidence simulation

Next, the same BEM calculations with the exception of
the sound source condition are conducted for the same glass
wool �L=1 m�. Point sources are located at equally distrib-

FIG. 5. Comparisons of absorption characteristics of glass wools at normal
incidence, simulated �L=1, 2, and 4 m� vs empirical �infinite�: �upper� nor-
malized surface normal impedances Zn,0 /�c and Zemp /�c; �lower� corre-
sponding absorption coefficients, �0 and �emp.

TABLE I. In-phase ��� and out-of-phase ��� frequencies with respect to the specimen’s size derived from Eqs. �9� and �10�.

Specimen size L
�m�

Frequency
�Hz�

70.4 140.8 211.2 181.7 352.1 422.5 492.9 563.3 633.7 704.2 774.6 845.0 915.4 985.8

1 ¯ ¯ ¯ � ¯ ¯ ¯ � ¯ ¯ ¯ � ¯ ¯

2 ¯ � ¯ � ¯ � ¯ � ¯ � ¯ � ¯ �

4 � � � � � � � � � � � � � �
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uted m=206 points on the sphere with radius r=500 m. The
sound source number is slightly less than that of Kawai’s
model, but we conducted several preliminary simulations
and confirmed that the difference is negligible.

A series of BEM calculations was performed changing
the sound source simultaneously: the phases and amplitudes
of the sound sources are randomized to average. A series of
random numbers that follow a Gaussian distribution N�� ,2�
with mean � and variance 2 is generated for the modeling
of sound source amplitude. Similarly, a series of random
numbers follows the uniform distribution �−� ,�� for the
phase. The values of � and  that correspond, respectively,
to 120 and 20 dB are assigned, and with a set of calculated
psurf and un,surf, ensemble averaged impedances are calcu-
lated using Eq. �2b�.

Actually, Fig. 6 shows that the wavelike fluctuations
found in the normal incident simulations �Fig. 5� can be flat-
tened. The figure also shows that the simulated �Zn� and cor-
responding ��� agree fairly well, respectively, with assigned
Zemp and corresponding �emp. The result alleviates the second
issue that the ensemble averaged surface normal impedance
gives an excellent approximation of surface normal imped-
ance of the material with no distinct fluctuation caused by
the interference. Even if the specimen’s size is L=1 m, the
equation �Zn�Zemp stands.

IV. EXPERIMENTAL CONFIRMATION

A. Measurement outline and comparison with
simulation

Measurements of two types were conducted to support
the issues inferred from results of the BEM simulations: one
in an anechoic room with the volume of 58 m3, the other in
a reverberation room with non-parallel walls and with
165 m3. Both rooms are at the Computing Center of Oita
University. The measurements followed the basic procedure
described in a previous paper2 except that is not a pp-sensor:
instead, it is a pu-sensor. In addition, calibration of the pu-
sensor is made in an impedance tube with selected frequency
range to determine the correction of amplitude and phase
response.22,23

The environment noises inside are insufficient in such
rooms. Therefore, an additional speaker�s� generating inco-
herent pink noise is �are� used as follows: in the anechoic
room, a loudspeaker �10 cm single-cone speaker in a box� is
located at r=2 m distance normal to the glass wool to real-
ize a normal incidence condition. In the reverberation room,
seven loudspeakers including a subwoofer generating inco-
herent pink noise are distributed over the floor to realize a
random incidence condition.

In each room, glass wool with dimensions of 0.9�0.9
�0.05 m3 and density of 32 kg /m3 is laid on the floor. The
four sides of the glass wool are covered with thin aluminum
plates. In the anechoic room, the glass wool is laid on a 0.02
m acrylic plate, whereas in the reverberation room it is laid
on the concrete floor directly. The glass wool size �L
=0.9 m� is not exactly identical to that of the simulated one
in Sec. III �L=1 m�, but we expected to have sufficient va-
lidity for fundamental discussion at this stage.

Then a pu-sensor �PT0406-7; Microflown Technologies�
is placed at the center of the glass wool with d�=1 cm, and
the sensor’s outputs are plugged into a two channel FFT
instrument �SA-78; Rion Co. Ltd.�. The FFT resolution is set
to 1.25 Hz and a Hanning window with 0.8 s time length is
used. Measured data are averaged 120 times. The FFT instru-
ment settings we used differ slightly from those used with
original method,2 but we conducted several preliminary mea-
surements and confirmed that they do not give any essential
effect onto the results.

1. Comparison at normal incidence

In Fig. 7, the normalized surface normal impedances and
corresponding absorption coefficients of the glass wool at
normal incidence condition obtained using the measurement
were compared to those obtained by simulation. The mea-
surement is conducted in the anechoic room, and the simu-
lated values are those of L=1 m case shown in Fig. 5.
Again, the wavelike fluctuations are readily apparent in the
measured data.

The experimental result also supports the first issue: the
wavelike fluctuations are unavoidable for a measuring
method with a normal incidence sound source. The measure-
ment is conducted in a rather small anechoic room. The dis-
tance r or the distance from the specimen to the ceiling or

FIG. 6. Comparisons of absorption characteristics of the glass wool, simu-
lated �L=1 m, random incidence, ensemble averaged� vs empirical �infinite,
normal incidence�: �upper� normalized surface normal impedances �Zn� /�c
and Zemp /�c; �lower� corresponding absorption coefficients ��� and �emp.
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side walls is not sufficiently great that there might be reflec-
tions or some more interference effects to disturb the mea-
surement.

Additionally, in the lower frequency range of less than
200 Hz, many distortions are apparent in the measured val-
ues, both Zn and �, which suggests that the sound energy in
the range might be insufficient. Treatment of the spherical
wave might be necessary to improve the accuracy in the
frequency range.12

2. Comparison at random incidence

The sound absorption characteristics of the glass wool
are measured in the reverberation room for comparison to the
BEM simulation using ensemble averaging. In the upper part
of Fig. 8, the measured and simulated normalized surface
normal impedances �Zn� at random incidence conditions are
compared. The lower part of Fig. 8 depicts a comparison of
the corresponding absorption coefficients ���. No distinct
fluctuation is observed in measured �Zn� or in measured ���,
which supports the second issue that ensemble averaging is
sufficiently effective to reduce the wavelike fluctuations in
the resulting absorption characteristics.

However, a non-negligible discrepancy remains between
the measured and simulated data at frequencies of 100–900
Hz. Comparison of the results between normal and random

incidence conditions shows a discrepancy in results from an-
isotropy of the glass wool which is not incorporated in the
math-physical model above.

B. Improved simulation with anisotropy consideration

1. Consideration of anisotropy of glass wool into
BEM simulation

For glass wool, angular-dependent normal impedance
Zn,� can be estimated using Eq. �11� which was given by
Allard et al.24 and originated by Pyett.25 Knowing the planar
and normal wavenumbers kp and kn in the glass wool,

Zn,� = �knZn/kq�coth��qT� . �11�

The quantities kq and �q are equal to

kq
2 = kn

2�1 − �k0/kp�2 sin2 �� , �12�

�q = ikq, �13�

where k0 is the wavenumber in air.
A series of procedures described by Allard et al.7 is con-

ducted to determine the kp and kn. First, several preliminary
measurements using an acoustic tube were conducted and a
normal flow resistivity, n, of 10 000 N s /m4 was chosen
for the glass wool to fit the predicted normal surface imped-
ances given by the empirical equations.20,26 Next, the aniso-
tropy parameter s=p /n was inferred to be equal to 0.6, in

FIG. 7. Impedances and absorption coefficients of glass wool at normal
incidence. Comparisons of measured �L=0.9 m�, simulated �L=1 m�, and
empirical �infinite�: �upper� normalized surface normal impedances, Zn,0 /�c
�Zmeas vs Zsim and Zemp�; �lower� corresponding absorption coefficients, �0

��meas vs �sim and �emp�.

FIG. 8. Ensemble averaged impedances and absorption coefficients of glass
wool at random incidence. Comparisons of measured �L=0.9 m� and simu-
lated �L=1 m�: �upper� normalized surface normal impedances �Zn� /�c
�Zmeas vs Zsim�; �lower� corresponding absorption coefficients ��� ��meas vs
�sim�.
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which p denotes the planar flow resistivity. Finally, kp and
kn are calculated as propagation constants using empirical
equations.7,27 Thereby, Zn,� is obtainable.

To consider the anisotropy of the glass wool in the BEM
simulation at random incidence that is described in Sec.
III B 2, Zn,� is obtained following the procedure described
above. In addition, 1 / �Zn /�c� is given as the initial admit-
tance condition A of F into BEM calculation for each of the
206 sound sources. Except for the initial admittance condi-
tion, the remainder of the treatments in the improved BEM
simulation is the same as those of the original BEM simula-
tion, and ensemble averaged impedance with anisotropy con-
sideration of glass wool is obtainable using the improved
BEM simulation.

2. Comparison with measurement

The impedance and corresponding absorption coefficient
obtained using the improved BEM simulation with aniso-
tropy consideration of the glass wool �L=1 m� are compared
with those by the original BEM simulation and with those by
the measurement in Fig. 9 �the latter two values are shown in
Fig. 8�.

In Fig. 9, in the frequency range of 150–1000 Hz, the
absorption coefficients obtained using the improved BEM
simulation exceed those obtained using the original BEM
simulation. Moreover, the agreement between the simulated
and the measured absorption coefficients is improved re-
markably by considering anisotropy in the BEM simulation.

Similar improvement is apparent in the agreement of the real
parts of the impedances between the improved simulation
and the measurement. Although the imaginary parts of the
simulated impedance do not show distinct change, we con-
sider that, on the whole, the agreement is sufficient for the
BEM simulation to investigate the phenomena at this stage
of our study.

V. CONCLUSIONS

The pertinent concept of ensemble averaged surface nor-
mal impedance to be measured using an in-situ technique
and its math-physical model was presented. Several BEM
simulations of glass wool both at normal and at random in-
cidences demonstrate that ensemble averaging decreases the
interference effect caused mainly by the specimen’s edges
and that the ensemble averaged surface normal impedance at
random incidence gives an appropriate expected value of the
surface normal impedance of the material. Measurements in
experimental rooms of two types were conducted for com-
parison with the simulations, yielding plausible agreement to
support the issues. Further numerical and experimental in-
vestigations are now being pursued intensively.
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I. BACKGROUND

In June 1921, Professor Theodore Lyman wrote in the
preface to Collected Papers on Acoustics by Wallace Clem-
ent Sabine,1 “…these papers �suggested in Sabine’s publica-
tions� were either never written or else were destroyed by
their author; no trace of them can be found…The severity of
the criticism which Professor Sabine always applied to his
own productions increased with time, and it is to this ex-
treme self-criticism and repression that we must ascribe the
loss of much invaluable scientific material.” In 1975 in an
unused closet at the Riverbank Acoustical Laboratories in
Geneva, IL, 12 notebooks containing the research of Sabine
from 1886 to 1918 were discovered. These were sent to this
author for review, indexing, and publication, and now rest in
the Harvard University Archives.2 In 1979 in another closet
22 consulting correspondence files of Sabine were discov-
ered. These were studied and highlights were published by
Beranek and Kopec.3 Photocopies of those documents are
also in the Harvard Archives. Having had access to these
notebooks and consulting files, the author longed to get to
any papers that he might have kept in his home.

II. DISCOVERY OF SABINE’S PERSONAL PAPERS

Mrs. Wallace Sabine’s maiden name was Jane Kelly. She
studied medicine at Northwestern University where she re-
ceived her M.D. degree. She and Wallace were married in
August 1900, just before Boston Symphony Hall opened.
Two daughters were born, Janet in 1903 and Ruth in 1906.
Ruth died in 1922. My story here involves Janet, the older
daughter.

In the fall of 1986, I had the pleasure of a discussion
with Mrs. William Thompson, a long time resident of Bos-
ton. I happened to mention my interest in Wallace Sabine’s
work. She said that she was aware of Professor Sabine be-
cause she had known his secretary. A musical marathon,
called “Salute to Symphony,” was, until recently, held every
year at Boston Symphony Hall. Over a period of 3 days,
radio station WCRB in Boston carried a series of musical
events live from Symphony Hall which was interspersed
with requests for monetary contributions. A battery of volun-

teers answered telephone calls, received pledges of dona-
tions, and wrote down the names and addresses on cards for
use in billing. On one of the evenings, Mrs. Thompson was
driving to her suburb home near Boston and had her car
radio tuned to WCRB. She heard the announcer say, “We
have just received a pledge from Janet Wallace Ley of Wil-
liamstown, Massachusetts, who said she is the granddaughter
of the man who designed Boston Symphony Hall--did the
acoustics.” On reaching home, Mrs. Thompson telephoned
me with the news. The next day I called the Hall and Mrs.
Ruth Hertz told me that it was nearly impossible to find a
pledge card because each was handed to a typist who, after
typing a bill to be mailed to the donor, threw the card into a
barrel. She said it would be very time consuming to try and
find it among the thousands there. She added, maybe next
summer when she had time, she would have a try.

Only few days later, March 20, 1987, I received a letter
from Ms. Hertz saying, “Janet Wallace Ley’s card jumped up
at me while I was looking for another pledge card…I hope it
will help you in your research.” I called Janet Wallace Ley a
few days later and learned that indeed she had Sabine’s per-
sonal papers. I arranged to visit their home. During my visit,
I learned that Janet Sabine, Wallace Sabine’s older daughter,
married Frederic A. Ley. One of their daughters was Janet
Wallace Ley who married a Lt. Col. Fred Bess. After hearing
this, I said, “Your names are now Ley, not Bess.” She re-
plied, “My husband changed his name.”

III. NEW FINDINGS FROM SABINE’S PERSONAL
PAPERS

The papers are located in the Ley’s home at 1521 Green
River Road, Williamstown, MA 01267. There is an immense
quantity of material to review. The items of interest to this
author were those that tell more about Sabine’s life. Things
at the Ley home that were new are presented here.

A correspondence between Sabine, Charles McKim, the
architect for Boston Symphony Hall, Henry Lee Higginson,
the owner of the Boston Symphony Orchestra, and chairman
of the building committee. Some of this correspondence was
also given to me by Professor Emily Thompson of Princeton
University who had studied McKim’s papers which are in the
archives of the New York Historical Society.

Letter of 26 January 1899. Higginson informed McKim
for the first time that Sabine had studied the plans for the halla�Electronic mail: beranekleo@ieee.org
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and had opinions that Higginson was passing on. Sabine re-
portedly said that the design of the hall was altogether too
long; that a second balcony should be introduced to shorten
the length, and that the orchestra should be put in a stage
house so that more seats can be put on the main floor where
McKim had previously located the stage. McKim was un-
happy with these changes and Higginson sent Sabine to New
York to discuss them. Sabine spent 2 h with McKim, the only
time he was ever with the architect.

Letter written just after the meeting: Sabine reported that
McKim was happy with the changes and “…takes pleasure
and interest in the architectural problem because of the dif-
ficulties and restrictions to be overcome.” His report contin-
ued, “…The interview yesterday was both pleasant and sat-
isfying.”

Letter of 27 February, 1899. Architect McKim reported
to Higginson that Sabine and McKim had gone “over the
plans and in a thorough consideration of the unsettled points.
I was much impressed by the force and reasonableness of
Sabine’s arguments, and by the modest manner in which they
were presented, and have confidence that the acoustics of the
hall will have greatly benefitted by his counsel and advice.”
Sabine’s recommendations were incorporated into the offi-
cial building plans. It is the author’s opinion that McKim
gave in so easily to these requests due to two considerations:
�1� he probably felt that Higginson would be intractable and
�2� the deadline for opening the hall was October 1900 and
that was only 18 months away.

Letter of 8 March 1900. Sabine writes to Higginson.
“Should the hall at any time fail of an audience—of a full
house—the kind of seats will make a great deal of difference.
I hope that they may be upholstered at least as well as in the
old house…May I suggest that in order to compare the two
halls it would be well if the first few concerts next year
should be of music that had been heard in the old hall. I am
anxious that the comparison should be a decisive one and
such comparison would be better with strong and well liked
music…”

Symphony Hall opened October 15, 1900 with a gala
concert. The hall has since achieved world renowned for its
excellent acoustics.4 But, we may ask, what happened in
Sabine’s life after Symphony Hall?

IV. THE SABINES GO TO EUROPE

Wallace Sabine became Dean of the Scientific School at
Harvard in 1906, a position that he did not want but which
was put on him by Harvard’s President Charles Eliot. Among
Sabine’s ideas for the school, one was to establish a course in
Naval Engineering, which demanded that a testing-tank be
built. He went off to Europe to study tanks, where he saw
tanks at the German Naval Base and at the British Admiralty
Base at Gosport, Stokes Bay.

On arriving home, Sabine was given a different assign-
ment. He was placed in charge of diplomatic negotiations
that led to a merger of the engineering departments at Har-
vard with those of the Massachusetts Institute of Technology.
This meant a transfer to MIT of all of Harvard’s instruction
and research in engineering and applied science. In addition,

Harvard was to contribute three-fifths of the funds derived
from the enormous McKay Trust funds at Harvard’s disposal
as well as some other property. All administration was to be
at MIT and 14 Harvard men would be involved in the trans-
fer.

The agreement was actually put into operation in 1915,
which meant the termination of Sabine’s title as Dean of the
Scientific School. The testing-tank was to be built at MIT so
that Sabine’s participation in that enterprise terminated. But,
this merger did not last. Alumni at both Harvard and MIT
objected to the merger, and 2 years later the Massachusetts
Supreme Judicial Court ruled against it with the opinion that
it did not satisfy the intention of the donor, Gordon McKay.
At that time America entered World War One and Sabine
wished to offer his services to his country.

The Sabine family had been spending summers in
France and Berlin and the family went there in July 1914. On
August 3, they had to flee from Berlin on an over-crowded
train and, after traversing the English Channel, they arrived
in London just as the August 4 newspapers were announcing
that England had declared war on Germany. They departed
for the United States on September 10.

Sabine was invited to give lectures in the Sorbonne at
the University of Paris in the fall of 1916. Harvard appointed
him “Exchange Professor to France for the first half of the
1916–17 year, with full pay.” Sabine went to Paris the first of
October intending to prepare for the Sorbonne lectures. But
trouble developed. In mid-October he became seriously ill,
so serious was his condition that the doctors feared for his
life. Mrs. �Dr.� Sabine arrived in Paris in early November,
unaware of his illness and within 24 h had arranged for a top
surgeon to attend to him. But, before the surgeon arrived, the
kidney abscess broke and drained naturally. To recuperate, it
was decided that he should go to Dr. Rollier’s Clinique Mire-
mont in Leysin, Switzerland. While recovering, he prepared
the lectures there.

Sabine went from Switzerland to Paris in early February
1917 and his lectures at the Sorbonne began late in the
month and ran until the first of May. In addition to the lec-
tures, which were well attended, mainly by professors and
architects and students from the Ecole des Beaux Arts, he
spoke before the French Academy of Science and the French
Society of Architects. The architects presented him with a
medal.

V. SABINE’S WORLD WAR I ACTIVITIES

Sabine’s lectures at the Sorbonne came to the attention
of the French Government. He was invited to investigate and
to give his conclusions on telephone and other acoustical
equipment in use by the French army and navy. In May 1917
he left for the Front with members of the American Scientific
Commission and French scientists engaged in war problems.
In a letter dated May 14, 1917, he wrote, “I have just had a
most interesting trip along the whole Front from Reims to
Verdun where I was shown every process of waging war. At
Verdun I lunched with the Commander in the Citadel, and
then was taken to Fort Douaumont…There not a vestige of a
tree trunk, not a twig of a bush, not a blade of grass. All
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blown to atoms…one continuous stretch of shell-holes—the
little town of Fleury completely disappeared. Unexploded
shells and hand-grenades and bombs everywhere, so that we
had to pick our steps…arms shrieking out of the powdered
ground and legs and skulls; and overall the odor of decaying
flesh…It had been a quiet day, and the Commander of the
Fort said I might go up on the rampart and look off toward
the German lines and Dead Man’s Hill. I had been up there
hardly a moment, stooping low…when suddenly I heard the
whistle of a shell and I fell flat. The next instant the shell
buried itself in the powder not fifteen feet from me, and
exploded. Another shell followed instantly. I rolled down
into the Fort.” Sabine’s clothes were ripped and bits of shrap-
nel had to be removed from his face and hands. His biogra-
pher, William Dana Orcutt, wrote,5 “Out of this experience
came his own invention of a highly successful sound-device
for locating artillery, which was soon used by the Allied
Armies.”

In July 1917, Sabine wrote, saying that he went to Tou-
lon for direct experience on submarine problems, to Italy to
the Italian Front, back to Paris, then again to the French
Front, and finally back to Paris to report. Biographer Orcutt
wrote,5 “Sabine’s most far-reaching service to England and
Italy was his success in arranging conferences between the
aeronautical departments of the two countries.”

Sabine kept busy. He was of service to the French, Brit-
ish and Italian Governments as well as to the United States
Government. He returned to America after having spent 17
months on war matters in Europe.

But Sabine was not well and he should have sought
medical attention. Instead, upon his return, he spent only one
day in Cambridge and was off to Washington to deliver some
papers that had been given to him for delivery by the foreign
offices. He was appointed the Director of a new Department
of Technical Information in the Bureau of Aircraft Produc-
tion where he was to obtain, put together, and distribute sci-
entific data from a number of sources, including the British,
French, and Italian war missions and the scientific attaches in
the U.S. embassies. He also worked jointly with the National
Advisory Committee for Aeronautics �NACA, predecessor of
NASA�. Soon, President Wilson appointed him as a member
of NACA.

Also, immediately on arriving back in the United States
from Europe, he was appointed by Harvard as Acting Direc-
tor of the Jefferson Physical Laboratory. This tremendous
load should have worried Sabine, who maintained an impos-
sible schedule of Friday through Monday in Washington, tak-
ing the midnight train arriving in Cambridge at 8 am Tues-
day and returning Thursday night on the midnight train to
Washington. He taught his usual classes and even added a
course on Aviation Ballistics. In the summer of 1918, he
seldom saw his family because he slept in a hammock at the
laboratory. With President Lowell’s help, he obtained a per-
manent room in Washington because the hotels there were so
crowded that he often had to go to Baltimore to sleep. His
family saw that his health was worsening, but he refused to
get medical help. The Armistice came on November 11, 1918
and he immediately sent his formal resignation to the Secre-
tary of War in Washington.

Between then and January, Sabine not only taught sev-
eral courses at Harvard but he threw himself into nighttime
research on the transmission of sound through walls. He be-
came absentminded; he would leave the table thinking he
had eaten when he had only just sat down. He never com-
plained about his pain although he knew that he was very ill.
His wife urged him to take his physicians advice and have
surgery to remove whatever was wrong. So long as he could
stand he did his work. In December 1918, he underwent a
preliminary operation in the Peter Bent Brigham Hospital in
Boston. That indicated a cancerous kidney, but then he con-
tracted influenza. As soon as the influenza subsided he un-
derwent a major operation, but it was too late, he passed
away on January 10, 1919.

1W. C. Sabine, Collected Papers on Acoustics �Penninsula Press for the
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3L. L. Beranek and J. W. Kopec, “Wallace C. Sabine, acoustical consult-
ant,” J. Acoust. Soc. Am. 69, 1–7 �1981�.

4R. P. Stebbins, The Making of Symphony Hall �Boston Symphony Orches-
tra, Boston, MA, 2000�.

5W. D. Orcutt, Wallace Clement Sabine: A Study in Achievement �Harvard
University, Cambridge, MA, 1933�.

3794 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Leo Beranek: Sabine’s personal papers



The directivity of the sound radiation from panels and
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This paper presents a method for calculating the directivity of the radiation of sound from a panel
or opening, whose vibration is forced by the incidence of sound from the other side. The directivity
of the radiation depends on the angular distribution of the incident sound energy in the room or duct
in whose wall or end the panel or opening occurs. The angular distribution of the incident sound
energy is predicted using a model which depends on the sound absorption coefficient of the room
or duct surfaces. If the sound source is situated in the room or duct, the sound absorption coefficient
model is used in conjunction with a model for the directivity of the sound source. For angles of
radiation approaching 90° to the normal to the panel or opening, the effect of the diffraction by the
panel or opening, or by the finite baffle in which the panel or opening is mounted, is included. A
simple empirical model is developed to predict the diffraction of sound into the shadow zone when
the angle of radiation is greater than 90° to the normal to the panel or opening. The method is
compared with published experimental results.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117687�

PACS number�s�: 43.55.Rg, 43.50.Jh, 43.55.Ti, 43.50.Gf �LMW� Pages: 3795–3805

I. INTRODUCTION

This paper describes a method for predicting the direc-
tivity of the sound radiated from a panel or opening excited
by sound incident on the other side. This directivity needs to
be known when predicting the sound level at a particular
position due to the sound radiation from a factory roof, wall,
ventilating duct, or chimney flue. The dependence on angle
of incidence of the sound insulation of windows, doors,
walls, and roofs also needs to be known in order to predict
the internal noise due to an external noise source.

The method described in this paper is mainly two di-
mensional. The directivity is modeled as being that of a line
source whose phase of vibration is determined by the angle
of incidence of the incident sound. The angular distribution
of the incident sound energy is a function of the sound ab-
sorption coefficient of the walls of the room or the duct, and
the directivity of the sound source. The directivity of the
sound source is modeled as being that of a line source of
constant phase. The diffraction caused by the finite size of
the opening or panel, and any baffle that it is mounted in, is
also modeled. An empirical model is used to predict the dif-
fraction of sound into the shadow zone. In some cases a
correction is made for the effects of “background” scattering.

A number of authors report experimental measurements
of the directivity of openings and panels in the external wall
of a room. Rindel �1975� measured the directivity of open-
ings and single and double leaf panels mounted in the wall of
a scale model room mounted in an anechoic room. His mea-

surements are from outside to inside the scale model room. It
should be noted that Rindel �1975� measured and removed
the sound pressure increase on the surface of the panel due to
diffraction from his experimental results. The diffraction
theory developed in this paper is based partly on Rindel’s
�1975� measurements of the sound pressure increase on a
panel due to diffraction. Oldham and Shen �1982� made
anechoic room measurements of the directivity of openings
in the wall of a scale model room in the opposite direction.
Roberts �1983� conducted measurements of the directivity of
openings in the wall of a room from inside to outdoors. Shen
and Oldham �1982� and Oldham and Shen �1983� extended
their earlier anechoic room measurements to the directivity
of single panels in the wall of their scale model room.
Rowell and Oldham �1996� carried out near field acoustical
holography measurements of the directivity of homogeneous,
profiled, and composite single leaf panels in the wall of a
room. Stead �2001� measured the directivity of a single panel
in the wall of a room from outdoors to inside.

In addition to experimental measurements, a number of
theoretical and numerical models for predicting the directiv-
ity of panels and openings in the external wall of a room are
also reported in the literature. Rindel �1975� developed a
theory for the directivity of openings and panels in the wall
of a room. Oldham and Shen �1982� developed a computer
model with experimentally determined corrections to predict
the directivity of an opening in a room wall. Shen and Old-
ham �1982� presented a numerical model for the directivity
of a panel in the wall of a room. Oldham and Shen �1983�
developed an empirical model for the directivity of a panel in
the wall of a room from their experimental data. The model
presented in this paper is primarily a theoretical analytic
model, although it does include some empirical equations
and does involve one linear integral which needs to be inte-

a�
Portions of this work were presented and published in a series of confer-
ence papers and theses by the author and his students, which are referred to
in the Introduction and references.

b�Electronic mail: john.davy@rmit.edu.au. Also at CSIRO Materials Science
and Engineering, P.O. Box 56, Highett, Victoria 3190, Australia.
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grated numerically. It is an extension of Rindel’s �1975�
theory, but is different from Shen and Oldham’s �1982� theo-
ries. The model in this paper extends Rindel’s �1975� theory
in a number of ways. It uses an analytic model for the radia-
tion efficiency rather than an interpolation from a table of
numerically calculated values. An empirical analytic model
for the sound pressure increase on the surface of a panel due
to diffraction replaces Rindel’s �1975� measurements. A the-
oretical model for the directivity of the sound which excites
the panel replaces Rindel’s �1975� assumption of a reverber-
ant field.

In the case of the opening at the end of a duct, a number
of authors have published measurements and prediction
methods for the directivity. Wells and Crocker �1953� made
measurements on models and a prototype of an exhaust
stack. Watters et al. �1955� and Björk �1994� conducted simi-
lar measurements on full scale and model exhaust stacks.
Beranek �1954� presented measured directivity patterns for
the inlet of a ventilating fan, while Allen �1960�, Sharland
�1972�, and Woods �1972� gave graphs or tables for estimat-
ing the directivity of duct openings in rooms.

Bies and Hansen �2003� gave directivity curves for the
radiation of sound from the end of a duct based on measure-
ments in an anechoic room by Croft �1979� and Sutton
�1990�. These anechoic room measurements are continued by
Dewhirst �2002� and Li �2005�. Hansen supplied Dewhirst’s
�2002� and Li’s �2005� data to the author of this paper in
machine readable form. Neish �1997� and Potente et al.
�2006� measured the directivity of a duct end in the open air.
�Day supplied the author of this paper with all his test data in
machine readable form, including some unpublished data.�

The classical theoretical paper on the directivity of an
unflanged circular duct end is Levine and Schwinger �1948�.
Unfortunately, because it assumes plane wave propagation in
the duct, it overestimates the experimentally observed duct
directivity and can only be used up to the cut on frequency of
the first cross mode. Joseph and Morfey �1999� extended the
theory into the cross mode region. Wells and Crocker �1953�
also calculated the directivity of circular and square cross
section duct ends assuming plane wave propagation.

In a series of conference papers and theses, the author of
this paper and his students gradually develop the method
described in this paper. The derivation of the necessary re-
sults on the radiation efficiency of finite size flat panels is
given by Davy �2004�. Pavasovic �2006� and Davy and
Pavasovic �2006� presented the first version of this model
which assumes a cosine squared angular distribution of the
incident sound energy. Davy and Kannanaikkel John �2006�
replaced this cosine squared distribution with a physical
model for the angular distribution of the incident sound en-
ergy which depends on the sound absorption coefficient of
the side walls of the room or duct. They also introduced a
simple line source directivity model for a sound source in a
duct or room. Fisher �2006� compared the cosine squared
and sound absorption coefficient models for the angular dis-
tribution of incident sound energy against the experimental
directivity of openings and panels in the wall of a room. He
introduced an automated method of determining the opti-
mum value of the weighting angle which is used in the co-

sine squared model and an experimentally determined dif-
fraction correction term. Fisher �2006� also showed that the
models are not successful at predicting the directivity of cav-
ity walls such as double glazing. Davy �2007� developed a
model for predicting the diffraction on a finite flat surface as
a function of angle of incidence and surface size. Davy
�2007� and Davy and Kannanaikkel John �2007� introduced
this diffraction model into the directivity model. This paper
and Davy �2008� extended the diffraction model into the
shadow zone and introduced a rule for calculating the aver-
age length of the line source which models the directivity of
sound sources in ducts or rooms. The comparisons in this
paper and Davy �2008� are based on a larger range of experi-
mental results than the earlier papers. The purpose of this
paper is to make the details of the directivity model easily
and widely available.

II. THEORY

A. Radiation efficiency and transmitted sound
pressure

The effective impedance Ze��� of a finite panel in an
infinite baffle to a plane sound wave incident at an angle of �
is �Rindel, 1975�

Ze��� = Zwfi��� + Zwft��� + Zwp��� , �1�

where Zwfi��� is the wave impedance of the fluid as experi-
enced by the finite panel in an infinite baffle, whose vibration
is due to a plane sound wave incident at an angle of �, on the
side from which the plane sound wave is incident �this is the
fluid loading on the incident side�; Zwft��� is the wave im-
pedance of the fluid as experienced by the finite panel in an
infinite baffle, whose vibration is due to a plane sound wave
incident at an angle of �, on the side opposite to which the
sound is incident �this is the fluid loading on the non-incident
or transmitted side�; and Zwp��� is the wave impedance of
the finite panel in an infinite baffle to a plane sound wave
incident at an angle of �, ignoring fluid loading.

It is assumed that the fluid wave impedances on both
sides are the same, and the imaginary part of the fluid wave
impedance is ignored �Rindel, 1975�. That is,

Zwfi��� = Zwft��� = �c���� , �2�

where � is the density of the fluid, c is the speed of sound in
the fluid, and ���� is the radiation efficiency into the fluid of
one side of the finite panel in an infinite baffle, whose vibra-
tion is due to a plane sound wave incident at an angle of �.

Reflections at the panel edges are ignored �Rindel,
1975�. The normal velocity v��� of the panel due to a plane
sound wave incident at an angle of � which exerts a pressure
pi��� is

v��� =
pi���

2�c���� + Zwp���
. �3�

The transmitted sound pressure pt�� ,�� which is radi-
ated by the panel on the non-incident side to a receiving
point which is at an angle of � to the normal to the center of
the panel and a large distance from the panel �see Fig. 1� is
�Davy, 2004�
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pt��,�� � v���
sin�ka�sin � − sin ���

ka�sin � − sin ��
, �4�

where k is the wave number of the sound and 2a is the
average length across the panel or opening in the plane con-
taining the receiver and the normal to the panel or opening.
Thus

pt��,�� �
pi���

2�c���� + Zwp���
sin�ka�sin � − sin ���

ka�sin � − sin ��
. �5�

The case where the incident sound is generated by a
sound source in a room or duct is now considered. It is
assumed that the sound pressure waves are incident at differ-
ent angles � with random phases and mean squared sound
pressures which are proportional to a weighting function
w���.

�pi����2 � w��� . �6�

The weighting function is to account for the fact that
sound waves at grazing angles of incidence will have had to
suffer more wall collisions and therefore be more attenuated
before reaching the panel. The total mean square sound pres-
sure �pT����2 at the receiving point is

�pT����2 � �
−�/2

�/2 w���
�2�c���� + Zwp����2

�� sin�ka�sin � − sin ���
ka�sin � − sin �� �2

d� . �7�

The case when sound is incident from a source in a free
field at an angle � to the normal to the panel and the panel
radiates at all angles � into a room or duct is also of interest.
In this case the weighting function w��� is to account for the
fact that sound waves radiated at grazing angles will have
had more wall collisions and therefore be more attenuated
before reaching the receiving position which is assumed to
be a reasonable distance from the panel or opening which is
radiating the sound. In this second case, it is necessary to
integrate over all angles of radiation � because of the rever-
berant nature of the sound. For this case, the impedance
terms in the integral are functions of � rather than � and can
be taken outside the integral. However, in this study both

cases are calculated using the formula for the first case which
is shown above. This is because both cases should be the
same by the principle of reciprocity and it is not clear which
form of the formula is more appropriate.

For large values of ka, the two cases of the formula are
similar. If ka is much greater than 1, the function

� sin�ka�sin � − sin ���
ka�sin � − sin �� �2

�8�

has a sharp maximum at �=� and is symmetrical in both �
and � about the point �=�. These facts are exploited by
evaluating the impedance terms for the first case at �=� and
taking them outside the integral. This gives the formula for
the second case.

To derive the angular weighting function, it is assumed
that the sound source is a distance b from the surface of the
room containing the panel or opening and that the room
width is g in the plane containing the incident sound ray �see
Fig. 2�. If the sound ray is incident at an angle of � to the
normal to the panel or opening, it travels a minimum dis-
tance of b tan � parallel to wall containing the panel or
opening before hitting the wall. The sound which travels this
minimum distance hits the wall approximately

n =
b

g
tan � �9�

times before reaching the panel or opening, where n is al-
lowed to be a real number rather than an integer in order to
give a smooth weighting function. If the sound absorption
coefficient of the walls of the room is �, the sound intensity
incident at an angle of � to the normal is proportional to

w��� = �1 − ��n = �1 − ���b/g�tan���. �10�

Equation �10� gives the weighting function w���. If � is
zero, a uniform diffuse field will be obtained. If � is not
known, the use of the empirical value �=0.05 is suggested
for hard walled rooms and ducts since this value gives rea-
sonable agreement when the theory is compared to experi-
ment. In a room or a straight unobstructed duct, b should be
set equal to the perpendicular distance of the source from the

FIG. 1. Sound incident at an angle of � to the normal to a panel or opening
and radiated at an angle of � to the normal.

FIG. 2. Calculating the number of wall reflections before sound hits the
panel or opening at an angle of � to the normal.
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plane containing the opening or panel. For other ducts b
should be set equal to the perpendicular distance of the clos-
est bend or obstruction to the duct opening. For the compari-
sons made with ducts in this paper, the duct sound sources
were assumed to be at the opposite end of the duct to the
duct opening. This was approximately true for all the ducts
considered in this paper.

In this study the radiation efficiency of a panel or open-
ing of length 2a and width 2d is used. It is approximated
with the following equation �Davy, 2004�:

���� =	
1

�

2k2ad
+ cos �

if ��� 	 �l

1

�

2k2ad
+

3 cos �l − cos �

2

if �l 
 ��� 	
�

2
,


�11�

where

�l = 	 0 if ka 	
�

2

arccos�� �

2ka
 if ka �

�

2

 �12�

and k is the wave number of the sound and 2a is the length
of the panel in the direction of the receiver. Note that in
Davy �2004� the width is assumed to be equal to the length.

For an opening with no panel in an infinite baffle,
Zwp���=0. For a finite panel in an infinite baffle, the infinite
panel result for Zwp��� is used.

Zwp��� = m�� j�1 − � �

�c
2

sin4���� + � �

�c
2

sin4���� ,

�13�

where m is the surface density �mass per unit area� of the
panel,  is the damping loss factor of the panel, �c is the
angular critical frequency of the panel, and � is the angular
frequency of the sound. This result is expected to be the
correct result when averaged over frequency because this
approach gives the correct result for point impedances when
averaged over frequency and position on a finite panel
�Cremer and Heckl, 1973�. However, comparisons between
theory and experiment show that it does not work particu-
larly well at and above the coincidence frequency.

The directivity of the sound source is also included
when it is in the duct or room. The sound source is modeled
as a line source of length 2r, where r is the radius of the
sound source. The directivity of the sound source is propor-
tional to

� sin�kr sin ��
kr sin �

�2

, �14�

where k is the wave number.

B. Diffraction due to the finite size of the baffle

To correctly model the directivity, it is necessary to in-
clude the effect of diffraction due to the finite size of the
baffle in which the panel or opening is mounted, or the finite
size of the panel or opening if it is not mounted in a baffle.
p��� is the ratio of the increased sound pressure to the sound
pressure without the baffle for an angle of incidence or ra-
diation of �. The baffle is of length 2L in the plane contain-
ing the receiver �or source� and the normal to the baffle and
of width 2W in the direction at right angles to the above
mentioned plane. Note that in Davy �2007�, the length and
width of the baffle are assumed to be equal.

Two cases are considered. The first is when the sound is
incident internally on a panel or an opening mounted in the
wall of a room or the end of a duct over a range of angles of
incidence due to a sound source operating inside the room or
the duct. In this first case, the receiver is a large distance
away at a specified radiation angle. The second case is when
the sound is incident externally on a panel or an opening
mounted in the wall of a room or the end of a duct at a
specified angle of incidence from a sound source external to
the room or the duct which is a large distance away. In this
second case, the sound reaches a receiver inside the room or
the duct after being radiated over a range of angles. By the
principle of reciprocity, these two cases should give the same
directivity as a function of the specified angle of radiation or
the specified angle of incidence.

Because the panel or opening may be mounted in a
baffle, such as the external wall of a building, the average
effects of diffraction over the whole of the rigid surface or
over an area near the center of the rigid surface need to be
known. The theoretical model is developed by considering
experimental and theoretical results for the second case.

1. High frequencies

Consider the case of an infinite plane wave traveling in
an infinite half space bounded by an infinite rigid plane.
There is a discontinuity in the sound pressure on the surface
of the rigid plane as a function of the angle of incidence. The
sound pressure on the bounding infinite plane is double the
sound pressure of the incident wave except when the angle of
incidence is � /2 rad. In this exceptional case, the sound
pressure on the bounding infinite rigid plane is equal to the
sound pressure of the incident wave.

What happens when the rigid plane is finite in size? To
answer this question for the high frequency case when the
finite rigid planes are relatively large in terms of the wave-
length, the experimental results for diffraction for the second
case in Rindel �1975� are analyzed. For third octave bands
with center frequencies from 200 Hz to 20 kHz, Rindel
�1975� gave level recorder plots of the sound pressure level
�SPL� of a flush mounted microphone at the center of a finite
rigid plane as a function of angle of incidence from slightly
less than −� /2 rad to slightly greater than � /2 rad. Rindel
�1975� made measurements with two sizes of finite rigid
plane. The larger finite rigid plane measures 2L=3800 mm
in the plane of the angle incidence and 2W=3100 mm at
right angles to the plane of the angle of incidence. The
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smaller finite rigid plane is the wall of Rindel’s �1975� ex-
perimental box and measures 2L=1360 mm in the plane of
the angle incidence and 2W=1110 mm at right angles to the
plane of the angle of incidence.

Except for planes which are relatively small in terms of
the wavelength, Rindel’s �1975� experimental results are ap-
proximately constant from a frequency dependent negative
angle of incidence −�m rad to a frequency dependent positive
angle of incidence �m rad. Because the magnitudes of the
experimental values of these two angles of incidence are not
exactly equal, their two magnitudes are averaged to give an
experimental estimate of the frequency dependent magnitude
�m rad. For planes which are relatively small in terms of the
wavelength, −�m��m� rad is measured as the angle of inci-
dence closest to −� /2�� /2� rad at which the sound pressure
is double the sound pressure at −� /2�� /2� rad.

Below �above� an angle of incidence of −�m��m� rad, the
sound pressure decreases linearly as a function of the �cosine
of the� angle of incidence, becoming, at an angle of inci-
dence of −� /2�� /2� rad, half the sound pressure in the con-
stant region.

Rindel’s �1975� results are extended to finite rigid planes
which are smaller in size compared to the wavelength by
using results from Sivian and O’Neil �1932�. Sivian and
O’Neil �1932� made measurements at 13 different frequen-
cies between 500 Hz and 13.5 kHz on a disk with a diameter
of D=120 mm for angles of incidence from 0 to � rad. For
the lowest two frequencies, there are no angles of incidence
at which the sound pressure is double the sound pressure at
an angle of incidence of � /2 rad. For the 11 highest fre-
quencies from 1 to 13.5 kHz the value of �m rad is measured
from their graphs. The value of 2L is set equal to the average
distance across the disk in the direction of measurement.
This means that 2L=D� /4. Sivian and O’Neil �1932� also
made measurements on a 2L=115 mm square plate at fre-
quencies of 7 and 10 kHz at angles of incidence from 0 to �
rad. �m rad also is measured from the two graphs of these
experimental results.

The variable y is set equal to � /2− ��m� rad and the
variable x is set equal to 1 / �2kL�, where k rad/m is the wave
number of the sound. A linear regression of ln�y� against

ln�x� is used to fit the relationship y=bxm to the experimental
data set, as shown in Fig. 3. The value of m is 0.505 with
95% confidence limits of �0.023 and the value of b is 1.78
with 95% confidence limits of �0.17. The value of r2 is
0.973. Since ��=1.77, these experimental results suggest
that m is equal to 0.5 and b is equal to ��. Since � /2
− ��m� is equal to the second order expansion of cos���m��
about ��m�=� /2 rad, approximate and replace � /2− ��m�
with cos���m��. Because cos���m�� is symmetrical about �m

=0, and cos���m��=cos��m�, this gives the limiting angle �m

below which the sound pressure does not vary with angle of
radiation �or incidence� as

�m = 	 0 if kL 	
�

2

arccos�� �

2kL
 if kL �

�

2
,
 �15�

where �m is set equal to zero for values of kL less than � /2
so that it is defined sensibly for all values of kL. The regres-
sion is repeated with the variable y set equal to cos��m�. In
this case, the value of m is 0.485 with 95% confidence limits
of �0.022 and the value of b is 1.60 with 95% confidence
limits of �0.15. The value of r2 is 0.973.

It should be noted that �l �see Eq. �12�� is equal to �m

for a strip of length 2L. Thus both �l and �m indicate the
angle of incidence or radiation at which the finite size of the
panel starts to have an effect. Also note that both �l and �m

have the correct limit of � /2 rad for a rigid infinite plane.

2. Low frequencies

For sound incident at a grazing incident angle, the sound
pressure is equal to the sound pressure of the incident sound
pressure wave. Note that this is different from the grazing
incidence sensitivity of a condenser microphone which de-
creases at high frequencies because of the variation in the
phase of the incident sound pressure wave across the micro-
phone diaphragm once the diaphragm becomes comparable
to or greater than the wavelength. Thus the average SPL due
a grazing incident sound wave of unit sound pressure is set to
be unity.

p��

2
 = 1. �16�

The low frequency theory is based on the work of
Muller et al. �1937� and Brüel and Rasmussen �1959�. If a
plane wave is incident normally on the end of an infinite
rigid half cylinder of diameter Dm, the SPL at the center of
the end of the finite half cylinder reaches a maximum of 10
dB above the SPL of the incident sound wave as the fre-
quency is increased. The SPL at the center of the end of the
infinite half cylinder then proceeds to oscillate between 0 and
10 dB above the SPL of the incident sound wave as the
frequency is increased further. However, when the sound
pressure increase all over the end of the finite half cylinder is
multiplied by the sensitivity of an equivalent condenser mi-
crophone diaphragm at that radial position and averaged, the
net increase in SPL at and above the first maximum is be-

FIG. 3. Best fit of y=� /2− ��m� rad versus x=1 / �2kL�.
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tween 3 and 9 dB. Thus the assumption of a constant 6 dB
increase in SPL above the frequency when the increase first
becomes 6 dB is accurate to within 3 dB.

The SPL increase for normally incident sound waves on
the diaphragm of a condenser microphone of diameter D
without grid first reaches 6 dB for a value of kL of 1.33
where 2L=D� /4. Although this somewhat less than the
value of kL=� /2=1.57 for which �m becomes equal to zero,
the average sound pressure p0 on a panel of average dimen-
sions 2L�2W due to a normally incident sound pressure
wave of unit sound pressure is approximated using

p�0� = 1 + pWpL, �17�

where

pW = 	sin�kW� if kW 	
�

2

1 if kW �
�

2

 �18�

and

pL = 	sin�kL� if kL 	
�

2

1 if kL �
�

2
.
 �19�

These equations are compared with the sound pressure
increase for normally incident sound on the diaphragm of a 1
in. condenser microphone without grid in Fig. 4.

3. Sound pressure increase

The average ratio over the baffle of the sound pressure
to the incident sound pressure for angles of incidence be-
tween −� /2 �� /2� and −�m��m� rad is estimated by linear
interpolation of the sound pressure ratio as a function of the
�cosine of the� angle of incidence between 1 at −� /2�� /2�
rad and p�0� at −�m��m� rad.

The average sound pressure on a finite rigid plane due to
a plane sound wave of unity amplitude which is incident at
an angle of � rad relative to the normal to the plane is given
by

p��� =	
p�0� if cos��� � cos��m�

p�0�cos��� + p��

2
�cos��m� − cos����

cos��m�
if cos��m� � cos��� � 0,


 �20�

where interpolation in the cosine domain is used.
By reciprocity, this equation also gives the sound pres-

sure radiated by a point source on a finite rigid plane at an
angle of � rad relative to the normal to the plane compared to
the sound radiated in the absence of the plane. The value is
averaged over all positions on the finite rigid plane. In Davy
�2007�, the interpolation in Eq. �20� is performed in the angle
of incidence domain. In this paper and Davy �2008�, the
cosine of the angle of incidence is used. It should be noted
that although this section has discussed rigid panels, the
method is also used for openings.

C. Directivity of the sound radiation

The relative SPL L��� in the direction � is

L��� = 10 log10��pT����2p2���� − 10 log10��pT�0��2p2�0�� .

�21�

If the transmission is into the shadow zone, that is,
� /2
 ���	�, then the above calculations are carried out for
�=� /2 and the product �pTrms�� /2��2p2�� /2� in Eq. �21� is
multiplied by the following diffraction correction:

D��� =
1

1 − kz cos���
, �22�

where

z =
1

1

L
+

1

W

. �23�

Fluctuations in the shadow zone can be large. Equations �22�
and �23� approximate the average trend of the experimental
data �Sutton, 1990; Neish, 1997; Dewhirst, 2002; Li, 2005;
and Potente et al., 2006�.

In practical situations, scattering from turbulence and
other objects places a lower limit on the relative SPL. Let
Lmax be the maximum value of L���. It is assumed that the
scattered sound level is LS dB below Lmax. The predicted
observed relative SPL LO��� is

LO��� = 10 log10�10L���/10 + 10�Lmax−LS�/10� . �24�

LS is usually expected to be greater than 20 dB. To predict
the shadow zone data in Stead �2001�, a value of LS equals
22 dB is used.

FIG. 4. Comparison of the experimentally determined sound pressure in-
crease for normally incident sound on the diaphragm of a 1 in. condenser
microphone without grid �Brüel and Rasmussen, 1959� with the theory of
Eqs. �17�–�19�.
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III. COMPARISON WITH EXPERIMENTAL RESULTS
FOR DUCTS

The theory developed in this paper is primarily two di-
mensional. If the dimensions of the opening, panel, or baffle
are not constant parallel to and perpendicular to the plane in
which the directivity is measured, it is necessary to calculate
an average dimension in the two directions. In this paper, for
a circular opening, panel, or baffle, the length and width are
set equal to the � /4 times the diameter. The theoretical re-
sults for ducts given in this section are computed using a
wall absorption coefficient of 0.05.

Most of the initial comparisons between the experimen-
tal results and the theory described in this paper were for the
case of openings and panels mounted in the wall of a room
where the sound source was external to the room and the
microphone was inside the room. In these experiments the
sound source was always rotated so that its direction of
maximum sound radiation was directed toward the opening
or the panel. In this situation, the directivity of the sound
source had no effect on the results. The microphone in the
room was relatively omnidirectional and thus its directivity
also did not need to be considered. Thus there was no need to
use Eq. �14�.

However, when the directivity of the sound radiated
from the opening at the end of a duct was considered, it
became apparent that the directivity of the sound source at
the other end of the duct needed to be included and Eq. �14�
was introduced into the theoretical model. It was initially
thought that the 2r in Eq. �14� should be set equal to the
diameter of the sound source if this value was known. How-
ever, it was observed that this did not always produce the
best agreement between theory and experiment.

For each duct and each frequency, 2r was set equal to
value that made the average value over the angle of radiation
of the difference between experiment and theory equal to
zero or as close to zero as possible. These values of 2r varied
over a wide range. However, somewhat surprisingly, it was
observed that the values of 2r tended to decrease with in-
creasing frequency. The average value of 2r over a large
number of experimental results was approximately the wave-
length � of sound in air. This made the average value of kr
approximately equal to �.

One of the reasons for this strange result is that smaller
sound sources have to be used as the frequency is increased
in order to achieve constant sound power output. Second as
the frequency increases, loudspeakers only radiate efficiently
from a decreasing area around the center of their cones be-
cause of wave motion in their cones. Thus the physics tends
to require the use of constant kr sound sources.

The range of the kr values was investigated further by
setting kr for each duct equal to value that made the average
value over all angles of radiation and all frequencies of the
differences between experiment and theory equal to zero.
The standard deviation over all angles of radiation and all
frequencies of the differences between experiment and
theory was determined as an estimate of the goodness of
agreement between theory and experiment.

Table I shows the values of kr and the standard devia-
tions for ten outdoor measurements on circular ducts with

diameters ranging from 305 to 1220 mm �Neish, 1997;
Potente et al., 2006�. The values of kr range from 1.55 to 3.3.
The standard deviations range from 1.7 to 4.6 dB. An ex-
ample of the results used to calculate Table I is shown in
Fig. 5.

Table II shows the values of kr and the standard devia-
tions for 18 anechoic measurements on ducts with cross sec-
tional dimensions ranging from 40 to 240 mm �Croft, 1979;
Sutton, 1990; Dewhirst, 2002; Li, 2005�. The values of kr
range from 2.75 to 13 for ducts driven with third octave
bands of random noise which are unflanged except for the
thickness of their wall sound insulation. The flanged duct has
a kr of 20 and the duct driven with a pure tone has a kr of 30.
The standard deviations range from 1.1 to 8.0 dB. The three
biggest standard deviations were for three of Li’s �2005� four
measurements. Li �2005� measured at angles of 1° incre-
ments. His measurements may have picked up more devia-
tions than the other coarser angular measurements. An ex-
ample of the results used to calculate Table II is shown in
Fig. 6.

TABLE I. Values of kr and standard deviations over all angles of radiation
and all frequencies of the differences between the experimental directivity
��a� Neish �1997� and �b� Potente et al. �2006�� and the theoretical directiv-
ity for ten outdoor measurements on circular ducts.

Diameter
of duct
�mm�

Length
of duct

�m�

Measurement
distance

�m� kr

Standard
deviation

�dB�

305 �b� 3 1 3.3 2.3
305 �b� 3 3 2.1 2.3
400 �a� 8 2 1.55 1.7
610 �b� 3 2 3.25 2.5
610 �b� 6 4 2.6 3.6
914 �b� 4.8 3 2.3 4.5
914 �b� 7.8 3 1.8 3.6
914 �b� 7.8 6 2.65 3.3
1220 �a� 12 3 1.55 2.8
1220 �a� 12 6 2.2 2.4

FIG. 5. Experimental �Potente et al., 2006� and theoretical SPL relative to
that at 0° for a 914 mm diameter 7800 mm long duct measured 3000 mm
from the center of the duct end opening at an angle of radiation relative to
the normal of 105° as a function of ka.
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IV. COMPARISON WITH EXPERIMENTAL RESULTS
FOR ROOMS

For the scale model anechoic room and near field acous-
tical holography measurements considered in this section,
the procedure described at the start of Sec. III was repeated.
The average value of kr was 1.78, and this value is used for
the theoretical calculations in this section.

Oldham and Shen �1982�, Shen and Oldham �1982�, and
Oldham and Shen �1983� conducted scale model investiga-
tions of the sound radiation from an opening or panel
mounted in the wall of a room. They used a box with exter-
nal dimensions of 0.5�0.5�0.5 m3 which they rotated in
an anechoic room. The internal dimensions of their box are
approximately 0.3�0.3�0.3 m3, but “two of the inner
walls were inclined in order to improve the diffusion of the

sound field. Four piezo-electric tweeters having a frequency
range extending to 40 kHz were placed in the four lower
corners of the model room with their axes inclined to the
walls. 1/3 octave band filtered white or pink noise was sup-
plied to the loudspeakers to produce a reverberant field in-
side the model room. Spherical diffusers of diameter about 4
cm were hung from the ceiling in order to improve the dif-
fusion of the sound field.” No reverberation times are given,
so the absorption coefficient of the internal walls of the box
is assumed to be 0.05 for the theoretical calculations in this
section.

Table III shows the averages and standard deviations
over all angles of radiation and all frequencies of the differ-
ences between the experimental directivity and the theoreti-
cal directivity. The first length of the two aperture dimen-
sions is the length of the opening or panel in the plane of
measurement. Oldham and Shen �1982� observed that their
results for an opening depended mainly on the value of the
product of the frequency with the length of the opening in
the plane of measurement. They averaged all of their results
which have the same values of this product. The difference
between their average results and the theoretical results is
also shown in Table III. An example of the results used to
calculate Table III is shown in Fig. 7.

The general trend is for both the magnitudes of the av-
erage differences and the standard deviations of the differ-
ences to become greater as the panel thickness increases and
decreases the critical frequency. To obtain theoretical values
at the coincidence peaks which are in reasonable agreement
with the experimental peaks, damping loss factors of 0.23 for
Plexiglas and 0.1 for aluminum are assumed. These values
are about 100 times greater than the typical values of 0.002
and 0.001. Also the value of the damping loss factor used for
the concrete panel is 0.01 which is at the upper end of the
expected in-situ range.

The problem appears to be the inadequacy of Eq. �13� to
properly model the wave impedance of a finite panel in the
vicinity of and above the critical frequency of the panel.

TABLE II. Values of kr and standard deviations over all angles of radiation
and all frequencies of the differences between the experimental directivity
��a� Croft �1979�, �b� Sutton �1990�, �c� Dewhirst �2002�, and �d� Li �2005��
and the theoretical directivity for 18 anechoic room measurements on ducts.

Duct cross section
�mm� kr

Standard deviation
�dB�

85 diameter �b� 4.1 2.9
85 diameter �b� 5 3.1
80�80 �b� 3.7 2.8
120�40 �b� 2.75 2.7
40�120 �b� 4.6 1.7
80�40 �b� 4.1 2.9
40�80 �b� 6 3.0
85 diameter pure tone excitation �b� 30 4.3
112 diameter �a� 3.37 1.1
120�120 �c� 8 2.9
80�160 �c� 8 2.5
160�80 �c� 3.2 3.1
80�240 �c� 16 3.2
240�80 �c� 3.05 3.9
130 diameter 260 diameter flange �d� 20 8.0
130 diameter �d� 13 6.5
80�160 �d� 6 5.1
160�80 �d� 2.8 3.8

FIG. 6. Experimental �Sutton, 1990� and theoretical SPL for an 80 mm
square cross section 750 mm long duct as a function of angle of radiation
relative to the normal when ka=11.6.

TABLE III. The averages and standard deviations over all angles of radia-
tion and all frequencies of the differences between the experimental direc-
tivity ��a� Oldham and Shen �1982�, �b� Shen and Oldham �1982�, and �c�
Oldham and Shen �1983�� and the theoretical directivity for 12 anechoic
room measurements on openings and panels in the wall of a model room.

Material and
thickness �mm�

Size
�mm�

Damping
loss factor

Average
difference

�dB�

Standard
deviation

�dB�

Opening �a� 100�50 �0.1 1.6
Opening �a� 100�100 0.7 2.2
Opening �a� 50�100 �1.6 2.3
Opening �a� Average 0.8 1.4
Concrete 5 �b� 200�150 0.01 1.0 6.2
Aluminum 0.5 �b� 100�50 0.1 1.5 2.0
Plexiglas 1 �c� 300�100 0.23 0.4 1.6
Plexiglas 2 �c� 200�200 0.23 0.4 4.0
Aluminum 0.5 �c� 100�50 0.1 1.3 2.6
Plexiglas 6 �c� 100�300 0.23 3.0 6.0
Plexiglas 6 �c� 300�100 0.23 4.1 7.3
Plexiglas 8 �c� 300�200 0.23 5.3 7.4
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There have been some suggestions of this in previous com-
parisons made by the author on thin panels whose critical
frequencies are near the high frequency end of the measured
frequency range. It is much more obvious for a thick panel
whose critical frequency is near the low frequency end of the
measured frequency range.

Equation �13� is only strictly valid for the forced wave
in an infinite panel. Ljunggren �1991� pointed out that one of
the problems with Eq. �13�, when it is applied to a finite
panel, is the spatial rise length. It can take a considerable
distance from the edge of the panel for the forced bending
wave to reach the velocity implied by Eq. �13�. It is possible
for this distance to be much greater than the dimensions of
the panel. A second problem is that the waves reflected from
the edges of the panel propagate with the free bending wave-
length rather than the trace wavelength forced by the air-
borne sound. An attempt was made to model the vibration of
the 5 mm thick concrete panel as the forced wave in an

infinite limp panel and the rest of the vibration as free bend-
ing waves. Unfortunately this approach made the disagree-
ment worse. It produced an average difference of �2.6 dB
and a standard deviation of 8.3 dB.

Rowell and Oldham �1996� used near field acoustical
holography to measure the directivity of the sound insulation
of homogeneous, profiled, and composite panels for the oc-
tave band frequencies from 125 Hz to 4 kHz. They also gave
the results of far field measurements on a 6 mm thick alumi-
num panel measuring 2400�1200 mm2 in one-third octave
frequency bands from 2 to 6.3 kHz. The averages and stan-
dard deviations of the differences between their experimental
results and the theoretical results over angles and frequencies
are shown in Table IV. An example of the results used to
calculate Table IV is shown in Fig. 8. A damping loss factor
of 0.23 is used for the 6 mm thick aluminum panels. The use
of such a large loss factor is required because the experimen-

FIG. 7. Experimental �Oldham and Shen, 1983� and theoretical SPL relative
to that at 0° for a 1 mm thick Plexiglas panel in the wall of a room as a
function of angle of radiation relative to the normal when ka=87.

TABLE IV. The averages and standard deviations over all angles of radiation and all frequencies of the
differences between the experimental directivity �Rowell and Oldham, 1996� and the theoretical directivity for
14 near field acoustical holography measurements on panels in the wall of a room. The results for the third
aluminum panel are from far field measurements.

Material thickness
�mm� direction

Size
�mm� Corrugation

Damping
loss factor

Average
difference

�dB�

Standard
deviation

�dB�

Aluminum 6 920�1200 0.23 �1.0 2.6
Aluminum 6 1200�920 0.23 �0.6 3.6
Aluminum 6 2400�1200 0.23 �0.1 6.1
Steel 0.5 across 805�1200 Quasi-sinusoidal 0.0004 0.3 3.5
Steel 0.5 parallel 1200�805 Quasi-sinusoidal 0.0004 0.3 4.7
Steel 0.7 across 920�1200 Trapezoidal 0.0004 0.8 4.1
Steel 0.7 parallel 1200�920 Trapezoidal 0.0004 �2.2 7.1
Steel 0.7 across 920�1200 Trapezoidal 0.0004 �0.5 4.7
Steel 0.7 parallel 1200�920 Trapezoidal 0.0004 �0.8 6.3
Steel 0.7 across 882�1200 Trapezoidal 0.0004 0.2 3.1
Steel 0.7 parallel 1200�882 Trapezoidal 0.0004 2.3 8.6
Sandwich panel 1200�1200 0.008 �0.9 5.7
Sandwich panel 1200�1200 0.008 0.3 5.2
Sandwich panel 1200�1200 0.008 �1.8 4.8
Sandwich panel 1200�1200 0.008 �2.5 4.5

FIG. 8. Experimental �Rowell and Oldham, 1996� and theoretical SPL rela-
tive to that at 0° for a quasi-sinusoidally corrugated 0.5 mm thick steel panel
measured in a plane parallel to the corrugations at an angle of radiation
relative to the normal of 90° as a function of ka.
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tal coincidence peaks are not as large as expected and tend to
disappear altogether at higher frequencies. This is discussed
by Rowell and Oldham �1996�.

The profiled panels measured are a quasi-sinusoidally
corrugated 0.5 mm thick steel panel and three trapezoidally
corrugated 0.7 mm thick steel panels. The directivity of the
sound insulation was measured in both a plane at right angles
to the corrugations and in a plane parallel to the corrugations.
The damping loss factor used for all the theoretical calcula-
tions on the profiled panels is 0.0004 which is in the normal
range for steel. The magnitudes of the averages and the stan-
dard deviations in a plane parallel to the corrugations were
equal to or larger than those in a plane at right angles to the
corrugations. This is believed to be due to the much lower
critical frequency parallel to the corrugations and the prob-
lems with Eq. �13� at and above the critical frequency.

The composite panels consisted of a layer of thermally
insulating polyurethane material sandwiched between and
bonded to two slightly profiled steel panels. The directivity
of the sound insulation was measured in two planes at right
angles to each other. The damping loss factor used for the
theoretical calculations on the composite panels was 0.008.
The critical frequencies used for the two panels were 500 and
700 Hz, respectively.

The mean and the root mean square of the differences
between experiment and theory for the 55 sets of data sum-
marized in Tables I–IV are 0.2 and 4.4 dB. Thus the theory
does a reasonable job of predicting the average trend of the
experimental data, but the variation in the experimental data
about the theoretical data is large. It must be remembered
that the experimental measurements are difficult to make ac-
curately because of breakout noise through the walls of the
duct or room and residual reflections from other objects. It
should also be noted that the 4.4 dB is relatively small com-
pared with the possible 60 dB range of values from +20 to
�40 dB. Nevertheless, it is believed that Eq. �13� does not
adequately model the impedance of a finite panel in the vi-
cinity of and above the critical frequency.

V. CONCLUSION

For a panel or opening excited by sound which is inci-
dent from the opposite side, the model presented in this pa-
per can be used to predict the SPL radiated at a particular
angle to the normal of the panel or opening, relative to the
SPL radiated in the direction of the normal. The model in-
cludes a theory to predict the angular distribution of the in-
cident sound based on the sound absorption coefficient of the
walls of the room or the duct. A line source directivity model
is also used when the sound source is inside the room or
duct. On average, the length of this line source model has
been experimentally determined to be the wavelength of the
sound for loudspeaker sound sources in a duct. For a sound
source in a room kr is set equal to 1.78 where 2r is the length
of the line source model.

The model also includes an empirical method for pre-
dicting the diffraction effect of the finite size of the baffle in
which the panel or opening is mounted as a function of angle
of radiation or incidence up to 90° to the normal. Another

empirical diffraction model is used for radiation into or dif-
fraction from the shadow zone where the angle of radiation
or incidence is greater than 90° to the normal.

The model is developed for the transmission of sound
from a room wall or duct end via a panel or opening into a
free field space. However, by the principle of reciprocity, it
can also be used for transmission in the other direction. In
some situations it is necessary to consider the effects of scat-
tering from atmospheric turbulence and other objects and the
effects of noise which breaks out through the duct or room
walls.

The average difference between experiment and theory
is only 0.2 dB. However, the experimental results show sig-
nificant variability about the theoretical predictions. The root
mean square of the differences between experiment and
theory is 4.4 dB. The differences will be greater when the
theory is compared with other experimental data because the
theoretical sound source directivity used in this paper has
been adjusted to minimize the differences. The agreement is
worse when the critical frequency of the panel decreases as
the thickness of the panel increases. This is believed to be
due to the inadequacy of the model for the wave impedance
of a panel at and above the critical frequency of the panel. It
should be noted that the experimental difficulties also in-
crease as the sound insulation of the panel increases with
increasing thickness.
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Low-frequency sound transmission has long plagued the sound isolation performance of lightweight
partitions. Over the past 2 decades, researchers have investigated actively controlled structures to
prevent sound transmission from a source space into a receiving space. An approach using active
segmented partitions �ASPs� seeks to improve low-frequency sound isolation capabilities. An ASP
is a partition which has been mechanically and acoustically segmented into a number of small
individually controlled modules. This paper provides a theoretical and numerical development of a
single ASP module configuration, wherein each panel of the double-panel structure is independently
actuated and controlled by an analog feedback controller. A numerical model is developed to
estimate frequency response functions for the purpose of controller design, to understand the effects
of acoustic coupling between the panels, to predict the transmission loss of the module in both
passive and active states, and to demonstrate that the proposed ASP module will produce
bidirectional sound isolation. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117682�
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I. INTRODUCTION

There has long been interest in the use of partitions to
reduce sound transmission into noise-sensitive environments.
A particular need for improvement exists at lower frequen-
cies, where their passive sound isolation is inadequate. This
is the case in both single- and double-leaf partitions wherein
the transmission loss �TL� is severely degraded at lower fre-
quencies due to resonance effects.1 A common passive
method to reduce sound transmission is to add mass to the
partition. The normal-incidence mass law indicates that a 6
dB increase in the TL is possible for every doubling of the
mass of the partition.2,3 However, this solution is not feasible
for many situations wherein extra weight cannot be tolerated,
such as in aerospace vehicles, large ceiling structures of
buildings, walls and ceilings of high-rise buildings, etc. A
promising solution to the problem involves the use of active
control of lightweight partitions.

Two active control strategies that have been utilized to
improve the sound isolation performance of partitions at low
frequencies include active structural acoustic control4

�ASAC� and active segmented partitions �ASPs�.5 The
ASAC approach typically involves actuating a continuous
panel in such a way as to reduce the efficiency of acoustic
radiation into the receiving space. This approach has been
explored thoroughly.4,6–15 It is typically implemented by lo-
cating several actuators over the continuous panel and by
locating the sensors either on the panel or in the receiving
space. A control algorithm is then used which either alters
the radiating mode shapes of the panel �i.e., to make the
panel a less efficient acoustic radiator� or reduces the vibra-
tion amplitudes of the existing mode shapes. The perfor-
mance of the control scheme is typically quantified by using

microphones to measure the attenuation in sound pressure
level at several locations in the receiving space. In general,
receiving-side attenuations produced by ASAC have been
small, with typical results ranging from 5 to 10 dB in narrow
frequency bands. However, a concise summary of ASAC
performance results is difficult because the measurement
techniques reported in the literature are inconsistent. The ma-
jor challenges of the ASAC approach include large numbers
of fully-coupled controllers, the frequent �but not exclusive�
use of microphones as error sensors in the receiving space,
the spatial control spillover that inevitably results when us-
ing a continuous transmitting panel, and the minimal attenu-
ation achieved in narrow frequency bands.

The alternative classification of ASPs includes active
control approaches wherein a partition is subdivided into an
array of small modules that are both acoustically and me-
chanically segmented. The segmentation has several poten-
tial advantages. First, it allows independent control of each
module, thus eliminating the impracticality of a large number
of fully-coupled controllers. Second, it simplifies the active
control problem by allowing the long-wavelength limit to be
used with exposed module surfaces and within module cavi-
ties. If the acoustic wavelength is much larger than the mod-
ule spatial dimensions, the acoustic field variables become
relatively uniform over its extent. Simpler actuation, sensing,
and control schemes result that may be used to increase
sound isolation. Finally, the approach facilitates the place-
ment of error sensors inside the partition �as has been occa-
sionally tried in continuous double-leaf partitions�, thus
eliminating the common need for microphones in the acous-
tic space outside of the partition.
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An effective double-panel ASP has been implemented
by Leishman and Tichy.5,16–19 Several designs for individual
ASP modules were published in 2005; analytical models
were used to explore two single-panel designs and two
double-panel designs.5 Experimental embodiments
followed.18,19 The single-panel analytical models included an
actuator, a transmitting diaphragm, and surrounding intersti-
tial supports between adjacent modules. One of the models
assumed that the transmitting diaphragm vibrated snugly but
without friction within a surrounding interstitial structure
with finite impedance and considerable exposed width in the
plane of the partition. The other included a resilient surround
between the diaphragm and a surrounding interstitial struc-
ture that was assumed to be rigid and very thin in the plane
of the partition. In both cases, the transmitting diaphragm
was forced directly by the actuator. The investigations found
that both designs would produce modest actively controlled
TL at some frequencies but they were unable to provide
much TL near the resonances of either the wide interstitial
structure or the surround.

The double-panel designs used an active composite
panel on the source side of the module and a passive panel
on the transmitting side of the module. The active composite
panel consisted of a circular control loudspeaker mounted in
a larger, square, aluminum honeycomb sandwich panel. The
loudspeaker acoustically actuated the module to minimize
the vibration of the transmitting panel. It was found that this
was accomplished through a significant reduction in the vol-
ume velocity into the cavity. An individual double-panel ASP
module and a digital feed-forward controller produced ex-
perimental TL results near 80 dB over a band of 40 Hz–1.0
kHz.18 Two different error-sensing schemes were investi-
gated: an acoustic microphone located in the cavity and an
accelerometer mounted to the transmitting panel. Similar TL
results were obtained in both cases.

Although the double-panel module and controller pro-
duced very high TL, it also had several limitations, as noted
by the authors. First, the digital feed-forward controller re-
quired a time-advanced reference signal. Second, it could
only attenuate narrowband disturbances �i.e., it lacked broad-
band random noise control capabilities�. Third, it had a slow
convergence rate and a difficult time tracking swept-sine dis-
turbances. Finally, the module was unidirectional and could
not produce TL in both directions. Despite these limitations,
the double-panel module represented a unique lightweight
active partition element that exhibited such high TL capabili-
ties over a broad bandwidth, including very low frequencies.
The authors concluded that additional work would be re-
quired to assess the normal-incidence TL characteristics of
other individual module configurations and multiple modules
mounted in ASP arrays.

The authors began the process of addressing the second
half of this recommendation by constructing two ASP arrays
with four double-panel modules, each with its own digital
feed-forward controller.19 The array was tested using both
centralized and decentralized controls. Centralized control
was implemented by using four multiple-input/multiple-
output �MIMO� controllers while decentralized control was
implemented by using four single-input/single-output �SISO�

controllers. The experimental ASP array under SISO control
produced TL results near 55 dB over a band of 40–300 Hz.
This approached the maximum measurable TL of the experi-
mental measurement system. Surprisingly, the SISO control-
lers produced an average TL that was about 6 dB higher than
the MIMO controllers. The result emphasized the fact that
the acoustic segmentation within the double-panel ASP al-
lowed decoupled controllers to function with an array of
modules. The same limitations manifested by the individual
ASP modules were evident in the array.

By way of suggestion, a practical active partition �be it
an ASAC or ASP partition� should satisfy a few important
criteria. First, it should be bidirectional for many applica-
tions, being capable of providing sound isolation in both di-
rections through the partition. Second, it should be capable
of controlling both tonal and broadband random distur-
bances. Third, it should be self-contained, meaning that all
necessary sensing and actuation hardware should be located
on or within the partition. Finally, the partition should pro-
vide global attenuation of acoustic energy in the receiving
space.

The purpose of this paper is to introduce a new ASP
module and control scheme with pertinent analytical and nu-
merical modeling. The model will include key components
of the system, including panels, sensors, actuators, and con-
trollers. It will be used to �1� estimate the plant frequency
response functions �FRFs�, �2� understand the effects of
acoustic coupling between the panels, �3� predict the TL of
the module in both passive and active states, and �4� demon-
strate that the module design will produce bidirectional
sound isolation. This paper will thus demonstrate the poten-
tial of the module and its satisfaction of the design criteria.
Sections II–V address the module design, its analogous cir-
cuit representation, the development of its governing equa-
tions, and various modeling predictions.

II. DESIGN CONSIDERATIONS OF THE NEW MODULE

The new ASP module incorporated choices in both the
design of the physical configuration and the active control
method. These two aspects are described in Secs. II A and
II B.

A. Physical description

The proposed design for the module includes a stiff,
lightweight panel on its source side and one on its transmit-
ting side, separated by an air volume, as shown in Fig. 1.
Each panel is connected around its perimeter to a thin, light-
weight structure through a resilient connection or surround.
The enclosing structure, which acts as an interstice between
adjacent modules in an ASP array, is considered to be a mo-
tionless rigid body in this investigation. However, if the
structure were to vibrate to some degree, as it would in a
constructed partition array, it would radiate inefficiently and
the resilient surrounds would allow the panels to vibrate or
be controlled with substantial independence. Mechanical
coupling would be reduced between the two panels in a
given module and between panels of any two modules in the
array, thus enhancing the possibility of successful decoupled
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controllers. As a further means of reducing mechanical cou-
pling between panels in a module, and from one side of an
array to the other, a resilient airtight mechanical isolator is
also included between the two halves of the interstice.

An actuator and sensor pair is connected to each panel in
the module. The actuators are contained inside the cavity,
and the sensors can be mounted on either side of their re-
spective panels. The actuators may be configured as inertial
devices or connected to the interstitial structure by means of
lightweight supports if the effects of reactive motor forces on
the supports and structure are deemed insignificant. Other
actuation schemes, including the use of inertial actuators, are
also possible. The output of each sensor is fed into its respec-
tive controller as an error signal. The output of the controller
is fed into the corresponding actuator �shown schematically
for the leftmost panel in Fig. 1�. Although not shown in the
figure, the necessary electronics for the controllers could be
compactly designed so that they are contained within the
module. The remainder of the cavity is filled with fibrous
acoustically absorbent material �not shown in the figure� to
help improve the passive sound isolation performance of the
module at higher frequencies �above the active control band-
width�.

Different types of actuators such as piezoelectric de-
vices, inertial shakers, or moving-coil drivers could be used
in the module. The actuators modeled in this paper are
moving-coil drivers with magnets attached rigidly to the in-
terstitial structure enclosing the module. Different types of
sensors could likewise be used in the module. Ideal acceler-
ometers are assumed in this paper. Although the types of
actuators and sensors could be changed in a different design,
it is critical to the validity of the model that all of the impor-
tant dynamics of the panels, surrounds, actuators, and sen-
sors are included.

B. Active control description

An analog feedback controller was selected for this
module because of its potential for broadband control as well
as its relative ease of implementation, low cost, and low

mass. Two independent controllers whose complex FRFs are
represented by H1 and H2 were used �one for each panel�.
For this work, the controllers were second-order, analog
Fleischer–Tow biquad circuits,20–22 which use resistors, ca-
pacitors, and operational amplifiers to create desired transfer
functions between their input and output voltages. The shape
of a transfer function is determined by choosing the values of
the resistors and capacitors. The electrical schematic of the
controller is shown in Fig. 2.

The output voltage signal from the accelerometer be-
comes the input voltage to the controller �Vin�. The output
voltage from the controller �Vout� becomes the input voltage
to the actuator. The Laplace domain transfer function be-
tween the input and output voltages of the controller is then
given by the expression

Vout

Vin
= −

R0

R5
s2 +

1

R1C1
�R0

R5
−

R1

R4
�s +

1

R3R6C1C2

s2 +
1

R1C1
s +

1

R2R3C1C2

. �1�

Two important physical design choices made it possible
to use a controller that was only second-order. First, it was
important that collocated sensor and actuator pairs were used
to eliminate undesirable delay in the plant due to acoustic
propagation. Second, the airspace between the two panels
was filled with absorptive material to dampen high-
frequency cavity resonances which could unnecessarily com-
plicate the control scheme.23

III. ANALOGOUS CIRCUIT REPRESENTATION

An analogous circuit model provides a multiple-domain
�electrical, mechanical, and acoustical� representation of a
system and yields a straightforward way to write its govern-
ing equations. Analogous circuit modeling techniques are
used in this paper to develop the numerical model for the
new ASP module. A discussion of these techniques can be
found in the literature24,25 and will not be repeated here, ex-
cept as necessary to highlight specific areas of interest.

A. Physical schematic

A schematic drawing of the module is shown in Fig. 3.
Each half of the module incorporates a two degree of free-
dom �DOF� mechanical system that resembles a moving-coil
loudspeaker driver. The first DOF is contained in the motion
of the panel �diaphragm�, while the second DOF is contained

FIG. 1. Cutaway view of the double-panel ASP module.

FIG. 2. Electrical schematic of a second-order Fleischer–Tow biquad cir-
cuit.
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in the motion of the surround. Since the “classical” model of
a loudspeaker24,26 characterizes only a single DOF for the
radiating surface, the loudspeaker model used in this paper is
referred to as an “enhanced” model.

Because the two halves of the module contain identical
components, only a detailed discussion of the left half will be
given here. The mass of the panel is represented by MM1 and
the mass of the surround is represented by MM2. The panel
and the surround each act as radiating surface areas S1 and
S2, respectively. They are assumed to vibrate with uniform
complex velocity amplitudes û1 and û2. This assumption is
only valid at low frequencies as higher-order modal patterns
will begin to appear in both the panel and surround at higher
frequencies.

The connection between the surround and the interstitial
support is modeled with a resistance and a compliance �RM2

and CM2, respectively� as is the connection between the sur-
round and the panel �RM12 and CM12, respectively�. These
lumped elements are assumed to be distributed uniformly
around the perimeter of the module face. Because of the
possible asymmetry in surround properties at its inner and
outer edges, RM2 and RM12 are generally not assumed to be
equal, nor are CM2 and CM12. Finally, the secondary suspen-
sion or spider of the moving-coil driver is modeled with its
own resistance and compliance values RM1 and CM1, respec-
tively.

The moving-coil driver has intrinsic electrical properties
which also describe its behavior. They have been converted
to the mechanical mobility domain as an ideal flow source,
with a value of �êg1BL1� /ZE1, in parallel with its internal
mobility ZE1 / �BL1�2. The complex control voltage supplied
by the controller as the input to the actuator is represented by
êg1.

The benefit of using the enhanced model shown in Fig. 3
is that it allows the surround to vibrate as a lumped element,
with its own DOF. As a result, it can better predict the TL
that will occur if the panel vibration is reduced by the active
control scheme while the surround is still permitted to vi-
brate. It is anticipated that any residual vibration of the sur-
round can significantly degrade the TL performance of the
module.

One of the difficulties with the enhanced model is that it
requires the determination of the additional mechanical
mass, resistance, and compliance values of the surround.
Measurement methods exist to determine the composite pa-
rameters of the classical model,27–38 but the individual values
shown in Fig. 3 are more difficult to ascertain. To solve this
problem, the authors developed a laser-based measurement
method from which the unknown parameters �MM1, MM2,
CM1, CM2, CM12, RM1, RM2, RM12 and MM3, MM4, CM3, CM4,
CM34, RM3, RM4, RM34� could be extracted. Details of the
method are given elsewhere in the literature.39

As mentioned previously, the airspace between the two
panels of the module was to be filled with a porous material
to provide acoustic absorption. The attenuation coefficient �
of such a material may be readily determined using a plane-
wave tube,40–42 and the resulting values may be used in the

complex wave number k̃ of the model.

B. Analogous circuit schematic

The multiple-domain analogous circuit representation of
the ASP module is shown in Fig. 4. The left and right halves
of the module are represented in the left and right sides of the
circuit, respectively. Eight gyrator elements were used in the
circuit to couple the acoustic impedance domain and the me-
chanical mobility domain at various locations. The electrical
components of the moving-coil driver have already been
transferred from the electrical impedance domain to the me-
chanical mobility domain. A one-dimensional waveguide
network is used in the center of the circuit to acoustically
couple the left and right halves of the module and account
for axial wave effects. Appropriate mechanical and acousti-
cal grounds are represented by GM and GA, respectively.

Constant incident acoustic pressure sources are modeled
on each side of the module with complex amplitudes p̂i1 and
p̂i2. Disturbance pressures are allowed to impinge upon the
device from the left �side 1�, right �side 2�, or both sides
simultaneously. It should be noted that the analogous circuit

FIG. 4. Multiple-domain analogous circuit representing the ASP module.

FIG. 3. Schematic view of the ASP module.
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is limited to one-dimensional modeling, as it assumes normal
plane-wave incidence and transmission with respect to each
panel. It also assumes steady-state time-harmonic excitation
and control. However, as has been shown elsewhere, the TL
predictions that result from such a circuit are well suited for
comparison with classical normal-incidence TL formulations
and related experimental measurements.5,16–19

IV. EQUATION DEVELOPMENT

Nodal analysis was used to write nine equations in nine
unknowns �û1, û2, û3, û4, p̂A, p̂B, p̂C, p̂D, and p̂E� for the
circuit:

êg1BL1

ZE1
+ �p̂A − p̂B�S1 − �û1 − û2�ZM12 − û1ZM1 = 0, �2�

�p̂A − p̂B�S2 + �û1 − û2�ZM12 − û2ZM2 = 0, �3�

p̂A = 2p̂i1 − Û1
�0c

S
, �4�

Û1 −
�p̂B − p̂C�

ZA1
= 0, �5�

�p̂B − p̂C�
ZA1

−
�p̂C − p̂D�

ZA1
−

p̂C

ZA2
= 0, �6�

�p̂C − p̂D�
ZA1

− Û2 = 0, �7�

êg2BL2

ZE2
+ �p̂D − p̂E�S3 − �û3 − û4�ZM34 − û3ZM3 = 0, �8�

�p̂D − p̂E�S4 + �û3 − û4�ZM34 − û4ZM4 = 0, �9�

p̂E = 2p̂i2 − Û2
�0c

S
. �10�

Six mechanical impedance substitutions �ZM1, ZM2, ZM3,
ZM4, ZM12, and ZM34� are used in the above equations and are
defined in the Appendix. The nine nodal equations can be
reduced to four coupled equations of motion with û1, û2, û3,
and û4 as the unknown variables. The solution to the equa-
tions of motion for these variables required careful algebraic
reduction by means of impedance substitutions. The full so-
lution is much too lengthy to include in this paper. Instead,
the primary governing equations are presented in the body of
the paper and all of the algebraic impedance substitutions are
defined in the Appendix. The impedance definitions were
created and labeled sequentially �with subscripts� during the
solution process with the following letter order: B, C, D, and
F �the letters A and E were skipped to avoid confusion with
acoustic and electrical impedance definitions�. The reader
should be aware that the impedance substitutions are not
intended to have specific physical significance, but are pri-
marily used to enable the presentation of a compact solution.

Several quantities of interest can be obtained from the
model. It will first be used to predict both plant FRFs. The

plant FRFs can be used to design a new controller or to
evaluate the stability margins of an existing controller. Sec-
ond, the model is used to estimate the acoustic coupling
strength between the two panels. This is accomplished by
looking at the FRF between the control voltage of one actua-
tor and the acceleration of the other panel. �It is expected that
an acoustic coupling path will exist between the panels, but
that its effect will not require coupled feedback controllers.�
Third, the model is used to predict the unidirectional TL
through the module. This is accomplished by letting p̂i1 equal
1 Pa while p̂i2 is set to zero for the left-to-right TL and vice
versa for the right-to-left TL. Finally, the model is used to
predict the bidirectional capabilities of the module. This is
accomplished by letting both p̂i1 and p̂i2 be arbitrarily de-
fined over different frequency bands.

A. Plant FRFs

Knowledge of the plant FRF P allows for the design of
an appropriate controller. Two plants exist in this model �one
for each panel� and are defined here as the frequency re-
sponse from the input control voltage of an actuator to the
output of the error-sensing accelerometer:

P�f� =
accelerometer output

actuator input
. �11�

The voltage output of the panel-mounted accelerometer
was used as the error signal for the feedback controller. The
solution of the equations of motion yields the normal surface
velocity for each panel:

û1 = 2p̂i1ZD1 + 2p̂i2ZD7 + êg1BL1ZD2 + êg2BL2ZD3, �12�

û3 = 2p̂i1ZF1 + 2p̂i2�ZF4 − ZF5� + êg1BL1ZF3 + êg2BL2ZF2.

�13�

The acceleration of each panel can then be found by using
the simple relationships

â1 = j�û1, �14�

â3 = j�û3. �15�

The accelerance FRF of the first plant �between êg1 and
â1� is readily found from Eqs. �12� and �14� by setting p̂i1,
p̂i2, and êg2 equal to zero:

P11 =
â1

êg1

= j�BL1ZD2. �16�

Similarly, the accelerance FRF of the second plant �be-
tween êg2 and â3� can be found from Eqs. �13� and �15� by
setting p̂i1, p̂i2, and êg1 equal to zero:

P22 =
â3

êg2

= j�BL2ZF2. �17�

The output voltages of the ideal accelerometers are consid-
ered to be equivalent to â1 and â3.
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B. Acoustic coupling FRFs

The two halves of the module in this analysis are as-
sumed to be structurally isolated from one another so that the
only physical coupling path between them is through the air
cavity. The magnitude of the acoustic coupling FRF will be
large when resonances exist. A qualitative measure of the
strength of this coupling path is the FRF between the accel-
eration of one panel due to an excitation of the other panel. It
can be found by using Eqs. �12�–�15� and by solving for the
cross FRFs, meaning the acceleration of one panel due to a
control voltage on the other actuator �after p̂i1, p̂i2, and the
uninvolved control voltage is set to zero�:

P21 =
â1

êg2

= j�BL2ZD3, �18�

P12 =
â3

êg1

= j�BL1ZF3. �19�

C. TL

The TL of the module is defined in terms of the time-
averaged incident sound power, ��i�t, and the time-averaged
transmitted sound power ��t�t:

43

TL = 10 log� ��i�t

��t�t
�. �20�

Since the total surface area of side 1 is the same as the total
surface area of side 2 �i.e., S=S1+S2=S3+S4� and since
plane-wave propagation is assumed, Eq. �20� can be reduced
to

TL = 10 log�	 p̂in

p̂tm
	2� , �21�

where p̂in is the incident pressure on side n and p̂tm is the
transmitted pressure on side m due to p̂in. For the left-to-right
TL through the module, p̂in is p̂i1 and p̂tm is p̂t2. For the
normal one-dimensional field, the pressure p̂t2 is equal to the

product of the total volume velocity of side 2, Û2, and the
acoustic impedance �0c /S seen by the module on side 2 �as-
sumed to be anechoic�. Manipulation of the analogous circuit
equations presented at the beginning of Sec. IV yields the
left-to-right TL through the module:

TL12 = 10 log10
� p̂i1S

��0c��2p̂i1�ZA2ZB1��S1ZD1 − S2ZD4� + 2p̂i2�ZA2ZB1�S1ZD7 − S2ZD8� − ZB1� + êg1BL1�ZA2ZB1��S1ZD2 − S2ZD5� + êg2BL2�ZA2ZB1�S1ZD3 − S2ZD6� +
ZB2

ZE2
�� . �22�

If p̂i2 were zero, the equation would reduce to the uni-
directional left-to-right �side 1 to side 2� TL through the
module based solely on the disturbance pressure p̂i1. The
presence of p̂i2 acts to reduce the “measurable,” though per-
haps not “perceived,” TL through the module because an
observer on side 2 may not distinguish the time-harmonic
sound pressure transmitted through the module due to p̂i1

from the time-harmonic sound pressure at the same fre-
quency reflected from panel 2 due to p̂i2. Equation �22� can
also predict the TL of the module in its passive configuration

�with both êg1 and êg2 set equal to zero and both ZE1 and ZE2

set to infinity to represent open-circuit actuator terminals�. It
can further predict the TL of a configuration with only a
single-panel active �either êg1 or êg2 equal to zero and either
ZE1 and ZE2 set to infinity, respectively� or a configuration
with both panels active �both êg1 and êg2 nonzero and ZEn

=Rg+REn+ j�LEn�. Alternatively, the right-to-left TL through
the module is given, using the defined impedance substitu-
tions, by the expression

TL21 = 10 log10�	 p̂i2S

��0c��2p̂i1�S1ZD1 − S2ZD4� + 2p̂i2�S1ZD7 − S2ZD8� + êg1BL1�S1ZD2 − S2ZD5� + êg2BL2�S1ZD3 − S2ZD6��
	2� .

�23�

The control voltages in Eqs. �22� and �23� are given by
the products of the panel accelerations and the FRFs of the
control circuits:

êg1 = j�H1û1, �24�

êg2 = j�H2û3. �25�

One can substitute Eqs. �12� and �13� for û1 and û2 in these
expressions, then the resulting expressions can be solved si-
multaneously for the control voltages êg1 and êg2 in terms of
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the incident pressures. The appropriate terms need to be set
equal to zero or infinity for the specific control configuration.
For example, if only panel 1 is actively controlled and there
is only a single disturbance source p̂i1, then p̂i2 and êg2 in Eq.
�12� would be set to zero and ZE2 would be set to infinity.
Equations �12� and �24� would then yield the following con-
trol voltage:

êg1 =
2p̂i1j�H1ZD1

1 − j�H1BL1ZD2
. �26�

Control voltages for the other configurations can be de-
termined in a similar fashion. In each case, êg1 and êg2 rep-
resent the actual electrical voltages that drive the actuators.
They do not necessarily represent control voltages that will
completely force û1 and û3 to be zero.

D. Bidirectional TL

The equations presented in Sec. IV C can also predict
the “bidirectional” TL through the module. In this context,
the term bidirectional refers to the situation in which distur-
bance pressures are simultaneously incident on each side of
the module. One must therefore speak in terms of the “mea-
surable” TL because the ability to observe and separate the
incident, reflected, and transmitted pressures depends on the
nature of the disturbances. For example, the TL can be ob-
served as usual when p̂i1 and p̂i2 contain different frequen-
cies or when they contain the same frequencies but at dra-
matically different amplitudes. However, the second
disturbance source will reduce the measurable TL through
the module when both p̂i1 and p̂i2 possess the same frequen-
cies with similar amplitudes. This is because one cannot
readily separate the pressure that is transmitted through the
module �from disturbance source 1� from the reflected pres-
sure �from disturbance source 2�.

V. MODEL PREDICTIONS

The predictive capabilities of the model may be illus-
trated using representative numerical module parameters.
Table I lists several feasible values for the enhanced loud-
speaker model, with the assumption that both halves of the
module use identical components �BL1=BL2, LE1=LE2, etc.�.
It also lists a frequency-dependent attenuation coefficient �,
given in Np/m, for hypothetical damping within the cavity.
The damping is then included in the model through the com-
plex wave number. The module cavity depth L is chosen to
be 15 cm and its total cross-sectional area S is chosen to be
33 cm2.

A. Predicted plant FRFs

The normalized accelerance FRF P11 predicted by Eq.
�16� is shown in Fig. 5. This curve represents the accelera-
tion seen by panel 1 due to an actuator excitation voltage êg1.
Since panel 2 has the same parameters as panel 1, P22 is
identical to P11. The first peak seen near 80 Hz is the primary
mechanical resonance of the panel with its attached moving-
coil actuator. The magnitude of the FRF falls off at 12 dB per
octave below this frequency. The second peak near 185 Hz is

the mass-air-mass resonance frequency of the double-panel
partition. The magnitude of the FRF is relatively flat above
the mass-air-mass resonance frequency until it begins to roll
off at high frequencies due to the inductance of the actuator
voice coil.

The accelerance FRF can be used to design a controller
or to test the stability margins of an existing controller. For
the control circuit described earlier, the resistor and capacitor
values were chosen to position the cutoff frequencies of the
control filter and thus maximize attenuation while maintain-
ing desired stability margins.20–22 The selected values are
given in Table II, and the frequency response of the resulting
controller is shown in Fig. 6. The controller is primarily a
low-pass filter, with an asymptotic attenuation approaching
20 dB above 20 kHz. A notch was also designed into the
controller that can be strategically placed at a desired panel
resonance �through selected resistor and capacitor values� to

FIG. 5. Normalized accelerance FRF for the module.

TABLE I. Enhanced model parameters and frequency-dependent attenuation
coefficient used in the numerical analysis.

Parameter Value Units

BL1, BL2 3.54 Tm
LE1, LE2 0.23 mH
RE1, RE2 6.48 �

Rg1, Rg2 0.10 �

S1, S3 30.0 cm2

S2, S4 3.00 cm2

MM1, MM3 7.21 g
MM2, MM4 0.15 g
CM1, CM3 2300 �m /N
CM2, CM4 448 �m /N
CM12, CM34 272 �m /N
RM1, RM3 0.57 kg/s
RM2, RM4 0.30 kg/s
RM12, RM34 0.30 kg/s

Frequency band
�

�Np/m�

f �500 Hz 0.1
500� f �1000 Hz 0.4
1000� f �1300 Hz 0.9
f 	1300 Hz 1.0
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allow the closed-loop response of the system to become
smoother. Figure 6 shows the notch centered at 3 kHz.

B. Predicted acoustic coupling FRFs

The cross-coupling FRF P12 between the acceleration of
one panel due to the input excitation of the other is shown in
Fig. 7. The mass-air-mass resonance is evident at 185 Hz and
represents the strongest coupling from one panel to the other.
The axial cavity resonances are also clearly evident with the
first resonance occurring near 1.1 kHz. However, the magni-
tude of the first cavity resonance is nearly 20 dB down from
the mass-air-mass resonance. The P21 cross-coupling FRF is
identical to the one shown in Fig. 7.

The effect of the cavity depth L on the acoustic coupling
strength was investigated to explore its impact. The results
for three different cavity depths are shown in Fig. 8. The
peak magnitude of the acoustic coupling FRF increased by
roughly 3 dB per halving of distance. The magnitude was
independent of L at frequencies well below the mass-air-
mass resonance. The general trend of P12 was also indepen-
dent of L at frequencies far above the first axial cavity reso-
nance �excluding, of course, the frequency-dependent
location of the peaks that varied with L�. The cross-coupling
FRFs indicate that the acoustic coupling between the panels
is weak at all frequencies other than the mass-air-mass reso-
nance frequency.

C. Predicted TL

The unidirectional TL �e.g., from left-to-right� through
the module is plotted in Fig. 9 for three control configura-
tions. The passive configuration exhibits the characteristic
response of a double-panel partition.1 The TL increases at 18
dB per octave immediately above the mass-air-mass reso-
nance frequency while the slope decreases slightly to 12 dB
per octave at higher frequencies. The axial cavity resonances
are also clearly seen.

The prediction for single-panel control is also shown in
the figure and is the same regardless of whether panel 1 or
panel 2 is actively controlled while the other panel remains
passive. The controllers were designed such that the module
transitions to a completely passive state at frequencies higher
than about 1 kHz. The maximum increase in TL for this
configuration is 27 dB at 165 Hz. The arithmetic average
increase from 50 to 500 Hz is 18 dB. This represents a con-
siderable improvement in low-frequency TL, even with only
a single controlled panel. The control does not completely
eliminate the TL effect caused by the strong acoustic cou-
pling between panels at the mass-air-mass resonance fre-
quency. Any uncontrolled residual vibration that exists on the
first panel is readily transmitted to the second panel in the
vicinity of the resonance.

The predicted TL increases further in the third control
configuration when both panels are controlled independently

TABLE II. Resistor and capacitor values used in the analog controller.

Parameter Value Units

R0 10 000 �

R1 430 �

R2 13 120 �

R3 1 000 �

R4 452 �

R5 10 000 �

R6 1 300 �

C1 0.047 �F
C2 0.047 �F

FIG. 6. Predicted FRF of the controller.

FIG. 7. Cross-coupling accelerance FRF.

FIG. 8. Cross-coupling accelerance FRFs for three different cavity depths.
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but simultaneously. The maximum increase is 55 dB at 165
Hz. The average increase in the TL from 50 to 500 Hz is 36
dB—twice that produced by the single-panel control. The
effect of the mass-air-mass resonance is no longer apparent.

The TL for both active cases was slightly lower than the
passive case between 10 and 25 Hz. The dips in the TL
curves in this region are an effect of the feedback controller,
as these frequencies are near the lower instability point of the
closed-loop feedback control system. At these frequencies,
the control signal is nearly in phase with the disturbance
signal, resulting in a slight degradation in the TL.

One should recall that the enhanced loudspeaker model
permits the surround to respond with an additional DOF not
represented in the classical model. It is conceivable that a
surround could thus vibrate freely at some frequency even
when its associated panel is not vibrating. The effect of the
ratio of surround area to panel area on TL was explored with
this effect in mind. Three different ratios of S2 /S1 �and like-
wise S4 /S3� were examined for the case when both panels
were actively controlled. The total cross-sectional area of the
module S was kept at 33 cm2 and the ratio of S2 /S1 was
varied to produce ratios of 0, 0.125, and 0.250. The results
are shown in Fig. 10. The degradation of the TL when S2 is
increased is substantial above 150 Hz. The TL prediction
from the classical model of the loudspeaker is the same as
the S2 /S1=0 curve �i.e., no surround area�. To obtain the best
overall TL, the areas that are not directly actuated �S2 and S4�
should be minimized while maintaining sufficient resilience
for isolation of interstitial structures and adjacent panels.

The effect of cavity depth on TL was also explored. It
was shown earlier that the acoustic coupling strength in-
creases in the vicinity of the mass-air-mass resonance as the
space between the panels is diminished. This reduces the TL
that can be achieved in the control bandwidth. The predicted
TL for three different cavity depths is shown in Fig. 11. It
was found that the average achievable TL in the control
bandwidth �20 Hz–1 kHz� increases by approximately 6 dB
each time the cavity depth �L� is doubled. The low- and
high-frequency regions of the TL curve remain essentially
unaffected by the depth �although the cavity resonances shift
in frequency�.

The right-to-left unidirectional TLs for the module are
exactly the same as the results presented above. This repre-

sents a significant advancement over other active methods.
The physical configuration and independent controllers en-
able the module to exhibit the same unidirectional TL in both
directions.

D. Predicted bidirectional TL

The final performance test of the ASP module explores
how the TL is affected when pressure disturbances p̂i1 and
p̂i2 exist simultaneously on both sides. �Section V C showed
the results for the unidirectional TL that results when only
p̂i1 or p̂i2 was present.� Suppose the primary disturbance
source is p̂i1 and impinges on the left side of the module. The
TL from left-to-right through the module is given in Eq. �22�.
If the pressure p̂i2 on the right side of the module is zero,
then the equation reduces to the left-to-right unidirectional
TL. The measurable left-to-right TL of the module becomes
degraded if p̂i2 is nonzero. The degradation only occurs at
frequencies contained in p̂i2, and the amount of degradation
depends on the amplitude of p̂i2 relative to p̂i1.

For the sake of illustration, suppose p̂i1 has a real value
of 1 Pa at all frequencies and p̂i2 is zero everywhere outside
the arbitrary bandwidth of 200–400 Hz, but is allowed to
take on various real values within that bandwidth: 0, 0.1, 1.0,
and 10 Pa. The apparent TL with both panels actively con-

FIG. 9. Predicted unidirectional TL through the module. FIG. 10. Effect of the area ratio S2 /S1 on TL when both panels are actively
controlled.

FIG. 11. Effect of cavity depth L on TL when both panels are actively
controlled.
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trolled is shown in Fig. 12. It is apparent from this example
that the measurable TL is reduced when a second disturbance
source is present on the receiving side of the module, but the
reduction depends on the relative amplitude of the source. It
is not affected outside of the bandwidth of p̂i2. The controlled
module is actually attenuating the sound energy passing
through it from left to right, but the presence of a second
source on the receiving side inhibits the ability to quantify
the TL. In many cases, acoustic observation in a common
excitation bandwidth and on a given side of the module
could be dominated by the acoustic source that resides on
that side.

VI. CONCLUSION

The performance of a feedback-controlled double-panel
ASP module was examined using analytical tools and nu-
merical calculations. An enhanced model of a loudspeaker
was used to model each half of the ASP module, wherein the
surround possessed an additional DOF. Equations were de-
veloped to estimate the plant FRFs, understand the effects of
acoustic coupling between the panels, predict the TL of the
module in both passive and active states, and demonstrate
that the module design produces bidirectional TL.

It was shown that the TL for the passive double-panel
module exhibited the classical resonance effects at low fre-
quencies. Active feedback control of a single panel produced
an average TL boost of 18 dB from 50 to 500 Hz. However,
the mass-air-mass resonance dip was still apparent in the
predicted TL curve due to the strong acoustic coupling in the
cavity near its center frequency. Simultaneous active feed-
back control of both panels produced an average boost in the
TL of 36 dB from 50 to 500 Hz. It also eliminated the TL dip
at the mass-air-mass resonance frequency.

The enhanced model of the loudspeaker illustrates the
effect of having an uncontrolled vibrating surface area as
part of the panel. The surround of the panel is still permitted
to vibrate even if the vibration of the panel is reduced. The
residual vibration of the surround permits flanking around
the panel and degrades its TL performance. This effect can
be reduced by minimizing the area of the surround.

The cavity depth also affects the maximum achievable
TL. Smaller cavity depths intensify the acoustic coupling
between the panels. On average, the achievable TL in the
control bandwidth is reduced by 6 dB every time the cavity
depth is cut in half. The TL at frequencies well below the
mass-air-mass resonance is not affected, nor is the general
TL trend affected at sufficiently high frequencies above the
control bandwidth.

The ASP module design and analysis presented in this
paper demonstrate that simultaneous feedback control of
each panel in a double-panel configuration provides an effec-
tive way to actively increase TL at low frequencies. The
design transitions to passive TL control at higher frequen-
cies, which is inherently effective for sound isolation. It also
enables bidirectional TL capabilities over all frequencies. For
future research, an experimental embodiment of the module
should be constructed and tested. An array of such modules
should also be constructed and tested as a complete partition
between adjacent three-dimensional spaces.
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Nomenclature

ân 
 normal complex acceleration amplitude of
the nth panel

BLn 
 force factor of the nth moving-coil actuator
c 
 speed of sound in the fluid medium

cph 
 phase speed of sound in a dissipative
medium

Cn 
 electrical capacitance of the nth capacitor in
the control circuit

CMn 
 effective mechanical compliance of the nth
module element

CMmn 
 effective mechanical compliance coupling
the mth and nth module elements �m=n�

êgn 
 complex control voltage amplitude driving
the nth moving-coil driver

f 
 frequency
GA 
 acoustical ground �ambient reference

pressure�
GM 
 mechanical ground �zero reference velocity�
Hn 
 complex FRF of the nth controller

k̃ 
 complex acoustic wave number, =� /cph

− j�
L 
 effective cavity length of the module

LEn 
 electrical inductance of the voice coil in the
nth moving-coil actuator

m 
 integer index value
MMn 
 effective mechanical mass of the nth module

element
n 
 integer index value

p̂q 
 complex acoustic pressure amplitude at lo-
cation q in the analogous circuit

FIG. 12. Apparent left-to-right TL through the module when a second dis-
turbance source of different amplitude is present.
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p̂in 
 normally incident complex acoustic pressure
amplitude on the nth side of the module

p̂tm 
 normal transmitted complex acoustic pres-
sure amplitude on the mth side of the
module

Pmn 
 plant or coupling FRF from the side m ac-
tuator input to the side n error sensor output

Rn 
 electrical resistance of the nth resistor in the
control circuit

REn 
 electrical resistance of the voice coil in the
nth moving-coil actuator

Rg 
 output resistance of the electrical control
source

RMn 
 effective mechanical resistance of the nth
module element

RMmn 
 effective mechanical resistance coupling the
mth and nth module elements �m�n�

S 
 total cross-sectional area of the module,
=S1+S2=S3+S4

s 
 Laplace domain frequency variable
Sn 
 cross-sectional area of the nth module

element
TL 
 normal-incidence sound transmission loss
ûn 
 complex normal velocity amplitude of the

nth module element

Ûn 
 complex volume velocity amplitude on the

nth side of module, e.g., Û1= û1S1+ û2S2

ZA1 
 acoustic impedance substitution for wave-

guide network, = j���o / k̃S� tan�k̃L /2�
ZA2 
 acoustic impedance substitution for wave-

guide network, =−j���o / k̃S� csc�k̃L�
ZEn 
 total electrical impedance of the nth

moving-coil actuator, =Rg+REn+ j�LEn

� 
 attenuation coefficient of the absorptive ma-
terial used in the cavity �Np/m�

�0 
 ambient density of the fluid medium
� 
 angular frequency=2�f
� 
 acoustic sound power

APPENDIX: IMPEDANCE DEFINITIONS

Mechanical impedance substitutions:

ZM1 �
�BL1�2

ZE1
+ RM1 +

1

j�CM1
+ j�MM1, �A1�

ZM2 � RM2 +
1

j�CM2
+ j�MM2, �A2�

ZM3 �
�BL2�2

ZE2
+ RM3 +

1

j�CM3
+ j�MM3, �A3�

ZM4 � RM4 +
1

j�CM4
+ j�MM4, �A4�

ZM12 � RM12 +
1

j�CM12
, �A5�

ZM34 � RM34 +
1

j�CM34
, �A6�

ZM1.PR � ZM1 + ZM12, �A7�

ZM2.PR � ZM2 + ZM12, �A8�

ZM3.PR � ZM3 + ZM34, �A9�

ZM4.PR � ZM4 + ZM34. �A10�

Acoustic impedance substitutions:

ZAA �
�0c

S
+ ZA1 + ZA2, �A11�

ZAB � ZAA. �A12�

B impedance substitutions:

ZB1 �
S3

2ZM4.PR + 2S3S4ZM34 + S4
2ZM3.PR

S3
2ZABZM4.PR + S4

2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34
2 , �A13�

ZB2 �
S3ZM4.PR + S4ZM34

S3
2ZABZM4.PR + S4

2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34
2 . �A14�

C impedance substitutions:

ZC1 � S1
2ZA2

2ZB1 − S1
2ZAA − ZM1.PR, �A15�

ZC2 � S1S2ZA2
2ZB1 + ZM12 − S1S2ZAA, �A16�

ZC3 � S2
2ZA2

2ZB1 − S2
2ZAA − ZM2.PR. �A17�

D impedance substitutions:

ZD1 �
ZE1ZE2�S1ZC3 − S2ZC2�
ZE1ZE2�ZC2

2 − ZC1ZC3�
, �A18�
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ZD2 �
ZE2�ZC3�

ZE1ZE2�ZC2
2 − ZC1ZC3�

, �A19�

ZD3 �
ZE1ZA2ZB2�S1ZC3 − S2ZC2�

ZE1ZE2�ZC2
2 − ZC1ZC3�

, �A20�

ZD4 �
ZE1ZE2�S1ZC2 − S2ZC1�
ZE1ZE2�ZC2

2 − ZC1ZC3�
, �A21�

ZD5 �
ZE2�ZC2�

ZE1ZE2�ZC2
2 − ZC1ZC3�

, �A22�

ZD6 �
ZE1ZA2ZB2�S1ZC2 − S2ZC1�

ZE1ZE2�ZC2
2 − ZC1ZC3�

, �A23�

ZD7 �
ZE1ZE2ZA2ZB1�S2ZC2 − S1ZC3�

ZE1ZE2�ZC2
2 − ZC1ZC3�

, �A24�

ZD8 �
ZE1ZE2ZA2ZB1�S2ZC1 − S1ZC2�

ZE1ZE2�ZC2
2 − ZC1ZC3�

. �A25�

F impedance substitutions:

ZF1 �
�S1ZD1 − S2ZD4��S3ZA2ZE2ZM4.PR + S4ZM34ZA2ZE2�

ZE2�S3
2ZABZM4.PR + S4

2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34
2�

, �A26�

ZF2 �
�S1ZD3 − S2ZD6��S3ZA2ZE2ZM4.PR + S4ZM34ZA2ZE2� + �S4

2ZAB + ZM4.PR�
ZE2�S3

2ZABZM4.PR + S4
2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34

2�
, �A27�

ZF3 �
�S1ZD2 − S2ZD5��S3ZA2ZE2ZM4.PR + S4ZM34ZA2ZE2�

ZE2�S3
2ZABZM4.PR + S4

2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34
2�

, �A28�

ZF4 �
�S1ZD7 − S2ZD8��S3ZA2ZE2ZM4.PR + S4ZM34ZA2ZE2�

ZE2�S3
2ZABZM4.PR + S4

2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34
2�

, �A29�

ZF5 �
ZE2�S3ZM4.PR + S4ZM34�

ZE2�S3
2ZABZM4.PR + S4

2ZABZM3.PR + ZM3.PRZM4.PR + 2S3S4ZABZM34 − ZM34
2�

. �A30�
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Accuracy of acoustic ear canal impedances: Finite element
simulation of measurement methods using a coupling tube
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Acoustic impedances measured at the entrance of the ear canal provide information on both the ear
canal geometry and the terminating impedance at the eardrum, in principle. However, practical
experience reveals that measured results in the audio frequency range up to 20 kHz are frequently
not very accurate. Measurement methods successfully tested in artificial tubes with varying area
functions often fail when applied to real ear canals. The origin of these errors is investigated in this
paper. To avoid mixing of systematical and other errors, no real measurements are performed.
Instead finite element simulations focusing on the coupling between a connecting tube and the ear
canal are regarded without simulating a particular measuring method in detail. It turns out that
realistic coupling between the connecting tube and the ear canal causes characteristic shifts of the
frequencies of measured pressure minima and maxima. The errors in minima mainly depend on the
extent of the area discontinuity arising at the interface; the errors in maxima are determined by the
alignment of the tube with respect to the ear canal. In summary, impedance measurements using
coupling tubes appear questionable beyond 3 kHz.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125344�

PACS number�s�: 43.58.Bh, 43.64.Ha, 43.20.Ye, 43.20.Mv �BLM� Pages: 3819–3827

I. INTRODUCTION

Acoustic impedances at the entrance of the ear canal can
be measured by a great variety of methods. Møller �1960�
described the usage of “calibrated sound sources” as a means
for measuring impedances. This principle is up-to-date
nowadays as well. Actually it was applied in most measure-
ments at the ear canal �Rabinowitz, 1981; Keefe et al., 1992;
Larson et al., 1993; Voss and Allen, 1994; Hudde et al.,
1996; Sanborn, 1998�. For calibration, Norton or Thevenin
equivalent sources of the used measuring devices are deter-
mined by use of several known load impedances. After cali-
bration of the sound source the ear canal entrance impedance
is calculated from a single pressure measurement. In other
studies the transfer function method, which relies on the in-
fluence of the termination impedance on pressure transfer
functions in the duct, was applied �e.g., Ciric and Hammer-
shøi, 2007�.

Usually a robust and predictable coupling of the device
outlet and the ear canal is required. Such a coupling can be
realized by individually cast ear molds �e.g., Sanborn, 1998�
or foam plugs �e.g., Keefe et al., 1992� which are used to fix
insert earphones and microphone probes in the canal. To
avoid the area discontinuity between external sound tubes
and the ear canal entrance area, alternatively the ear canal
itself can be used as measuring duct �Hudde, 1983; Voss and
Allen, 1994; Farmer-Fedor and Rabbitt, 2002�. In principle,
there is a third alternative of measuring impedances, namely,
using impedance probes which contain separated pressure
and volume velocity sensors �the method is illustrated in
Lanoye et al., 2006�. If such devices are applied, the main

problem is the strong disturbance of sound field at the mea-
suring position. In this paper we consider exclusively mea-
surement techniques using external tubes coupled to the ear
canal entrance.

Input impedances of ear canals can be used for middle
ear diagnostics, for instance. For this application the mea-
sured impedance has to be transformed to the eardrum posi-
tion. However, results are often inaccurate. It is the central
aim of this paper to elucidate the origin of possible errors in
measurement and transformation. For frequencies higher
than the main middle ear resonance, i.e., above 3 kHz, the
eardrum can be assumed to be almost rigid �Hudde and En-
gel, 1998a; Hudde and Engel, 1998b�. Therefore the frequen-
cies of minimum and maximum input impedances are mainly
affected by the ear canal length and its cross-sectional area
function. This gives the opportunity to derive the ear canal
shape from its input impedance by inverse procedures. Meth-
ods developed for geometry estimation of the vocal tract
�Schroeder, 1967; Sondhi and Gopinath, 1971� were applied
to the ear canal as well �e.g., Hudde et al., 1999�. The cal-
culated cross-sectional area function can be used to estimate
the required transformation of the impedance �and addition-
ally of the sound pressure� to the eardrum. The eardrum
sound pressure is useful as a reference signal that is indepen-
dent of the individual ear canal �for instance, in psychoa-
coustic experiments�. It should be mentioned that simple es-
timations of the ear canal transformation based on
impedance or pure pressure measurements are possible as
well �Larson et al., 1993; Siegel, 1994; Schmidt and Hudde,
2008�, but are not considered in this paper.

The mentioned methods of estimating ear canal area
functions basically evaluate the frequencies of impedance
extrema which are characteristically shifted compared to the
equidistant extremal frequencies of homogeneous tubes. If
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the area variation in the investigated canal is small, primarily
the impedance minima are shifted. Actually, evaluating ex-
clusively the minima can provide fairly good estimates of the
ear canal transformation �Hudde et al., 1999�. Nevertheless
the knowledge of maximum frequencies improves the esti-
mate. Thus it is interesting to examine the impact of the
coupling between connecting tube and ear canal for minima
and as well for maxima arising at the ear canal entrance.

When external sound canals are attached to the ear canal
entrance, a cross-sectional area discontinuity between device
and ear canal cannot be avoided. At this interface, higher
order modes are excited �Hudde and Letens, 1985; Brass and
Locke, 1997; Fletcher et al., 2005; Stinson and Daigle,
2007�, but these modes decay within a short distance from
the discontinuity. The acoustical waves in the homogeneous
connecting tube are planar except very close to the orifice. In
contrast, the waves in the ear canal are slightly curved due to
the area function and, in particular, due to the curved shape
of the ear canal. Additionally, in the ear canal strong local
deviations from regular wave fronts that are only slightly
curved are found �Stinson and Daigle, 2005; Hudde and
Schmidt, 2009�. Such findings suggest studying the structure
of sound fields at the interface in order to get insight into the
origin of systematical measuring errors. In this investigation,
finite element �FE� models which simulate the acoustical
condition appearing in impedance measurements are used.

II. MODELING EAR CANAL IMPEDANCE
MEASUREMENTS

The models consist of connecting tubes, the ear canal,
the eardrum, and the middle ear. The connecting tube is si-
multaneously used as measuring tube, primarily for deter-
mining the impedance at its orifice. The model is constructed
as simple as possible for the given examination. In particular,
it is aimed at getting insight to general characteristics of the
sound field structure, not at the most accurate approximation
of real sound fields in natural ear canals. Therefore the con-
necting tubes and the ear canal are assumed to be rigidly
walled. The sound propagation in the tube and the ear canal
are calculated without taking losses into account. The ear
canal is “manually” constructed including features that can
be found in natural ear canals. The cross-sectional area varies
in size and shape over the canal length; its middle axis shows
two prominent bendings. The ear canal is terminated by an
inclined elastic eardrum which is loaded by the middle ear
ossicles.

The geometry of ear canal, eardrum, and middle ear is
kept constant throughout the calculations. The models only
differ with respect to shape and alignment of the connecting
tube �Fig. 1�. The effect of the area discontinuity is examined
by variation in the tube diameter. Three tubes with different
cross-sectional areas were utilized. Two of the circular tubes
have diameters of 2 mm �“thin”� and 4 mm �“medium”�. The
third model provides a flush connection between connecting
tube and ear canal. For that purpose, the entrance area of the
ear canal model is extruded along its normal. By this means
a maximally smooth transition is constructed. Such a tube is
not very realistic, but is used as an “ideal” device because
field disturbances at the interface are widely reduced. The

cross-section of the extruded canal corresponds to a circular
tube diameter of about 9.3 mm. The position of the coupling
area is the same in each of the three cases. At first, all the
three connecting tubes are aligned with the surface normal of
the cross-sectional area at the ear canal entrance.

In practice, however, the alignment of the connecting
tube is not at all unique. To examine its influence, two mod-
els with inclined connecting tubes were generated, however
exclusively for the medium diameter tube because it is the
most practicable. To obtain other orientations, the tube is
rotated about the center of its orifice area, which keeps the
resulting ear canal length constant. As the “original” medium
tube as given in the second place in Fig. 1 exhibits a signifi-
cant inclination with respect to the axis of the foremost part
of the ear canal, one of the two variations is constructed
aiming at a straight continuation �“medium, straight”� of this
axis. The “medium, inclined” case is another variation which
is rotated by 30 deg referred to the original position.

The models are generated using CAD software. Meshing
and calculation of the resulting sound fields are performed
using commercial FE software �ANSYS�. The mean nodal dis-
tance of the mesh is generally adjusted to 1.5 mm. Thus,
approximately 15 elements cover one wavelength at 16 kHz.
Near the coupling tube orifice, particularly in the case of

thin

medium

extruded

medium, straight

medium, inclined

ear canal
eardrum

connecting
tube

source

FIG. 1. Investigated impedance measurement models. The connecting tubes
have different diameters and �for the medium tube� different adjustments
with respect to the ear canal. The middle ear model is not shown in the plots,
although taken into account in the calculations.

3820 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 S. Schmidt and H. Hudde: Accuracy of ear canal impedance measurements



large area discontinuities, the spatial variations within the
sound field at the interface are much larger than at some
distance away from the interface. Here the nodal distance
needs to be increased accordingly. The necessary resolution
was checked by increasing the node density until no signifi-
cant differences in the calculated sound fields were observed.
Frequencies are chosen in equidistant steps of 160 Hz up to
16 kHz.

III. SIMULATION OF IMPEDANCE MEASUREMENTS

The simulation of impedance measurements is intended
to demonstrate the effects arising at the interface between
connecting tube and ear canal. However, the measurement
method itself should be as ideal as possible. Therefore a fully
absorbing sound source in a sufficient distance from the end
of the tube is simulated using a vibrating cross-sectional sur-
face �“piston”� of impedance equivalent with the wave im-
pedance Zw=�c. The absorption avoids reflections at the
source which would yield strong transmission line reso-
nances because the eardrum is highly reflecting. Such reso-
nances can degrade the numerical accuracy of computations.
In real measurements damping material, placed near the driv-
ing transducer, is necessary as well to avoid increasing errors
near resonances.

The impedance is “measured” using the calibrated
source method. It relies on the simple fact that the pressure
excited by a known source allows the load impedance to be
calculated. For a volume velocity source q0 having an inter-
nal admittance Y0 the load admittance Yx is determined from
the measured pressure px as

Yx =
q0

px
− Y0. �1�

In the case simulated with FE the internal admittance equals
the tube wave admittance Y0=Y tw=A /Zw=A / ��c�, where A
denotes the cross-section of tube and piston. The volume
velocity of the source is derived from the applied piston
displacement � according to q0= j��A. The pressure px is
determined at the central node of the piston which can be
considered as virtual microphone position. To calculate the
impedance Zout at the orifice of the connecting tube, the ad-
mittance Yx has to be transformed according to

Zout = Ztw
cos��Lt� − jYxZtw sin��Lt�
YxZtw cos��Lt� − j sin��Lt�

. �2�

The product �Lt of wave number and tube length is perfectly
known because the speed of sound and the dimension of the
tube are specified as FE model parameters. The lossless
transformation underlying Eq. �2� accurately matches the
conditions simulated.

Usually it is assumed that the impedance at the orifice of
the measuring tube equals the input impedance of the subse-
quent duct, i.e., the ear canal input impedance. Impedances
measured under this assumption are displayed in Fig. 2 �the
curves indicated by “�c�” are discussed later�. The imped-
ances are normalized to the tube wave impedance of a cylin-
drical tube of 8 mm diameter. Obviously the utilized con-
necting tubes have considerable impact on the measured

impedance. The most striking effect takes place in imped-
ance minima. There is a systematical shift of measured mini-
mum frequencies to lower values if the cross-section of the
connecting tube is reduced. In contrast, the impedance
maxima are much less affected.

Shifting of characteristic frequencies due to spatial
sound field structures at tube orifices is well known. In some
cases corrections are possible which approximate the three-
dimensional effect in terms of the one-dimensional model, of
course, only for sufficiently low frequencies. A tube acousti-
cally coupled to a general sound field appears a little longer
than it is. The physical background of such a length correc-
tion is the acoustical mass vibrating just behind the orifice of
the tube. For the special case of an area discontinuity occur-
ring in a circular cylindrical duct an approximate formula for
the acoustical mass can be used �Karal, 1953�. Karal’s �1953�
approximation provides a good estimate of the effective mass
except for small area ratios at the discontinuity �Hudde and
Letens, 1985�. However, in the case of a small discontinuity
the correction itself is small and therefore of low signifi-
cance. Thus, Karal’s �1953� correction can be expected to
improve the measured impedances.

According to the corresponding equivalent circuit,
Karal’s �1953� acoustical mass impedance simply adds to the
actual input impedance of the ear canal. Therefore the mass
impedance is subtracted to obtain the corrected versions of
the impedances �impedances denoted with “�c�” in Fig. 2�. It
can be expected that the extruded case will give the best
approximation of the correct impedance because an area dis-
continuity is completely avoided. The corrected results are
disappointing: the minima are shifted in excess of the correct
frequency which is close to that calculated for the extruded
tube. For the cases regarded in Fig. 2 half of Karal’s �1953�
mass would yield better results. However, the mass correc-
tion is not always overestimated. Thus it is not reasonable to
use a certain factor reducing the correction to a more accu-
rate amount. For instance, Karal’s �1953� correction applies
fairly well if an axisymmetric circular duct with discontinu-
ity is considered. Actually, the correct mass is critically de-
pendent on the shape of the ear canal input area and on the
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FIG. 2. Ear canal impedances measured by simulation of three different
connecting tubes �cases thin, medium, and extruded according to Fig. 1� and
corrected according to Karal’s �1953� mass impedance at the discontinuity.
Corrected impedances are indicated by �c�. For the extruded tube no correc-
tion is applied because no discontinuity exists. The dip at low frequencies is
no fault. It is caused by resonances of the eardrum and the middle ear.
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area function and curvature of the section just behind the
interface. No simple solution can be found to estimate the
mass correction more accurately.

Under the perspective of the mass correction the missing
frequency shift in impedance maxima is easily understood:
subtracting the small mass impedance from the large en-
trance impedance near maxima has little effect, but the cor-
rection has high impact if it is in the order of the measured
values. According to Fig. 2 the mass correction changes the
result significantly in a fairly broad frequency range around
the minima. Even impedance magnitudes larger than the tube
wave impedance �over 0 dB in Fig. 2� are considerably al-
tered.

In practice, another systematical error arises. Frequently
the connecting tube cannot be correctly aligned with the ori-
entation of the ear canal because parts of the pinna, in par-
ticular, the tragus, obstruct the direct access. Then the tube
axis differs from the normal vector of the ear canal input area
at the location of the tube orifice. Measuring errors due to
such misalignment are considered in Fig. 3. The effect of
different tube alignments appears generally smaller than the
effect of discontinuities. Changes are stronger in impedance
maxima than in minima.

In many publications, reflectances instead of impedances
are considered �e.g., Stinson, 1990; Rabbitt and Dragicevic,
1991; Keefe et al., 1993; Voss and Allen, 1994; Burns et al.,
1998; Farmer-Fedor and Rabbitt, 2002; Feeney and Sanford,
2004�. The reflectance has the advantage that its magnitude
is far less dependent on the measuring location than the mag-
nitude of the impedance. Therefore the reflectance at the ear
canal entrance is sometimes considered as a rough estimate
of the reflectance at the tympanic membrane. Frequently, the
power reflectance, the square of the reflectance magnitude, is
provided. Thus it is interesting to consider the effect of the
measurement errors on the reflectances as well. The reflec-
tance is obtained from the input impedances ZE according to

r =
ZE − Ztw

ZE + Ztw
. �3�

Herein Ztw=�c /AecE denotes the tube wave impedance at the
entrance which has a cross-sectional area AecE.

The characteristics of the reflectance transformation
from the tympanic membrane to the ear canal entrance are

elucidated in Fig. 4 using two simple one-dimensional mod-
els. One model duct is shaped like a natural ear canal �taken
from Stinson and Lawton, 1989�, the other is a homogeneous
circular cylinder. Since a homogeneous �lossless� tube does
not alter the reflectance magnitude, the power reflectance at
the entrance of the duct is identical to the eardrum power
reflectance. It can be observed that the alteration of the
power reflectance is small at low frequencies, but noticeable
at higher frequencies, particularly near the frequencies of
impedance minima. The amount of reflectance variation does
not only depend on the area function of the ear canal but also
on the eardrum reflectance itself. An eardrum reflectance
having unity magnitude is not changed at all. Smaller reflec-
tances are altered to a stronger extent because the reflections
due to variation in the area function become more signifi-
cant.

The eardrum impedance data underlying the calculations
shown in Fig. 4 are taken from Hudde and Engel �1998b�.
The reflectances measured close to the eardrum of temporal
bone preparations tend to be a little higher than the results of
many in-vivo measurements. As we have seen, the deviations
between entrance and eardrum reflectances would be greater
for smaller power reflectances at the tympanic membrane.

The results of the FE simulation, now represented as
power reflectances, are given in Fig. 5. Aside from the first
sharp dip which corresponds to the main middle ear reso-
nance and further weaker middle ear and tympanic mem-
brane resonances, the minima of the power reflectance ex-
hibit some similarity with the curves given in Fig. 4. The
frequencies of the reflectance minima correspond to the im-
pedance minima. The smallest dips are calculated for the
almost ideal measuring tube, the “extruded” measuring tube.
Minima of considerable depth arise if a thin coupling tube is
used.

Obviously, measuring errors systematically increase the
apparent depth of power reflectance minima. This immedi-
ately corresponds to the decreased depth of the impedance
minima as represented in Fig. 2. Great care has to be taken to
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FIG. 3. Ear canal impedances measured by simulation of three different
coupling angles using the medium tube �cases medium, “straight,” and “in-
clined” according to Fig. 1�.
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avoid overestimating the dips of the power reflection in fre-
quency ranges around impedance minima at the ear canal
entrance �roughly at 3 and 12 kHz, depending on the ear
canal length�. Maybe some published power reflectances are
influenced by such measuring errors. It has to be noted, how-
ever, that many reflectance measurements are performed us-
ing a calibrated source directly in the ear canal, i.e., avoiding
a coupling tube. Measuring errors occurring in this case are
not covered by our current investigations, but will be exam-
ined soon.

The reflectance phase represented in Fig. 5 shows maxi-
mum deviations in the same frequency ranges. If the com-
plete information about the acoustical system behind the
measuring location is of interest, the reflectance phase is im-
portant as well. It can be used, for instance, to estimate the
area function of the ear canal �Hudde et al., 1999�. The simu-
lations reveal that also the phase is considerably disturbed if
the area discontinuity at the ear canal entrance is not kept
sufficiently small.

In the following the impact of the tube size and adjust-
ment on the accuracy of measured impedances is investi-
gated by considering the sound fields occurring near the in-
terface.

IV. SOUND FIELD STRUCTURE AT THE INTERFACE

The three-dimensional structure of sound fields is usu-
ally visualized by surfaces of equal sound pressure �“isosur-
faces”� for given frequencies. Mostly, surfaces of equal mag-
nitude of the complex pressure phasors are considered. The
associated velocity field is completely determined by the
complex sound pressure. Thus it provides no additional in-
formation, in principle. However, it is often very instructive
to look at the velocity field as well because it can consider-
ably enhance the insight into the sound field geometry. The
visualization of the velocity field in the frequency domain,
i.e., using phasors, is unfavorable because due to the vector
property of velocities a comprehensive representation would
have to include the three spatial components separately.
However, such a representation does not contribute to an
intuitive understanding of the actual velocity field. It is much

more illuminative to consider instantaneous velocity vectors
as arrows at meaningfully chosen points in time �“snap-
shots”�. In Figs. 6 and 7 only one snapshot per condition is
provided. The snapshots are always taken at the moment
when the vector length at the location of highest velocity is
maximal.

With varying frequency the minima and maxima of
sound pressures and velocities are shifted in the connecting
tube and the ear canal as well. At the position of pressure
maxima, volume velocity minima arise, and vice versa. The
most striking deviations from fundamental modes occur near
the interface between connecting tube and ear canal. The
errors of measured impedances as given in Figs. 2 and 3
suggest that the strongest deviations should be found if the
orifice of the connecting tube lies in a pressure minimum of
the ear canal. In pressure maxima smaller sound field distor-
tions, but a higher sensitivity to differing adjustments of the
connecting tube, can be expected in general. Therefore the
conditions for both extremals are examined in the following.

Figures 6 and 7 show details of the sound fields calcu-
lated for different connecting tubes and adjustments under
the conditions of the first pressure minimum �left� and the
first maximum �right� appearing at the interface area. In these
cases distinct spatial sound field structures are observed. The
isosurfaces belong to 20 equidistant pressure magnitudes.
The pressure and velocity amplitudes are separately normal-
ized for each case. Hence, the gray shading of the isosurfaces
and the length of the velocity vectors are not comparable
between the panels. The dynamic range D
=20 log10�pmax / pmin� of the pressure arising in ear canal and
connection tube is given in the figures.

First, the pressure minimum is considered. Under the
conditions examined the frequency of the first pressure mini-
mum ranges from 3200 Hz for the thin connecting tube up to
4480 Hz for the extruded tube �Fig. 6, left; compare Fig. 2�.
As expected the isosurfaces close to an area discontinuity
strongly deviate from regular, almost planar shapes that arise
in the posterior part of the ear canal and even more in the
connecting tubes. The isosurfaces obtained for the extruded
tube also exhibit some change during transition to the ear
canal, but these changes are generally small.

In the pressure minimum the velocity becomes maximal.
The ear canal has an acoustic length of about a quarter wave-
length and therefore low input impedance. The pressure iso-
surfaces and the velocity vectors as well reveal that the
sound transmission from the smaller diameter tube to the ear
canal has the character of radiation into the ear canal. The
velocity vectors at the orifice spread into the space behind
the discontinuity. After a small distance, the vectors rear-
range and form the regular ear canal field, where the vectors
are widely directed parallel to the walls again. The velocity
flow lines which run close to the ear canal walls are consid-
erably curved just behind the interface; therefore the travel-
ing distance of sound waves is longer than the middle axis
through tube and ear canal. Thus the mean distance from the
tube orifice to the end of the ear canal is extended compared
to a tube without discontinuity. Hence the ear canal appears
longer than it is. The detour becomes longer if the disconti-
nuity increases, i.e., if the tube diameter decreases. If the
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cross-sectional area of the connecting tube is identical to the
entrance area of the ear canal, no extension effect takes
place. Therefore the extruded tube produces impedance re-
sults which are close to the correct input impedance. How-
ever, it is hardly feasible in practice to use connection tubes
which are matched to individual ear canal cross-sections. On
the other hand, even the extruded connecting tube gives rise
to errors. This item will be discussed at the end of this sec-
tion.

Next, the sound fields near pressure maxima at the in-
terface are examined. According to Fig. 2 the measured fre-
quencies of the first pressure maximum are almost identical

for the different connecting tubes. Now the ear canal is half
a wavelength long which results in a high input impedance.
Obviously, the sound fields arising for minima and maxima
at the interface are fundamentally different �Fig. 6�. The
sound fields in the connecting tube and the ear canal appear
widely decoupled in a pressure maximum, whereas the two
fields are strongly coupled at the interface when a pressure
minimum occurs. This is observed in both the pressure isos-
urfaces and the velocity field in the right panel of Fig. 6. For
all the connecting tubes the velocities on both sides of the
interface are in opposite phase, which is simply explained by
the fact that the velocity runs through a minimum. In the
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FIG. 6. Isosurfaces of pressure magni-
tude and instantaneous velocity vec-
tors calculated for different connecting
tubes at the interface between tube and
two different acoustical conditions at
the interface between tube and ear ca-
nal. Left: pressure minimum at the in-
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note the extremal frequencies within
the resolution applied in the FE calcu-
lations �multiples of 160 Hz�.

“inclined”,
4160 Hz
D=40 dB

“medium”,
4000 Hz
D=39 dB

“straight”,
4160 Hz
D=40 dB

“inclined”,
7680 Hz
D=36 dB

“medium”,
8000 Hz
D=37 dB

“straight”,
7680 Hz
D=37 dB
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mum at the port area, right: pressure
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quency values denote the extremal fre-
quencies within the resolution applied
in the FE calculations �multiples of
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case of a highly reflecting termination the minimum of the
velocity amplitude is close to zero, which is associated with
a change in sign. The almost vanishing velocity at the inter-
face decouples the sound fields in measurement tube and ear
canal, whereas the large velocity occurring in a pressure
minimum couples the fields. The spatial orientation of the
velocity vectors on the left and the right of the interface is
fairly independent from each other as well.

Nevertheless, the isosurfaces at 8000 Hz reveal that a
weak coupling exists. The isosurfaces in both ducts are al-
ways aligned perpendicular to the walls. Therefore the struc-
tures are very different in both parts, particularly at large
discontinuities. Here the rigid wall at the interface forms an
essential part of the guidance of the acoustic wave. This
leads to a distinct break of the isosurfaces pattern at the
interface. However, the isosurfaces in the ear canal protrude
a little into the connecting tube. This indicates the weak cou-
pling. At the end of the connecting tube the isosurfaces are
no longer approximately planar.

In the case of the extruded connecting tube, complicated
isosurface structures as already described in Hudde and
Schmidt �2009� occur. The loose coupling of sound fields
keeps measuring errors low. In particular, the apparent exten-
sion of the ear canal as observed in pressure minima does not
take place in the pressure maxima. In the panel for the ex-
truded case at 8000 Hz, some isosurfaces form a set of
domes arching over a certain point near the interface area. As
they are oriented to one side of the ear canal wall, they are
denoted “one-sided isosurfaces” in the following. Such struc-
tures occur when local pressure maxima arise in bends of
wave ducts. The maxima are moved to the concave side of
the duct as the pressure is here a little higher than on the
opposite convex side due to reflections at the wall. One-sided
isosurfaces are not conforming to sound waves propagating
along a middle axis and cannot be represented in terms of
fundamental modes. It can be shown, however, that one-
sided isosurfaces follow the principle of minimum field en-
ergy in a weakened form. Hence, transformations over field
regions containing one-sided isosurfaces yield only minimal
error.

The small frequency variation in the pressure maximum
is determined by details of the pressure distribution in the ear
canal. In Fig. 6 the pressure maxima in the three regarded
cases are rather similar in position �darkest part of the isos-
urfaces�. This results in almost identical maximum frequen-
cies. In contrast, the pressure maxima displayed in the right
panel of Fig. 7 vary their position to some extent. In this
figure the effect of varying angles between connecting tube
and ear canal is examined for the tube of medium diameter.
To leave the actual ear canal length untouched, the connect-
ing tube is rotated about a fixed point when different cou-
pling angles are modeled. The coupling angle changes the
input area of the ear canal accordingly. As can be observed in
Fig. 7, a variation in the angle changes the position of the
pressure maximum near the interface and thereby the appar-
ent length of the ear canal. The corresponding shift of the
maximum frequency has already been observed in Fig. 3.

In the impedance minimum the differences of the mini-
mum frequencies due to changes in the coupling angle are

small �Fig. 7, left�. As in the cases considered above the ear
canal appears a little longer due to the lengthened velocity
vectors occurring just behind the discontinuity. However, the
minimum frequencies are shifted by almost the same amount
if the utilized tubes have identical cross-section. The effect
of the coupling angle on the minimum frequencies turns out
to be low. Due to the strong coupling between tube and ear
canal in pressure minima the pressure distribution in the ear
canal is less variable than in the case of a pressure maximum
�compare the sound fields in Fig. 7�.

In conclusion, the amount of area discontinuity mainly
takes effect on the frequency of measured impedance
minima, whereas it hardly alters the frequencies of measured
impedance maxima. In contrast, the coupling angle between
tube and ear canal mainly influences the measured imped-
ance maxima, whereas the impact on impedance minima is
low.

So far the extruded tube has been considered as imprac-
tical, but also the best solution for the impedance measure-
ment. However, the extruded tube does not provide perfect
coupling as well. The ideal connecting tube is given by the
requirement that the shape of isosurfaces in the sound field
must not be altered compared to the open ear canal. This
allows the necessary condition to be specified more exactly.
First, the coupling has to take place at a position where the
field structure is independent of the external sound source.
Actually, such a position can be found. The foremost posi-
tion is referred to as beginning of the “core region” of the ear
canal or as “ear canal entrance” �Farmer-Fedor and Rabbitt,
2002; Hudde and Schmidt, 2009�. In the core region a fun-
damental acoustic wave exists in the audio frequency range.
Except at the already mentioned one-sided isosurfaces the
field in the core region is regular, i.e., its isosurfaces are only
slightly curved, perpendicular to a “middle axis,” and almost
independent of frequency. If these requirements are met, the
shapes of the isosurfaces are the same for incident and re-
flected waves in the ear canal and therefore not depending on
the termination of the ear canal.

The ideal connecting tube must not alter the core region
of the ear canal. Hence it has to continue the ear canal out-
ward without changing the orientation or shape of the isos-
urface at the interface. This means that the orifice of the
connecting tube must perfectly match the isosurface at the
desired location within the core region. Furthermore the tube
must form an outward continuation of the ear canal which
avoids any noticeable discontinuity including discontinuities
in the course of the middle axis. Of course, this is not real-
istic. Any real connecting tube will disturb the sound pres-
sure on the coupling surface to some extent.

To keep errors small, the ideal case should be ap-
proached as well as possible. Therefore a variety of connect-
ing tubes are necessary to cope with individual ear canals.
Discontinuities of any kind have to be avoided. In addition,
the coupling should approximate calculable geometries and
has to be free of leakage. These requirements make accurate
impedance measurements very intricate and time-consuming.
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V. SUMMARY AND CONCLUSIONS

If any acoustical measuring device is coupled to the ear
canal, the problem arises how to realize a robust and predict-
able connection keeping measuring errors as small as pos-
sible. Practical experience reveals that it is very demanding
to measure accurate impedances except at low frequencies
when the complete ear canal behaves as lumped element. At
frequencies beyond 3 kHz the input impedance mainly re-
flects the ear canal, to a lesser extent the terminating middle
ear. Above the middle ear resonances, which arise between
700 Hz and 2 kHz, the eardrum forms a rather stiff termina-
tion guiding the sound waves to the rearmost point in the
tympanomeatal corner. Thus ear canal impedance measure-
ments in the frequency range above 3–4 kHz basically con-
tain information on the ear canal geometry. Hence imped-
ance measurements can be used as a means to derive the ear
canal geometry �Hudde et al., 1999�. Whereas the method
just quoted works well in artificial inhomogeneous, but
straight ear canals, it often fails in real ear canals. Actually
this failure gave rise to the investigations of this paper.

The ear canal area function shifts zeros and poles of the
input impedance in a characteristic manner on the frequency
scale. Thus it is of highest importance to measure the ex-
tremal frequencies correctly. Unfortunately, the present paper
demonstrates that the extremal frequencies, in particular, the
frequencies of impedance minima, can undergo considerable
shifts if no special care is taken to avoid errors due to the
coupling between measuring device and ear canal. The big-
gest effect on the resulting errors stems from the unavoidable
discontinuity between the connecting tube and the ear canal.
For circular cylinders the errors can be compensated fairly
well using an appropriate acoustical mass formula �Karal,
1953�. However, the correction turned out to be not satisfy-
ing in the case of discontinuities as arising under realistic
measuring conditions. The reflectance �or power reflectance�
at the ear canal entrance which is widely used as estimate for
the reflectance at the tympanic membrane is affected by the
described impedance measurement errors as well. The only
way to reduce such errors is the usage of connecting tubes
which widely fit the individual ear canal conditions. Further
deviations, which are predominant in impedance maxima,
arise if the adjustment of the connecting tube is not aligned
with the normal vector of the input surface of the ear canal.
A correct alignment is often not possible in practice. The
errors due to misalignment are smaller than typical errors
due to the area discontinuity, but nevertheless unacceptable if
the ear canal shape is to be estimated.

All the investigations of this paper are based on FE
simulations, not on real measurements. With respect to the
impedance measurements this has the advantage to avoid
mixing of errors due to the utilized equipment and unavoid-
able systematical errors due to the coupling between con-
necting tube and ear canal. Moreover the FE method allows
the sound fields at the interface to be studied in detail. The
sound fields near the interface between connecting tube and
ear canal as arising in pressure minima and maxima are op-
posed to each other. In pressure minima the velocity is high.
This yields a strong coupling between tube and ear canal.

Therefore the effect of different adjustments of the connect-
ing tube is comparably small in pressure minima, but due to
the extension of velocity lines at the interface the ear canal
appears extended as well. This produces the shift of mini-
mum frequencies which cannot be successfully corrected
taking Karal’s �1953� acoustic mass into account. In pressure
maxima the velocity is low and therefore the coupling as
well. As a consequence the sound field at the interface is
altered if the conditions are slightly changed. Thus the sen-
sitivity to the adjustment of the connecting tube is high,
which results in noticeable shifts of the maximum frequen-
cies.

In conclusion, accurate measurements of ear canal input
impedances are very problematic beyond 3 kHz. Below this
frequency no pressure minimum occurs at the ear canal en-
trance. Hence measurement errors due to the coupling be-
tween measuring tube and ear canal are not significant, at
least if the tube orifice is not much smaller than the ear canal.
This allows measurements for diagnostic purposes up to 3
kHz. At higher frequencies the measurement of ear canal
impedances for diagnostic aims is very questionable in any
case because the transformation to the eardrum position is
too inaccurate to estimate the high impedance at the ear-
drum.
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Time-reversing the transfer function between a time-reversal mirror �TRM� and a distant probe
source location generates an acoustic spatio-temporal focus at the location. It is shown that a TR
focus behaves as a “virtual” source �in the far-field limit� in the outbound direction with respect to
the TRM. By extension, a collection of TRM-to-probe source transfer functions constitutes a virtual
source array �VSA� that can serve as a remote platform for active imaging methods such as
beam-steering and other coherent wavefront techniques. As a demonstration, a set of a-priori
sampled TRM-to-VSA transfer functions are steered to coherently focus at a selected location
beyond the VSA for which the transfer function is not known a-priori. In this case the VSA acts as
a lens that refocuses the TRM field to the target location. Under proper conditions, the resolution is
comparable to that of standard TR. While the specific application of active focusing is presented as
a validation of the concept, the relationship between coherent focusing and the transfer function
implies that the virtual array concept may find use in a range of imaging methods, both active and
passive. Possible applications are discussed, and simulation and experimental results are
presented. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117374�
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I. INTRODUCTION

In acoustic array imaging, an array of acoustic send-
receive elements is used to extract information about features
and/or targets embedded in the propagation medium, or even
about the propagation medium itself. In the context of array
processing, imaging may involve any combination of active,1

passive,2 and/or model based3 algorithms that map �or im-
age� a set of measured array signals via an acoustic propa-
gation model to another set of parameters that characterize
the acoustic properties of the medium, including information
about any sources or scattering features. In a simple medium,
where the propagation model is sufficiently accessible, im-
aging is straightforward. For example, passive source or ac-
tive scatterer localization imaging in free space require noth-
ing more than time-delay beam-steering. As the propagation
medium �and hence the choice of propagation model� be-
comes more complex, more sophisticated array processing
techniques are needed.

One solution to imaging and communications in com-
plex media is time-reversal �TR� processing. In the TR para-
digm, the field between an array of source-receive elements,
often referred to as a time-reversal mirror �TRM�,4 and a
remote probe source is sampled. Broadcasting the time-
reversed probe source-to-TRM signal from the TRM results
in a coherent acoustic focus at the original probe source
location.5 Rather than attempt to formulate a propagation
model based on a-priori knowledge of the medium, in the TR
paradigm, the propagation model is measured directly �it is
the transfer function between the probe source element loca-

tion and the TRM�. Thus the process is completely self-
adaptive, requiring only that the propagation medium be
static �bear in mind that in a static medium, the field is re-
ciprocal, so the sampling from probe source-to-TRM is
equivalent to sampling from TRM-to-probe source�. The TR
paradigm then shifts the cost from that of characterizing the
medium a-priori to that of experimentally directly measuring
the propagation model, i.e., the transfer functions.

The main limitation to TR imaging is that it requires a
probe source. This paper introduces the notion of using a
collection of a-priori sampled transfer functions between the
TRM and the locations of an initial set of probe source ele-
ments as the basis for imaging the medium beyond the initial
probe source locations. In analogy with the guide-star tech-
nique used in astrophysics and adapted to the shallow ocean
by Siderius et al.,6 the set of measured transfer functions
projects the TRM to the probe source locations. For the pur-
poses of array processing, the collection of measured transfer
functions constitutes an array of virtual acoustic elements at
the initial probe source locations.

As a demonstration and validation of the theory and con-
ceptual foundations of a TR generated virtual array, this pa-
per considers the straightforward example of active line-of-
sight �LOS� time-delay beam-steering applied in conjunction
with a virtual source array �VSA� comprising a set of mea-
sured TRM-to-probe source transfer functions. The discus-
sion considers the case of a shallow ocean waveguide where,
due to boundary interactions, the acoustic field �and by ex-
tension the transfer functions� is complicated by multi-path
arrivals. As suggested by Jackson and Dowling,2 an active
TR focusing event results in a wave that diverges from the
focal location. Here it is shown that a TR focusing event can
be considered to be a coherent virtual point source at the
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original probe source location �in the outbound direction
with respect to the TRM�. Extending the virtual source
equivalence to a spatially extended aggregation of TRM-to-
probe source fields results in a VSA that serves as a platform
for imaging remote locations beyond the VSA that are not
accessible by a probe source. By projecting time-delay
synchronizations7 over the virtual source elements, the VSA
effectively serves as a lens that coherently refocuses the
TRM-to-VSA field to a selected unsampled target location.
In a two-dimensional geometry, any �non-near-field� imaging
techniques that can be deployed from a physical array can be
applied from the virtual array �within the resolution limits
relating the TRM and the virtual array that are discussed
below�. While it is not specifically treated here, the concep-
tual framework developed for the two-dimensional case is
easily extended to imaging from a virtual array in three-
dimensional geometries in conjunction with a curtain TRM
�a TRM that is planar�.

While the presented application can be used to ensonify
new locations, the ability to focus remotely has broader im-
aging implications. Bearing in mind the relationship between
a coherent focus and the transfer function, the resulting syn-
chronized TRM-to-VSA field represents a good estimate of
the transfer function between the TRM and the selected focal
location, and thus is useful on its own as a propagation
model for imaging and communications applications. Con-
ceptually, then, the virtual array is similar to a physical array
in terms of its potential for array processing strategies. Any
number of imaging and communications strategies, active
and passive can be applied to the VSA: for example, mono-
and multi-static sonar techniques, beam-steering, spectral
analysis,8 matched field methods,9 etc. Though the method is
here demonstrated in the context of an ocean waveguide, it
can be implemented in any static medium where TR process-
ing is applicable. The virtual array concept is particularly
suited to reverberant media, where the complexity intro-
duced to the acoustic field by refraction, scattering, and
boundary interactions actually serves to enhance TR
performance.10

Section II demonstrates the equivalence between the
field from a TR focusing event and that from a physical
probe source. Section III introduces the concept of the VSA
and presents simulation and experimental results for focusing
from a linear geometry VSA. Possible applications for the
VSA concept are discussed in Sec. IV with concluding re-
marks presented in Sec. V.

II. THE TR FOCUS AS A VIRTUAL POINT SOURCE

Consider the case that a TRM fully samples the radiative
component of the field generated by a spatial point source
�i.e., the TRM is spatially continuous and completely en-
closes the source� at location r=rn in a static, isotropic, free-
space medium of sound speed c. For a source signal time
dependence described by function F�t− tn�, where tn repre-
sents a reference delay, the time-reversed field, given by2,11

�tr�r,t� =
1

4�Rn
�F�tn − Tn − t� − F�tn + Tn − t�� �1�

�with Rn��r−rn� and Tn�Rn /c�, describes a focusing event
where waves converge to �for t� tn� then diverge from �for
t� tn� the focal point at location r=rn. Assuming the original
field sampled by the TRM comprises only far-field contribu-
tions �always the case for the idealized construct of a spatial
point source�, the focusing event is diffraction limited.2 In
the case that the TRM also includes near-field contributions
�i.e., the source is spatially extended and the TRM is within
the near-field�, the focus resolution may exceed the diffrac-
tion limit.12,13

At times t� tn, the outbound TR field approximates the
field originally sent by the active probe source, the main
difference being that the field is time reversed. In this sense,
the TR focus event can be considered a virtual source. In-
deed, the outbound field from a TR virtual source approaches
that emitted by the original active probe source �with its
time-dependence reversed� in the high frequency, far-field
limit. In the case that the TRM does not completely surround
the source, the TR virtual source field comprises only com-
ponents subtended by the TRM. As presented schematically
in Fig. 1, for points located in the outbound region, or for-
ward field cone �for t� tn�, the TR field is similar to the
radiative component of the field generated by an active
source at the TR focal point, rn. A simulated demonstration is
shown in Fig. 2.

Considering the more general problem of TR focusing in
an arbitrary static medium from a collection of N point
sources synchronized to emit at times t= tn from locations r
=rn, the TR field is given by

forward
field cone

TRM

ps

vs
θ

t < tn

t > tn

FIG. 1. TR focusing as a virtual source schematic. Though the probe source
�solid black circle indicated by ps� radiates in all directions, TR returns only
that part of the original field that is sampled by the TRM �solid black
squares�. The black circles and semi circles represent the probe source and
TR fields, with the arrows indicating the direction of travel. At times less
than the time of the focusing event, t� tn, the TR field is converging to the
source location. For points within the forward field cone, it is as if a virtual
source exists at the TR focus location.
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�tr�r,t� = �
n=1

N

F�t − tn��Gn, �2�

where Gn=G�r ,rn , t� is the time reversal operator �TRO� be-
tween the TRM and the source at location r=rn and � indi-
cates the correlation operation.

III. IMAGING FROM A LINEAR GEOMETRY VIRTUAL
ARRAY IN THE OCEAN WAVEGUIDE

One particular area of interest where the concept of a
VSA might find immediate application is in shallow ocean
acoustics where numerous interactions of the acoustic field
with the surface and sediment complicate imaging strategies.
The VSA concept combines a pair of imaging methods, TR
and time-delay beam-steering, which have each proven ef-
fective at imaging in the ocean. TR methods have proven
effective at generating acoustic focusing in even the most
complex of multi-path shallow ocean environments.1,2 One
of the main advantages of TR is that it can be completely
self-adaptive, requiring no a-priori knowledge about the
propagation medium and no modeling. The main limitation
is that TR methods require a probe source at the selected
focal location. In contrast, time-delay beam-steer algorithms,
while not well suited to complex environments, perform
quite well in simple media14 where LOS techniques are ap-
plicable. By combining an appropriate beam-steer algorithm
with the concept of a VSA, it becomes possible to steer a
collection of measured TRM-to-VSA fields to coherently fo-
cus at a selected location beyond the VSA. Most notably, the
focusing is implemented without the need for a probe source
at the selected location.

A. Theory of active focusing from a linear geometry
VSA

Consider the cylindrically symmetric, range-independent
shallow ocean case depicted in Fig. 3, where the fields be-
tween the elements �at locations �rn ,zn�� of a passive array
and a TRM �at r=0� are known, either by direct measure-

ment or otherwise. Employing the �frequency domain� ex-
pression of Eq. �2�, the frequency domain synchronized TR
focusing field is given by15

�̃tr�r,�� �
F̃*���e−i�tn

8��n
2 �

m=1

M
�m�zn��m�z�eikmRn

km
	rn

	�Rn�
, �3�

where the time-frequency Fourier transform of the expres-
sion for the TRO specific to the shallow ocean waveguide
has been substituted. In this expression � represents angular

frequency, and F̃*���e−i�tn is the complex conjugate of the
Fourier transform of the time domain signal originally trans-
mitted between the TRM and the nth element. The quantities
�m�z� and km denote the mode m depth function and propa-
gating wavenumber, respectively, while Rn=rn−r is the dis-
placement between the nth element and the field point. The
medium density at the depth zn is denoted by �n. The ap-
proximation symbol has been used to emphasize that this
expression is valid in the far-field limit. Except for an extra
factor related to cylindrical spreading, the nth focusing event
describes the field from a virtual source �in the far-field limit�
at location �rn ,zn� that is outbound for times t� tn �the field
being inbound from the TRM for t� tn�. Notice that the vir-
tual source is time-reversed with respect to the original sig-
nal.

Applying the relationship between a TR focusing event
and a virtual source, the synchronized TR focusing described
by Eq. �3� defines a time-delay beam-steer operation over the
VSA. For example, as with an array of physical sources, the
basic LOS time-delay synchronization

tn = 	�rx − rn�2 + �zx − zn�2/c �4�

applied over the virtual sources results in an coherent focus
at the point �rx ,zx�. As would be the case for a physical array,
this assumes a homogenous medium with sound speed c be-
tween the array and the selected location. In addition to the
homogenous medium assumption, the synchronization re-
quires that the relative positions of the VSA elements be
known. Neither of these requirements turn out to be overly
restrictive. Simple LOS focusing techniques are quite robust
with respect to errors in the positions of the sources. As well,
in the shallow ocean where sound speeds vary at most by a
few percent, refraction plays a very minimal role over the
short distances relevant to LOS focusing.14

More important are the resolution considerations of the
VSA. In a direct sense, the virtual array is conceptually
equivalent to a virtual lens that focuses the field from the

����� ���	
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FIG. 2. TR focus simulation. Here three snap-shots of the field in the vicin-
ity of a TR focusing event are superposed on the same figure with the
corresponding snap-shot times indicated along the top. In this case the TR
focusing event occurs at time t=0. The arrows indicate the direction of the
acoustic intensity vector. The dashed lines delineate the aperture of the TRM
�off to the left not shown�. The field converges to, and then passes through
the focal point. For points within the forward field cone, it is as if a virtual
source exists at the TR focus location.
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FIG. 3. Schematic of coherent focusing from a virtual array in the shallow
ocean. By properly synchronizing the fields between a TRM �black dots�
and a passive receive array �open circles�, it is possible to ensonify a se-
lected outbound location �denoted by *�. The gray lines denote that the
virtual array serves to redirect the TRM field to the selected location �bound-
ary reflections are neglected in this schematic�.

3830 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Walker et al.: Virtual source array



TRM to a remote location. In accordance with the principles
of geometric acoustics, the focal resolution of the VSA is
dictated by its aperture. The only complication results from
the attenuation of the waveguide. In the ocean waveguide,
where field components traveling at greater than the critical
angle are strongly attenuated, the effective aperture of the
TRM, and by extension the angle subtended by the forward
field cone �see Fig. 1�, is limited to the critical angle. As a
result, in cases where the virtual array is a great distance
from the TRM �so that the TR field does not include any
near-field components�, the ability to perform LOS focusing
is limited to within the critical angle cone. Thus, in the shal-
low ocean waveguide, it is not possible to focus at locations
that fall outside the critical angle cone.

Figure 4 presents a schematic depiction of the relation
between the resolution associated with the effective aperture
of the TRM and the resolution expected from the virtual
array alone, i.e., as if the virtual array were an isolated lens.
Panels �a�–�c� of Fig. 4 demonstrate the effect of range and
angle on the apertures of the TRM and the VSA. In a range-

independent ocean waveguide, the effective aperture of the
TRM is determined by the critical angle. Because the effec-
tive aperture of the TRM increases linearly with the range16

to the focal spot �thus preserving the critical angle�, the
f-number, or the ratio of aperture to focal distance, is inde-
pendent of range. Consequently, the focal resolution remains
nearly constant as a function of range. On the other hand,
because the VSA acts as a free-space lens, its f-number, and
hence its focal resolution, decreases as the horizontal dis-
tance between the VSA and the selected focal spot increases.
As a result, in combination with the TRM, the realizable
resolution of the VSA is always less than or, at most, equal to
the resolution associated with the effective aperture of the
TRM. There is an added complication that must be consid-
ered in the case of a horizontal �or nearly so� geometry VSA.
In this case it is useful to revisit the analogy between the
VSA and a lens. For a vertical geometry VSA �panels �a�–
�c��, the TR field transits the lens in only one direction �out-
bound with respect to TRM�. In contrast, in the horizontal
geometry case �panels �d� and �e��, even though the field is
only outbound, it is still possible for field components to
transit through both sides of the VSA. As a result, any LOS
focusing operation applied to the VSA results in a pair of
acoustic foci.

B. Simulated active focusing from a linear geometry
VSA

A simulated demonstration of the method is presented in
Fig. 5. Here the field from a TRM is focused by a vertically
oriented VSA in order to ensonify a selected outbound loca-
tion. The geometry of the VSA, the TRM, and the wave-
guide, as well as the region of the field visualized in the
simulation is shown schematically in panel �a�. The visual-
ization in panel �b� shows a superposition of a series of snap-
shots of the TRM-to-VSA field. The beam-steering operation
results in a curved front emanating from the location of the
VSA that focuses at the selected location. Time t=0 has been
set arbitrarily to coincide with the occurrence of the TR fo-
cusing event at location of the deepest VSA element. The
first snap-shot shows the field just before it reaches the VSA
location. The second snap-shot corresponds to the field just
after it has passed the VSA. The third snap-shot shows the
field between the VSA and the focal point. The fourth snap-
shot shows the field just as it reaches the selected focal lo-
cation. The final snap-shot shows the field as it continues
past the focal spot.

The visualized field progression nicely demonstrates the
analogy between the VSA concept and an actual physical
array. Beyond the VSA location, the steered TRM-to-VSA
field closely approximates the LOS focusing that would re-
sult from a physical source array at the VSA location. The
main difference is that the TRM-to-VSA field lacks the near-
field and field components that propagate at an angle greater
than the critical angle. However, as these missing field com-
ponents do not contribute to LOS focusing �to locations
within the critical angle cone with respect to the VSA�, the
focal resolution of the steered TR-to-VSA focus field ap-
proaches the diffraction limit �with respect to the aperture of

LT
LV TRM

(a)

(b)

(c)

(d)

(e)

LV

vertical VSA
horizontal

VSA

focal
point

FIG. 4. Focusing and resolution of a linear geometry VSA in combination
with a TRM in a waveguide. �a� At long distances, the waveguide geometry
�denoted by dashed black lines� increases the effective aperture �solid gray
circles�, LT, of the TRM �solid black circles�. As a reminder, the critical
angle determines the effective aperture of the TRM. The solid gray lines
indicate the full TRM aperture available for focusing at the point indicated
by the lone solid dark circle. To focus at the same location, the aperture of
the VSA �open black circles�, LV, indicated by the solid black lines, is less
than that of the TRM. �b� While the f-number, and hence the resolution, of
the TRM remains constant with range, the f-number, and hence the reso-
lution, of the VSA decreases with range between the VSA and the focal
point. �c� The effective aperture of the VSA is limited to within the aperture
of the TRM �in this case the critical angle of the waveguide�, as in the
example shown here for the case of off-axis focusing. To indicate this, one
of the black lines denoting the VSA aperture has been omitted because it is
coincident with one of the gray lines that indicate the TRM aperture. �d�
Because the time-reversed field passes in both directions through a horizon-
tal geometry VSA, a pair of foci exists. �e� The location of one or both of the
foci generated by a horizontal geometry VSA may depend on boundary
reflections. For panels �d� and �e� two of the black lines indicating the VSA
aperture have been omitted because each is coincident with a gray line
denoting the TRM aperture. Also for panels �d� and �e�, only the portion of
the effective aperture of the TRM relevant to the effective aperture of the
VSA is shown. As a result, two of the gray lines indicating the full effective
aperture of the TRM have been omitted.
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the VSA�. In the end, application of the VSA concept facili-
tated coherent focusing at the selected location without the
need for a probe source element.

For the cases shown, the VSA aperture is similar to the
effective aperture of the TRM. Thus the achieved resolution
approaches the resolution that results from standard TR fo-
cusing using a probe source element at the selected focal
point. Indeed, the results are similar enough that there is no
need to present the simulated TR focusing benchmark that
results from doing standard TR using a probe source at the
selected location. However, a visualized benchmark com-
parison is presented in the experimental results. It is impor-
tant to note that the selected focal location, which is oriented
at an angle of �=25° with respect to the VSA, falls within
the critical angle cone ��c=30° �. As a demonstration of the
limitation on LOS focusing from the VRA posed by the criti-
cal angle, panel �c� provides a visualization of a LOS beam-
steer to a selected location outside the critical angle cone
��=35° �. As shown, because the waveguide does not support
propagation outside the critical angle cone, it is not possible
to coherently focus to the selected location.

C. Experimental active focusing from a linear
geometry VSA

Figure 6 shows the results of a VSA beam-steer focusing
experiment in the ultrasonic regime. The geometry of the
VSA, the TRM, and the waveguide, as well as the region of
the field depicted in Fig. 6, are shown schematically in panel
�a�. The experiment was conducted in a laboratory wave-
guide comprising 25 mm of fresh water, �c�1487 m /s� over
a flat steel bottom �vb�5000 m /s�. The waveguide, being
very nearly range-independent and having a high boundary
sound speed, is well modeled as an ideal waveguide, though
knowledge of the environment is not required to implement
the focusing.

To begin, the field between the TRM and the VSA at
range r=750 mm was sampled using an ultra-broadband sig-
nal. The signal was a 1.5 MHz bandwidth Hanning modu-
lated pulse centered on frequency fc=1.5 MHz correspond-
ing to a characteristic wavelength of 	c�1 mm. The TRM
comprised 51 piezo-electric acoustic transducer elements
equally spaced at dz=0.5 mm �dz�	c /2� intervals. The
VSA spanned the top half of the water column, comprising
25 elements spaced at intervals dz=0.5 mm. A piezo-electric
hydrophone was placed at each of the VSA element locations
to sample the TRM-to-VSA fields. The sampled fields were
then synchronized in order to ensonify the point �r
=810 mm, z=24 mm�, summed together, time-reversed, and
broadcast from the TRM. In order to measure the resulting
ensonification, the TR field was finely sampled in both range
and depth in the vicinity of the VSA and expected focal spot.

Panel �b� of Fig. 6 shows snap-shots of the sampled TR
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FIG. 5. Simulated coherent focusing from a linear geometry VSA in an
ocean waveguide. Panel �a� shows the simulation set-up to scale. The TRM
�dark circles� generated a VSA �open circles� from which to perform LOS
focusing at the selected focal spot �indicated by *�. The gray area indicates
the region visualized in the simulation of panels �b� and �c�. In �b�, realiza-
tions of the TR field �dark features� at five different times have been super-
imposed with the corresponding times indicated above. Cylindrical spread-
ing has been removed so that each snap-shot is shown in units of dB with
respect to its own maximum. Open circles denote the location of the VSA.
Time t=0 has been set to coincide with the TR focusing event at the deepest
VSA element location. The location of the selected focal spot �r=1775 m,
z=95 m� is at declination of �=25° with respect to the VSA. The dashed
line indicates the direct LOS from the VSA to the focal point. For compari-
son, panel �c� shows a single snap-shot �at the moment of maximal focusing�
of the field for the case where the focal spot �r=1600 m, z=95 m� is ori-
ented at a declination ��=35° � beyond the critical angle ��c=30° �. The
simulation was carried out using a 
f =500 Hz bandwidth signal at carrier
frequency fc=500 Hz� in a Pekeris waveguide with water and sediment
sound speeds of c=1500 m /s and vb=1732 m /s, respectively. The TRM
was vertical and full-spanning comprising 66 evenly spaced elements at
intervals dz=1.5 m �dz=	 /2�. The vertical VSA comprised 16 evenly
spaced elements at intervals dz=3 m �dz=	� spanning depths between 5 and
50 m.
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FIG. 6. Experimental coherent focusing from a linear geometry VSA in a
laboratory waveguide. Panel �a� shows the experimental set-up to scale. The
TRM �dark circles� generated a VSA �open circles� which was used to
perform LOS focusing to a selected focal spot �indicated by *�. The gray
area indicates the region visualized in panels �b� and �c�. Panel �b� visualizes
the focus from the VSA, while, for comparison, panel �c� visualizes standard
TR focusing to the same focal location. In the visualizations, measured
realizations of the corresponding fields �light and dark features� at seven
different times have been superimposed with the corresponding times indi-
cated above. The visualizations are normalized in units of the absolute maxi-
mum of the aggregation of the superimposed fields. In panel �b�, the open
circles denote the location of the VSA. Time t=0 has been set to coincide
with the TR focusing event at the deepest VSA element location. The loca-
tion of the selected focal spot �r=810 mm, z=24 mm� is at declination of
�=18° with respect to the VSA. The dashed line indicates the direct LOS
from the VSA to the focal point. In panel �c�, time t=0 has been set to
coincide with the TR focusing event at the focal location.
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field over all depths between ranges 700 mm�r�850 mm.
While the sampling interval was dz=0.5 mm=	c /2 in the
z-direction, in range it was dr=1 mm=	c. As a result, the
field is spatially aliased in the r-direction so that the visual-
ized field appears to be of a longer wavelength than it actu-
ally was. As with the simulated result above, the time t=0
was arbitrarily chosen to coincide with occurrence of the TR
focusing event at location of the deepest VSA element.

While the waveguide is nearly ideal, implying a large
effective aperture �infinite in the ideal waveguide corre-
sponding to a critical angle of 90°�, in practice, the effective
aperture is limited by the directionality of the individual
TRM transducer elements. The working critical angle is ap-
proximately �c�30°. Consequently, as demonstrated in
panel �b�, the waveguide clearly supports the field that fo-
cuses at the selected focal spot which is oriented at an angle
of �=18° with respect to the VSA. In order to benchmark the
focal resolution of the VSA result, it is useful to compare the
result to standard TR focusing, i.e., TR focusing achieved
using a probe source element at the selected focal location,
�r=810 mm, z=24 mm�. Panel �c� shows a series of snap-
shots of the standard TR focusing field �time t=0 coincides
with the TR focusing event�. In light of the discussion of
Sec. III, one expects the resolution of the VSA focus to be
less than the standard TR result. In this case the effective
VSA aperture is about one-third the effective aperture of the
waveguide. Comparing panels �b� and �c�, it is clear that the
resolution of the VSA focusing compares favorably with the
resolution of the standard TR result. Thus, it was experimen-
tally possible to use synchronized TRM-to-VSA fields to co-
herently focus at the selected location for which the transfer
function was not known. Similar VSA focusing results were
obtained for all locations attempted within the critical angle
cone.

IV. POSSIBLE APPLICATIONS FOR THE VSA
METHOD

One issue that arises concerning the practical utility of
VSA implementations is the question of how the TRM-to-
VSA transfer functions are obtained. This is a valid concern
and, particularly in ocean applications, potentially the main
limitation to VSA implementations. For example, consider
the case where the transfer functions are sampled using a
second receive array in conjunction with the TRM. An im-
mediate question that arises is why would this VSA tech-
nique be useful if there are already physical array elements at
the VSA location which could be used directly for active
focusing. In this scenario, the main advantage of the VSA
method is that it allows for the second receive array to be
acoustically passive. It samples the field from the TRM, then
transmits the received field to the TRM �perhaps, via elec-
tromagnetic transmissions originating from an antenna above
the surface�. Consequently, all transmissions, both the trans-
fer function measurements and the VSA imaging fields,
originate on the TRM. This is advantageous because a pas-
sive array tends to be less expensive, more easily deployable,
and more maneuverable than a dedicated active TRM. As
discussed, taking only a single measurement of transfer func-
tions, the TRM can be projected to the location of the VSA

and image the medium beyond. Once the measurement is
taken the passive array may be transferred to a new location
while the TRM images the selected region. In addition to
towed and drifting passive line arrays, other possibilities in-
clude the deployment of GPS enabled sonobuoys or the gen-
eration of a synthetic aperture using an underwater autono-
mous vehicle �UAV�.

As an example, consider a mine detection scenario in an
azimuthally symmetric �with respect to the TRM� ocean en-
vironment where the goal is to ensonify a target in an un-
known environment. The passive array is deployed in the
vicinity of the target and the TRM-to-VSA transfer functions
measured and transmitted �electromagnetically above the
ocean surface� back to the TRM which then ensonifies the
target location. In addition to the flexibility provided by the
maneuverability of the passive array, the method provides an
added layer of safety in that the TRM itself can be main-
tained at a large stand-off distance. Keeping in mind that the
method performs well for arbitrary VSA geometries, a silent,
navigated UAV could be used to generate a synthetic aper-
ture VSA of any geometry by sampling the TRM-to-VSA
fields as it moves over the area of the target. Because the
UAV is highly maneuverable, it can periodically retrace its
path to refresh the transfer functions �useful in highly dy-
namic environmental conditions� or visit new locations. Ad-
ditionally, an UAV provides the capability to construct a syn-
thetic curtain array that would be required for applying the
technique in a azimuthally asymmetric environment.

While the preceding discussion concentrates on active
focusing, the virtual array concept can be applied passively
as well. With the transfer functions in hand, the same beam-
forming techniques can be passively applied to signals mea-
sured on the TRM to localize an active target beyond the
VSA. In the case that a dedicated passive array �or a collec-
tion of sonobuoys� is used there is no advantage to perform-
ing the localization on the TRM data, as, presumably the
localization can be applied directly on the passive array �or
sonobuoys�. In the silent UAV scenario, however, passive
localization on the TRM becomes quite advantageous.
Though the location of the TRM will may be compromised
because it must initially broadcast once to obtain the transfer
functions, the UAV can maintain a high measure of stealth.

As another possible application unrelated to ocean
acoustics, consider the case of medical ultrasonics where the
goal is to image a location for which the transfer function
cannot be measured, perhaps because it is in a difficult loca-
tion for a probe source to access. Assuming it is possible to
determine the transfer functions to other nearby locations,
then it might be possible to improve imaging of the location
in question. Consider a case where the target is located in
delicate internal tissue shielded by the rib cage. In fact, meth-
ods for steering a field through rib structures has been
proposed.17 As well, the relative positions of the rib struc-
tures are easily determined through diagnostics such as x-ray
and magnetic resonance imaging. Such methods could pos-
sibly be adapted to determine the transfer function between
the ultrasonic source array and the rib structures. By con-
structing a VSA from the rib structures, the TRM can be
projected past the ribs, making it possible to ensonify the soft
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tissue target. Once past the rib cage, the sound speed of the
internal tissues may be uniform enough that it is possible to
apply a simple time-delay synchronization method for steer-
ing ultrasound to the selected location. In fact, there have
been several methods proposed for determining the transfer
functions to scattering features in the human body.18,19 While
such scattering features are often viewed as an impediment
to imaging, in the context of the VSA method, they may
actually enhance imaging by serving as virtual sources from
which to perform imaging to other locations.

V. SUMMARY

It has been demonstrated that a TR focusing event can
itself be used as a virtual acoustic source. By extension,
given a collection of transfer functions between a TRM and
probe sources at different locations, it is possible to construct
a virtual element array. It has been argued that such a virtual
array can serve as a platform for imaging the adjacent me-
dium in the TRM-VSA direction. The virtual array concept
has been demonstrated through simulation and validated ex-
perimentally in a laboratory waveguide where a linear geom-
etry VSA was deployed to direct the field from a TRM to
coherently focus on a distant selected location with high fo-
cal resolution. In this application, in analogy with geometric
optics the virtual array acts as a lens to direct the TRM field
to the selected location. Because it is based on TR, the
method is self-adaptive so that it may be applied generally in
static media: free-space, multiple-scattering, waveguides,
etc. Possible applications to ocean acoustics and medical ul-
trasonics have been presented.
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A method is introduced where blind source separation of acoustical sources is combined with spatial
processing to remove non-Gaussian, broadband interferers from space-time displays such as bearing
track recorder displays. This differs from most standard techniques such as generalized sidelobe
cancellers in that the separation of signals is not done spatially. The algorithm performance is
compared to adaptive beamforming techniques such as minimum variance distortionless response
beamforming. Simulations and experiments using two acoustic sources were used to verify the
performance of the algorithm. Simulations were also used to determine the effectiveness of the
algorithm under various signal to interference, signal to noise, and array geometry conditions. A
voice activity detection algorithm was used to benchmark the performance of the source
isolation. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3126925�
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I. INTRODUCTION

Sound source localization is an important and widely
studied problem in acoustics.1–4 One of the most fundamen-
tal and widely used spatial processing tools is phased array
beamforming. Algorithms for beamforming range from
simple, narrow-band, delay and sum beamformers,5 which
are completely data independent and nonadaptive, to more
complex adaptive algorithms, such as minimum variance dis-
tortionless response �MVDR� beamforming.6,7 One of the
main challenges in any beamforming technique is to sup-
press sidelobe contributions to the beamformer output.
MVDR, for example, attempts to accomplish this by mini-
mizing the variance of the beamformer output under a dis-
tortionless constraint. In cases where the bearing angle to an
interferer is known, a fixed null beamformer8,9 can be used to
suppress contributions to the beamformer output from that
specific direction. In most applications however, the loca-
tions of interfering sources are not known a priori. In 1969,
Capon introduced a beamforming technique that adaptively
suppresses non-look direction interferers based on the cova-
riance of the received array data.6 Although a large set of
algorithms exists to mitigate the effects of interferers, they
mostly focus on adaptively placing nulls in the directions of
interferers or minimizing sidelobe height.10

Another large body of work exists in the area of time or
frequency domain blind source separation �BSS�.11,12 These
techniques do not typically exploit spatial information about
the signals. Where spatial information has been used is in
attempt to solve the BSS permutation ambiguity
problem.13–16 In this paper, we bring together methods from
BSS and phased array processing to create a unique approach
to interference suppression. This method suppresses contri-
butions to the spatial processor output from non-Gaussian

interferers using a combination of beamforming and inde-
pendent component analysis �ICA� techniques. The new
method is less sensitive to errors in the array manifold vector
than the MVDR method. In addition, the new method does
not depend on estimates of the signal covariance, which is
often problematic in application of the MVDR beamformer.
However, an estimation of the probability density function
�pdf� of the signal amplitude distribution is required.

The high-level operation of the new algorithm is as fol-
lows: Beamforming is used to correct for time delays caused
by the propagation of wavefronts arising from the spatial
distribution of sources. The FastICA algorithm is applied to
these delay-corrected signals. Spatial knowledge is also used
to resolve the permutation ambiguity problem inherent in the
ICA algorithm. Individual signals that are retrieved from the
ICA algorithm are then filtered from the mixed signals in all
channels and the remaining signals are processed spatially
for display.

II. BACKGROUND

A. MVDR beamforming

The MVDR beamforming strategy is to minimize the
variance of noise in the look direction �sometimes called the
signal protection constraint17�, so that the response of the
array is constant in the signal look direction regardless of the
choice of weights �i.e., 1�. One limitation of addition of this
constraint is that the beamformer is limited to nulling m-2
interferers, where m is the number of sensors. The weights
are adaptively calculated, based on the signal covariance ma-
trix, to coherently sum the signal of interest, while simulta-
neously minimizing the noise variance of the output. The
derivation begins with a set of spatially compact acoustic
sources in a free field with amplitudes s�t�= �s1�t� ,
s2�t� , . . . ,sn�t��T. The sources are assumed to be narrow band
and Gaussian distributed. The signals x�t� at the output of the
array at time t are
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x�t� = a���s�t� + n�t� , �1�

where x�t� is the output of the array, a��� is the array mani-
fold vector, s�t� is the source signal vector that lies in direc-
tion �s, and n�t� is a vector of noise that represents the un-
desired signals including background noise and interferers.
The combined beamformer output of the MVDR process is
given by6

y�t� = W*x�t� = W*a���s�t� + W*n�t� , �2�

with W as a vector of array weights. The goal is to choose W
to extract s�t� by minimization of the effects of n�t� in Eq.
�2�. The variance of the noise is quantified by the noise co-
variance matrix, Rn=E�nn*�, and the variance of the beam-
former output when the beamformer is steered to �s is given
by

�n
2 = E�W*nn*W� = W*RnW . �3�

The distortionless constraint is expressed as the requirement
that W*a���=1. Therefore, W is given as the optimal solu-
tion to the LaGrange problem

min W*RnW subject to W*a��� = 1. �4�

In the MVDR method, the noise is typically unknown,
and the matrix Rn is replaced by the sample covariance ma-
trix Ry. Replacing Rn with Ry in Eq. �4� and solving pro-
duces the analytical MVDR solution6

W =
Ry

−1a���
a*���Ry

−1a���
. �5�

The MVDR equation �5� shows that the weights depend on
the covariance matrix and the presumed array manifold vec-
tor. As a consequence, the beamformer is sensitive to inac-
curacies in the manifold vector. This is often a problem for
towed array sonar where the shape of the array is often un-
known due to the motion of the submarine causing bending
of the array.18 In some instances, the performance of the
MVDR beamformer can degrade below the performance of
the standard non-adaptive techniques. The advantage of the
MVDR beamformer is that the locations of the interferers do
not need to be known a priori, the beamformer suppresses
contributions from all sources not lying along the steering
direction �s up to m-2 degrees of freedom.

MVDR and other nulling beamforming techniques per-
form interference suppression through minimizing the re-
sponse of the array in non-look direction through the placing
of nulls in those directions. Another widely used technique to
extract signals from a mixture using multiple measurements
is BSS. These techniques typically use information theoretic
measures such as entropy maximization as criteria for source
extraction. A brief review of the more widely used tech-
niques is given in Sec. I B in order to provide a basic review
and introduce notation.

B. BSS

BSS is an algorithm based on ICA that attempts to ex-
tract statistically independent sources from a set of mixed
signals using multiple independent measurements. Bell and

Sejnowski19 developed a method for BSS based on minimiz-
ing the mutual information between sensor outputs using ar-
guments based on entropy. The information content of the
signal is represented by the entropy of the sensor outputs,
given by

H�y� = − E�ln py�y�� , �6�

where py�y� is the pdf of the sensor output y, and E�.� de-
notes expectation. Under the assumption of statistically inde-
pendent sources, maximizing the joint entropy minimizes the
mutual information between the channels. To maximize en-
tropy in a constrained fashion �i.e., not just simply endlessly
increasing the variance�, a nonlinear “squashing function,”
g�x�, is used to bound the pdf of the output signal. If g�x� is
a monotonically increasing function, the pdf of the array out-
put can be written as a function of the pdf of the source
signals x, according to

py�y� =
px�x�

�J�
, �7�

where �J� is the absolute value of the Jacobian of g�x�. Sub-
stituting Eq. �7� into Eq. �6� gives the final entropy function
to be

H�y� = E�ln�J�� − E�ln px�x�� . �8�

To minimize the mutual information, only the first term
in Eq. �8� needs to be minimized. An online stochastic gra-
dient descent learning rule for the Infomax method is used to
determine the optimal weight set, W, to separate the sources.
Other more robust methods using the natural gradient have
also been developed.20 The learning rule for Infomax is

�W �
�H�y�
�W

= �WT�−1 − 2yxT. �9�

Hyvärinen21 moved the mutual information minimization ap-
proach from the time domain to the frequency domain
which resulted in a faster BSS algorithm called FastICA. The
FastICA algorithm is based on the differential entropy, or
negentropy, which is defined as

J�y� = H�yGauss� − H�y� �10�

where J is the negentropy, H�.� is the entropy, and yGauss is a
Gaussian random vector of the same covariance matrix as y.
This provides a measure of non-Gaussianity that is always
non-negative and only zero for a signal of Gaussian distribu-
tion. The FastICA algorithm seeks to find a direction, w, such
that the projection, wTx, maximizes the negentropy. An ap-
proximation of the negentropy of Eq. �10� is

J�wTx� � �E�g�wTx�� − E�g�����2, �11�

where g is any non-quadratic function and � is a Gaussian
variable of zero mean and unit variance. The FastICA algo-
rithm chooses w as the solution to the optimization problem

max�E�g�wTx�� − E�g�����2 subject to E��wTx�2� = �w�2 = 1.

�12�
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Similar to the Infomax method, only the first term in Eq.
�12� is dependent on updated values of w. Using Newton’s
methods and algebraic simplification, the stabilized fixed
point algorithm can be solved as

w+ = E�xg�wTx�� − E�g��wTx��w . �13�

An initial value of the weight vector, w, is chosen and w+ is
calculated. This updated value of the weight vector is nor-
malized to unit length and compared to the previous weight
vector. If the two vectors have a dot product of zero, they
define the same direction and the algorithm has converged. A
typical choice of nonlinear function is the hyperbolic tan-
gent, which is ideal for separating super-Gaussian sources,
such as voice signals.

One of the main limitations of these BSS techniques is
that the mixing is assumed to be linear, a condition that does
not exist in a convolutive mixing problem. When processing
signals that are measured using multiple sensors, the geom-
etry of the sources and sensors causes relative delays in the
measured signals. The net result is that the mixing is convo-
lutive mixing in most situations of interest. Therefore, some
preprocessing must be performed on the array data to remove
the convolutive mixing before it can be used in the FastICA
algorithm.

C. Voice activity detection

An important application where both BSS and spatial
processing can have a large impact is in voice activity
detection22,23 �VAD� in the presence of interference. VAD
algorithms are key tools for communications systems where
conserving power is important �i.e., mobile telephones� and
where transmitting noise �as in military communications� is
to be avoided. The VAD algorithm used in this paper to
quantify the signal enhancement capabilities of the proposed
algorithm uses the higher order statistics of the signal to
distinguish between active voice frames and noise frames.24

Every 10 ms, the second-, third-, and fourth-order moments
are calculated as

Mk,x =
1

N
	
n=0

N−1

�x�n��k, �14�

where x�n� is the signal, k is the moment order, and N is the
number of samples in x�n�. Using these moments, the unbi-
ased normalized skewness �SK� and the unbiased kurtosis
�KU� are calculated using

SK =
M3,x


15vg
3

N

, KU = �1 +
2

N
�M4,x − 3�M2,x�2, �15�

where �g is the noise energy. The measure for SK and KU
are normalized by the signal energy to give

�3 =
SK

M2,x
1.5 , �4 =

KU

M2,x
2 . �16�

The noise power is estimated from any frame declared as
non-speech. For initialization, the first three frames are auto-
matically declared as non-speech and used to initialize the

noise energy. Whenever a frame is declared as non-speech,
its energy is used to update the estimate for the noise energy
according to an autoregressive averaging

vg�k� = �1 − ��vg�k − 1� + �M2,x, �17�

where k is the iteration index, and � is 0.1 Prob�Noise� �the
probability of a frame being noise�. Prob�Noise� is based on
the value of KUb, which is the unit-variance version of the
KU defined as

KUb =
KU


3vg
4

N
�104 +

452

N
+

596

N2 �
, �18�

where N is the number of samples in the frame. Using this
value and the value of SK from Eq. �15�, the probability of
the frame being noise is

Prob�Noise� =
erfc�SK� + erfc�KUb�

2
. �19�

The final parameter calculated is the signal to noise ratio
�SNR�. The SNR of the frame is

SNR = PosM2,x

vg
− 1� , �20�

where Pos�x�=x for x�0 and 0 otherwise. The values of
�3 ,�4, Prob�Noise�, and SNR are used with thresholds to
determine the state of the current frame. If the Prob�Noise� is
below its threshold value, and the SNR is greater than its
threshold value, the frame is declared as speech state. A noise
state is indicated by a Prob�Noise� greater than its threshold,
and values for �3 and �4 above their respective thresholds.
For extensive details on the VAD algorithm, see Ref. 24.

In Section IV G the relative performances of the pro-
posed algorithm, the MVDR beamformer, and unmodified
FastICA are compared and provide a quantitative perfor-
mance enhancement provided by the proposed algorithm.
The structure of the proposed algorithm is the subject of Sec.
III.

III. PROPOSED ALGORITHM

This section describes the proposed algorithm that
uniquely combines spatial and BSS processing streams. The
FastICA algorithm assumes instantaneous mixing; however,
when multiple sources are spatially distributed, this condi-
tion does not exist. The spatial processing portion of the new
algorithm aligns the signals in time. This allows application
of FastICA �or other ICA techniques for linear/simultaneous
mixing� because the mixing is no longer convolutive. As
Secs. III A–III C will show, the new algorithm’s performance
is only limited by the SNR and signal to interferer ratio
�SIR�.

A. Strategy and motivation

A block diagram of the proposed new algorithm is pro-
vided in Fig. 1. Assuming that there are m sensors and n
sources, the goal is to remove j sources from each array
channel. In this way, signals such as loud interferers can be
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removed, leaving behind the �n− j� signals of interest. The
inputs to the algorithm are the measured microphone array
signals, and the output is the set of signals of interest. The m
array signals are beamformed, which is used to estimate the
direction of arrival �DOA� of the k signals. These angles are
used to steer the array and extract signals from the k direc-
tions of interest. These signals, along with two unaltered ar-
ray sensor signals, are passed to the FastICA algorithm,
which separates the signals as explained in Sec. II B. A
Weiner filter is used to cancel the interfering signals from the
mixture of signals in each channel �least mean squares ap-
proaches can also be used�.

One advantage of using this new method is that inter-
ferer rejection is not spatially based or null beamforming as
in MVDR. As an interferer moves closer to the signal of
interest, beamformers cannot distinguish the signal of inter-
est from the interferer because they are spatially indistinct.
This is especially true for compact arrays �i.e. low m�, where
the main beam lobe is very wide. In the new method, the
higher order statistics of the signal are used for separation in
addition to the spatial location and interfering signals can
still be suppressed in spatially indistinct mixtures. While the
algorithm’s performance is degraded in this region, interferer
suppression is still possible.

B. Correcting for delays

For simplicity of derivation, a linear array with m mi-
crophone elements is used. The n sound sources are all as-
sumed to be in front of the array, with the source DOAs
ranging from −90° to +90°. Figure 2 provides the scenario
geometry and a definition of the delays appearing in Eqs.
�21� and �22�. Each array sensor sees a mixture of delayed
versions of each of the n sources according to the model

xi�t� = 	
k=1

n

Akisk�t − 	ki� + ni�t�, 	ki �
dk

c
,

for i = 1,2, . . . ,m , �21�

where xi is the response of the ith sensor of the array, Aki is
the linear mixing component, sk is the kth source, 	ki is the
delay from the kth source to the ith sensor based on the
distance between the two, and ni is the noise associated with
the ith sensor. The time delays caused by the sensor and
source geometry must be removed before FastICA can be
applied. Electronic steering of the array is used to compen-
sate for the delays. Once corrected using beamforming, the

signals are linearly mixed and therefore can be processed by
the FastICA portion of the algorithm.

In this paper, the steering is accomplished using a tradi-
tional narrow-band delay and sum beamformer. Other more
sophisticated techniques could be used in this step; however,
the narrow-band delay and sum beamformer is used for con-
venience due to its ease of implementation and processing
speed. The weights for this beamformer are data independent
and can be calculated in advance. The relative delays be-
tween sensors for each signal are given by

bl�t� = 	
i=1

m

xi�t − 	il� = 	
i=1

m

	
k=1

n

Akisk�t − 	ki − 	il� + ni�t − 	il�

for l = 1,2, . . . ,n

	il =
de

c
�i − 1�sin �k, �22�

where bl is the lth beamformed signal, 	il is the delay from
the delay-and-sum beamformer, and �k is the DOA of the kth
source. The beamformed outputs, combined with the unal-
tered first and mth array signals, form the set of mixed sig-
nals for the ICA algorithm. The first and mth array signals
are included to introduce additional unaltered information
�beamforming distorts signals away from the steering angle�
about the mixed signals into the FastICA algorithm to aid in
the separation process. Although not a requirement of
FastICA, inclusion of these undistorted mixed signals im-
proves the separation result.

C. ICA and signal selection

The mixed signal set generated by the beamforming pro-
cess contains �j+2� signals. The FastICA algorithm will also
produce �j+2� outputs, j of which will contain unmixed sig-
nals. The other two are a residual mixture of all the signals
and Gaussian noise. The FastICA algorithm has a permuta-
tion ambiguity in the outputs, so additional postprocessing is
necessary to identify the separated sources. The unmixed sig-

FIG. 1. Processing strategy for the combination of beamforming and ICA
processing to suppress interferers.

FIG. 2. The geometry of the sensors and sources assumed for algorithm
development is shown. The array is a linear microphone array and all
sources are in front of the array. The time delays introduced in Eqs. �21� and
�22� are due to the corresponding distances indicated with the dashed and
dotted line segments.
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nals must be classified as either the signal of interest, inter-
ferers, or residual mixtures. This task is accomplished using
the coherence between the beamformed signals and the
FastICA outputs. The interferer signals are chosen as the
FastICA output channel with the highest coherence with the
beamformer output at the DOA of the interferers. The inter-
ferer signals are used as the “noise” sample input into a
Weiner filter, which cancels these from each channel in the
array. Using this approach, a technique can be implemented
where, starting with the loudest, interferers can be canceled
from displays such as bearing time recorder �BTR� displays
leaving behind successively more quiet sources. Examples of
this technique are provided via both simulation and experi-
ment in Sec. IV.

IV. SIMULATIONS

A. Simulation parameters

For the simulations presented in Secs. IV B–IV F, the
data contains two voice signals; one signal of interest and
one interferer signal. The sources used are digitally recorded
files of voices, which are artificially placed at various loca-
tions in the environment with respect to the array. The data in
the simulation in Sec. IV G contains one voice signal and
one broadband interferer signal. In order to simulate the
DOA, the source signals are up-sampled to five times their
sampling frequencies and then shifted by the appropriate
number of samples corresponding to the DOA delay. This
method is not frequency dependent and creates minimal dis-
tortion in the signal.

All of the simulations assume an anechoic environment,
where the speed of sound is 343 m /s. A linear array is used
in all cases, where the element spacing is constant. The num-
ber of elements and the elemental spacing varies depending
on the simulation. For each case, the sampling frequency is
11025 Hz, which is a standard sampling frequency used in
wav audio files. The frequency of interest used for simula-
tions is 3250 Hz, which was chosen based on the frequency
content of the simulated signals. Unless stated otherwise, the
two signals are at equal power, equidistance from the array,
and there is no additional non-correlated background noise.

B. Effect of the algorithm on unmixing

To quantify the performance of the new algorithm, a
comparison was done to compare unmixing performance un-
der the conditions of linear mixing, convolutive mixing, and
corrected convolutive mixing. The signal of interest is lo-
cated at +5°, while the interferer is located at −10°. A 35
channel array is used with an element spacing of 0.035 m.
For the convolutive mixing case, the first and mth array sig-
nal are passed directly to the FastICA algorithm. The cor-
rected convolutive mixing case uses the beamforming tech-
nique to correct the time delays �as described above�. Figure
3 shows the coherence between the original and unmixed
signal for the three cases. While the linear mixing case has a
coherence of nearly 1 for all frequencies, the other two cases
show degradation of the signal after separation. However, the
new algorithm shows much better performance for most of
the frequencies considered.

C. Two voices with equal signal strength

A simulation with two voice signals �one stationary, one
moving� was done in order to examine the algorithm’s per-
formance with respect to a variety of spatial situations. The
interferer remains stationary at +5°, while the signal of in-
terest is moved from −20° to +20° at a rate of 1° /s. All
sources are assumed to be in the far-field and have equal
power. The data are simulated for a 35 channel linear array
with an inter-microphone spacing of 0.035 m. Figure 4
shows the time-angle plot using a standard narrowband
delay-and-sum beamformer. Each horizontal slice in Fig. 4 is
the magnitude of the beamformer output calculated using
one second of data. The two sources are clearly seen. The
interferer appears as the vertical signature appearing at +5°.
The signal of interest is the signature that crosses diagonally
from −20° to +20°.

MVDR beamforming is used in this paper to provide a
comparison or the new algorithm with spatial null forming
techniques. The result of MVDR processing can be seen in

FIG. 3. �Color online� Coherence between the original signal and the un-
mixed signal for three cases: linear mixing with FastICA separation, convo-
lutive mixing with FastICA separation, and convolutive mixing with time
delay correction via beamforming and FastICA separation.

FIG. 4. �Color online� Bearing track recorder plot using a narrow-band
delay and sum beamformer for two signals having equal power. One signal
is located at +5°, while the other signal moves from −20° to +20° at a rate
of 1° /s.
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the time-angle plot of Fig. 5. Over the entire duration of the
simulation, the MVDR beamformer has placed a null in the
direction of the interferer at +5°. While the MVDR algo-
rithm has good performance with regard to the interferer sup-
pression at +5°, as the signal of interest passes near the in-
terferer, both signals are suppressed by the null at +5°. This
is one of the shortcomings of null based interference sup-
pression, such as MVDR. The beampattern has numerous
sidelobes that distort the bearing track of the signal of inter-
est. Figure 6 shows the results of applying the new algorithm
to the simulated data. The interferer at +5° is suppressed in
all time steps, while the signal of interest is clearly visible in
all the time steps.

The beamformer output shows the reduction in power
from the interferer direction with the application of the new
algorithm. In Fig. 7, the algorithm’s effect on coherence be-
tween the original signal of interest and the output of the
algorithm is shown. For each second of data, instead of plot-

ting the beamformer output as in Fig. 6, the coherence is
plotted. When the angular separation is less than 3°, the co-
herence across the frequencies of interest is greater for the
algorithm output than for the unmixed array data. For angu-
lar separation less than 3°, the coherence increases with ap-
plication of the new algorithm, but not as significant as for
greater angular spacing. In these cases, the sources are not
spatially distinct, and the beamforming stage does not con-
tribute new information to the algorithm. In these cases, the
mixing matrix tends to be ill conditioned and the FastICA
stage cannot completely separate the sources.

D. Two voice signals with unequal signal strengths

The results presented previously are for the case where
the signal of interest and the interferer have equal power.
Next, in order to test the robustness of the new algorithm in
terms of the SIR, cases were generated where the signal of
interest and interferer powers are not equal. The SIR is given
by

SIR = 10 log10
Psignal

Pint
, �23�

where Psignal and Pint are the power of the signal of interest
and interferer, respectively. For all cases, the signal of inter-
est was positioned at +5°, while the interferer was at −10°.
Again, a 35 channel array with element spacing of 0.035 m
is used. Figure 8 illustrates the impact of SIR on the new
algorithm’s performance. For all values of SIR greater than
−15 dB, the signal of interest is clearly visible at +5° while
the interferer at −10° is suppressed. When the SIR values
falls below −15 dB, the signal of interest is completely
masked by the interferer. However, even beyond −15 dB, the
interfering signal sees nearly 20 dB of suppression as a result
of the algorithm’s application.

FIG. 5. �Color online� Bearing track recorder plot using MVDR beamform-
ing. The undesired, stationary source at +5° has been nulled in all time
steps, but numerous sidelobes in the beampattern obscure the bearing track
recorder display.

FIG. 6. �Color online� Bearing track recorder plot using a narrow-band
delay and sum beamformer after application of the proposed algorithm. The
undesired, stationary source at +5° has been suppressed in all time steps
without significant suppression of the moving source.

FIG. 7. �Color online� The algorithm’s interference suppression perfor-
mance as a function of the angular spacing between the interferer and the
signal of interest is examined. �a� The coherence between the algorithm
input data and the signal of interest. �b� The coherence between the algo-
rithm output and the signal of interest.
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E. Two voices with equal signal strengths and the
addition of noise

All of the cases previously presented contain no addi-
tional noise. To further test the performance of the new al-
gorithm, cases were generated where the signal of interest
and interferer are at equal power and additional white Gauss-
ian noise is added to the system. The SNR is given by

SNR = 10 log10
Psignal

Pnoise
, �24�

where Psignal is the power of the signal of interest. Since the
signal of interest and the interferer have the same power, the
SNR could also be calculated using Pint instead of Psignal in
Eq. �24�. For all cases, the signal of interest was positioned
at +5°, while the interferer was positioned at −10° and a 35
channel array with 0.0.35 m spacing is used. Figure 9 shows
a plot of the effect of SNR on the new algorithm’s perfor-
mance. A standard delay and sum beamformer was applied to
the raw data, and the result is shown in Fig. 9�a�, while Fig.
9�b� shows the results of applying the new algorithm.

Peaks in the beamformer output are identified as
sources. Any peak that rises above a selected threshold on
the beamformer output is considered a source. This threshold
value is dependent on the data processed, especially on the
background noise. For Fig. 9�a�, two distinct signal peaks are
apparent in the beamformer output when the SNR value is
above −18 dB. After the application of the new algorithm,
the signal of interest is a distinct peak for all values of SNR
greater than −18 dB. When the SNR value falls below
−18 dB, the signal of interest is not distinguishable from the
background noise, but there is still some suppression at −10°.
The breakdown of the algorithm beyond a SNR of −18 dB is
comparable to the performance of other spatial techniques.

F. VAD for one voice with one interferer

The VAD algorithm was used to further quantify the
performance of the algorithm and its ability to separate sig-
nals. For this simulation, the signal of interest is a voice
signal at +5°, while the interferer is a white Gaussian noise
source at −10°. Three different SIRs were tested: 5, 0, and
−6 dB. A 35 channel array with element spacing of 0.035 m
is used. The VAD technique was applied to the data before
and after it was passed through the proposed algorithm as
well as after MVDR processing. Figure 10 shows the results
of the application of VAD to the data. Each box encloses a
time segment that the VAD identified as an active voice
frame. The left column shows the frames identified as active
voice frames in the original simulated data for the three SIR
cases. The middle column shows the active voice frames
after the data were processed using MVDR, while the right
column shows the active voice frames after the data have
been passed through the separation algorithm. As the SIR
drops, the VAD algorithm is unable to correctly identify the
active speech sections of the signal in the unprocessed data.
Application of the MVDR algorithm increases the VAD al-
gorithm’s ability to identify the active voice frames, espe-
cially in the lower SIR cases. However, for the lower SIR
cases, some of the active voice frames are not identified.
After application of the new separation algorithm, the VAD
algorithm is able to identify all the active voice frames. Even
in the lowest SIR case, it is able to identify the active voice
frames.

V. EXPERIMENTS

A. Two voices with equal signal strength

Experiments were performed in an anechoic chamber. A
24 element linear array was used to collect the data. The
array had an inter-elemental spacing of 0.75 in. and was
sampled at 50 kHz. The signals were two voices. The signal
of interest is a voice located at 0° and the interferer is moved
from −20° to +20°. Both sources were located 15 ft away
from the center of the array at all time steps. The frequency
of interest for the experiments is 3250 Hz. Figure 11 shows
the time-angle plot of the beamformed data collected during
in-chamber testing. The signal of interest was a male voice,
while the interferer is a female voice. As seen in Fig. 11, the
male voice is barely visible in most instances, while the in-
terferer is always easily observable.

FIG. 8. �Color online� The effect of SIR on the performance of the new
algorithm. �a� The beampattern of the algorithm input using a narrow-band
delay and sum beamformer. This signal of interest is positioned at +5° and
the interferer is at −10°. �b� The beampattern of the algorithm output using
a narrow-band delay and sum beamformer. The interferer has been sup-
pressed by 20 dB in all cases, and the signal of interest remains visible until
SIR drops below −15 dB.

FIG. 9. �Color online� The effect of SNR on the algorithm. �a� The beam-
pattern of the algorithm input using a narrow-band delay and sum beam-
former. This signal of interest is positioned at +5° and the interferer is at
−10°. �b� The beampattern of the algorithm output using a narrow-band
delay and sum beamformer. The interferer is suppressed in all cases and the
signal of interest remains visible until SNR drops below −18 dB.
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The new algorithm was used to process the experimental
data. To illustrate the performance of the algorithm in remov-
ing a slowly moving interferer, the crossing signal was cho-
sen to be the interferer �opposite to the simulation cases�.
The result of the application of the new algorithm is shown
in Fig. 12. In almost every time step, the signal of interest is
now visible while the interferer is significantly suppressed
when compared to Fig. 11. This supports the results from the
simulation testing.

VI. CONCLUSION

This paper introduces a new method for interferer sup-
pression based on a combination of spatial and ICA-based
techniques. The new method has the capability to suppress

non-Gaussian interferers, ideal for telecommunication appli-
cations speech processing applications. The new algorithm
allows for the separation of signals that are not simulta-
neously mixed. In addition, the introduction of spatial pro-
cessing allows the permutation ambiguity of the output of the
FastICA algorithm to be solved. Using the location of a
source, we can associate that source with an output of the
FastICA algorithm using cross-correlations.

Simulations showed the capabilities of the new algo-
rithm in suppressing interferers in a variety of conditions.
During the simulations, the interferer was suppressed while
the signal of interest saw little suppression for 0 dB SIR.
Even when the signals become spatially indistinct, the algo-
rithm was still able to partially suppress the interferer. This is
not possible using spatial nulling techniques. Anechoic ex-

FIG. 10. �Color online� VAD on data containing one voice signal of interest and one white Gaussian interferer. The three rows show the results at varying SNR
values. The active voice frames are enclosed with boxes. Column �a� shows the VAD results before the application of the new algorithm, column �b� shows
the VAD results after MVDR, column �c� shows the VAD results after FastICA, and column �d� shows the VAD results after the new algorithm application.

FIG. 11. �Color online� Bearing track recorder plot using a narrow-band
delay and sum beamformer for the anechoic chamber testing. One signal is
located 0°, while the other signal moves from −20° to +20° at a rate of
1° /s.

FIG. 12. �Color online� Bearing track recorder plot using a narrow-band
delay and sum beamformer after the anechoic chamber data has been pro-
cessed using the new algorithm. The moving interferer has been removed,
and the signal of interest at 0° is visible.
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perimental results confirmed the results obtained in the simu-
lations. Although the signal of interest was not visible in
many of the time steps of the original BTR, the new algo-
rithm was able to increase its visibility by removing the in-
terferer. The algorithm showed 20 dB of suppression of
broadband interferers, even when the SIR dropped to
−30 dB. In addition, the algorithm was shown to have good
performance for SNR values above −18 dB, which is com-
parable to other spatial techniques. The performance of the
new algorithm as a front-end to a VAD processor was shown
to be superior to MVDR in the cases studied; however, future
work will include a statistical performance on this enhance-
ment using many types of voice signals and many more ge-
ometries.
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Truncated aperture extrapolation for Fourier-based near-field
acoustic holography by means of border-padding
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Although near-field acoustic holography �NAH� is recognized as a powerful and extremely fast
acoustic imaging method based on the inverse solution of the wave-equation, its practical
implementation has suffered from problems with the use of the discrete Fourier transformation
�DFT� in combination with small aperture sizes and windowing. In this paper, a method is presented
that extrapolates the finite spatial aperture before the DFT is applied, which is based on the impulse
response information of the known aperture data. The developed method called linear predictive
border-padding is an aperture extrapolation technique that greatly reduces leakage and spatial
truncation errors in planar NAH �PNAH�. Numerical simulations and actual measurements on a
hard-disk drive and a cooling fan illustrate the low error, high speed, and utilization of
border-padding. Border-padding is an aperture extrapolation technique that makes PNAH a practical
and accurate inverse near-field acoustic imaging method.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3126994�

PACS number�s�: 43.60.Sx, 43.60.Pt, 43.60.Jn, 43.60.Uv �EGW� Pages: 3844–3854

I. INTRODUCTION

In conventional planar near-field acoustic holography
�PNAH�, there are two impediments when a proper imple-
mentation of inverse near-field acoustic imaging is con-
cerned: first, the anti-leakage and anti-signal-deterioration
measures on spatial data before discrete or fast Fourier trans-
formation �DFT and FFT, respectively� and, second, regular-
ization of inversely propagated k-space data before inverse
DFT or FFT. The latter topic is extensively discussed in, for
example, Refs. 1 and 2; however, the focus of this work lies
on the first mentioned subject.

Use of near-field information for inverse determination
of waveform patterns by means of holography was first in-
troduced into the field of acoustics by Williams and Maynard
in the 1980s.3,4 This NAH method is applicable to general
form source areas, including planar, cylindrical, and spheri-
cal sources �see Ref. 5 for a thorough discussion of these
three configurations�. The use of two-dimensional �2D� FFT
allows a straightforward multiplication with an inverse
propagation matrix based on Green’s functions, which results
in an extremely fast calculation of the source distribution on
the area of interest, contrary to the two-dimensional spatial
convolution with the sound propagation kernel required
without 2D FFT. For large aperture sizes with many sensors
PNAH is well applicable. On the other hand, spatial window-
ing on small apertures with a lower number of sensors ac-
counts for increasingly larger errors with respect to k-space
leakage, source deformation, and location, especially near
the aperture edges.

These major disadvantages of the FFT-based NAH
methods triggered a number of developments to counter

them or to provide alternative methods. One of these meth-
ods is to avoid k-space and FFT processing entirely;6 others
use zero-padding and k-space regularization to iteratively ex-
trapolate the measurement aperture or hologram.7,8 The latter
are iterative methods based on zero-padding of the measured
aperture followed by k-space filtering to suppress high wave-
number leakage and smooth the result. The original holo-
gram is then inserted into the extrapolated data, which is fed
into the 2D FFT again until a pre-defined threshold is met in
order to stop the iterative process. This results in a good
performance for well-defined cases in a perfectly known and
controllable environment, yet problems arise when the
sources of interest are unknown together with the amount
and type of noise or disturbance, which is often the case in
more practical and industrial situations. Further develop-
ments on bandlimited approaches were described in Ref. 9
followed by a non-iterative method.10 Statistically optimal
NAH �SONAH� �Ref. 6� avoids the FFT entirely and calcu-
lates the inverse propagation from the hologram to the source
plane by a spatial convolution. This method is one of the
most popular procedures to deal with the leakage problems
concerning the FFT. Besides a number of spatial advantages
like the arbitrary spacing of measurement points, major
drawbacks include the long computation times due to the
spatial convolution required to determine the inverse solution
and the sensitivity to sensor noise and positioning errors.11

In this paper, the relative simplicity, accuracy, and pro-
cessing speed of FFT-based NAH is acknowledged; thus a
method is introduced that makes the application of FFT-
based NAH possible, also outside carefully regulated sur-
roundings on well-defined sources. The general idea is to
extend the finite aperture before the FFT is applied, while
ensuring minimal deterioration near the edges of the holo-
gram and maintaining maximum leakage reduction in
k-space. This is achieved by extrapolating the finite aperture

a�Author to whom correspondence should be addressed. Electronic mail:
r.scholte@tue.nl
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by a newly introduced method called border-padding, which
is, in fact, a method that pads the acoustic data from the
borders of the hologram outward, while the actual measured
data within the finite aperture is kept unaltered.

The paper is organized as follows: First, in Sec. II, the
use of windows and zero-padding in PNAH is discussed. The
discrete planar inverse solution in k-space is given and the
significant influence of leakage on this process is illustrated.
Leakage is generally reduced by application of spatial
window,12 yet the evanescent character of increasingly
higher wavenumbers possibly causes problems for the in-
verse solution. Zero-padding the windowed hologram im-
proves the solution power of the FFT, thus resulting in a
k-space spectrum with a smaller wavenumber stepsize. How-
ever, this does not mean an increase in wavenumber reso-
lution; it is merely an interpolation. Section III first intro-
duces the basic border-padding operation, followed by a
more thorough introduction of linear predictive border-
padding. Linear predictive border-padding is based on a
physical model of the measured data, written in impulse re-
sponses of a given order. These impulse responses are then
fed into a infinite impulse response �IIR� filter together with
data at the aperture border and zero-valued extrapolation
points, which results in filtered extrapolation points that
naturally fit the aperture border. Alternatively, a border-
padding algorithm based on �non-physical� spline extrapola-
tion is derived. These border-padded apertures are processed
by FFT with considerably less leakage and signal deteriora-
tion as a result. To illustrate and compare the proposed meth-
ods, the different implementations of border-padding and the
basic windowing followed by zero-padding as a reference are
compared in two numerical cases in Sec. IV. The practicabil-
ity and accuracy are finally shown with a measured case of
an idle spinning hard-disk drive and a cooling fan in Sec. V.
Finally, some concluding remarks are given in Sec. VI.

II. THE USE OF WINDOWS AND ZERO-PADDING IN
PNAH

A. Discrete solution for PNAH

In practice, it is impossible to measure sound quantities
continuously neither in space nor in time. The finite measure-
ment plane is best represented by a rectangular or truncation
window, which basically is one at a given interval of time or
space and zero outside. The spatial interval function in
x-direction, �X�x�, is defined by

�X�x� = �
1, �x� � X/2,

1

2
, �x� = X/2,

0, �x� � X/2.
� �1�

Besides time discretization sampling, discrete acoustic image
processing requires spatial sampling in the form of a limited
number of sensor positions within the chosen spatial interval.
The sampling function for the spatial domain x-direction is
represented in the form of a Dirac comb function,

��x� = �
n=−�

�

��x − xn� . �2�

For reasons of simplicity the pressure p̃�x ,y ,z ,�� observed
at a distance z and a given angular frequency �, is written as
p̃z�x ,y�. Spatially sampling a bounded plane p̃z�x ,y� by ap-
plying Eqs. �1� and �2� is mathematically described as

p̃z�xn,ym� = p̃z�x,y��X�x��Y�y� � �x� � �y� . �3�

Without taking any precautions with respect to leakage and
aliasing and taking the finite boundaries of the plane into
account, the fully discretized pressure counterpart in k-space
at the hologram plane p̂̃d is written as

p̂̃d�kxn
,kym

� = �
n=−N/2

N/2−1

�
m=−M/2

M/2−1

p̃d�xn,ym�e−2�j�kxnn/N+kymm/M�,

�4�

with N and M the number of samples in x- and y-directions,
respectively. The discrete solution of the wave-equation in
k-space of an unknown, steady state pressure distribution
p̃z�kx ,ky� in a source-free half-space, z�0, is defined as3

p̂̃d�kxn,kym,z� = p̂̃d�kxn,kym,zh�ejkz�z−zh�, �5�

where z=zh is the hologram distance. From Eq. �5� it follows
that we need to determine kz from the wavenumbers in both
x- and y-directions, i.e., kx and ky, and the acoustic wave-
number k that follows from � and c0. In k-space kz is deter-
mined by kz= �	k2−kx

2−ky
2 of which three types of solutions

to this equation, with k already known, can be found:

kx
2 + ky

2 = 0, plane wave in z-direction, �6�

0 � kx
2 + ky

2 � k2, propagating waves, kz real, �7�

kx
2 + ky

2 � k2, evanescent waves, kz complex. �8�

The radiation circle lies exactly at k2=kx
2+k2 and is de-

noted as kr, outside this circle waves are evanescent, whereas
inside waves are propagating. Applying Eq. �5� to propagat-
ing waves �Eqs. �6� and �7�� results in a phase shift, evanes-
cent waves �8� are multiplied in k-space by an exponential
power of increasing strength with increasing kz. Before this
operation in k-space is possible, the spatial data are first pre-
processed before the FFT is applied. A widely used method
in signal processing, and thus also in acoustic image process-
ing, is the application of windows in order to reduce leakage.
It is shown below that especially the higher wavenumbers
are very vulnerable to leakage and signal distortion by the
FFT.

B. 2D spatial anti-leakage windows

The finite aperture of a sensor array measurement is ob-
served spatially as a truncation window. Outside the mea-
sured aperture there exists no directly sampled knowledge of
the sound field, thus the 2D k-space is determined from a
coarse, spatially sampled and finite aperture. The application
of a window is observed as a procedure to reduce the order
of the discontinuity at the border of the periodic extension of
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the aperture in the FFT processing. This is realized by
smoothly attenuating the data near the edges to zero. If, from
another point of view, a basis set of wavenumbers for a given
interval N is defined, and there exists a signal in this set with
a wavenumber not exactly fitting on one of these basis wave-
numbers, then the window application transforms this signal
to the basis wavenumber closest to the original wavenumber
of the signal �leakage�. In other words, the wavenumber or
k-space resolution of the spectrum is too low.

Leakage is caused by processing finite aperture data, not
by the spatial sampling. A discontinuous edge at the aperture
indicates the presence of non-fitting periodic signals and thus
causes leakage to a large number of wavenumbers.

A large number of one-dimensional windows suitable
for harmonic analysis is discussed in Ref. 12, which is also
applicable to 2D spatial aperture processing. Unlike digital
audio processing and spectral analysis, which often includes
many thousands of samples, acoustic array measurements
generally exhibit several tens of sensors in one direction at
most. This means only coarse aperture data are available,
which requires a careful process to determine the proper
k-space with as much preserved spatial information as pos-
sible. Often this implies a trade-off between k-space leakage
and loss of acoustic information, especially near the edges of
the aperture. A good compromise is often made by the appli-
cation of a Tukey window,12 which is defined as

w�n� =�
1

2

1 + cos�2�

	

�n − 1�
�N − 1�

− �� , n �
	

2
�N − 1� + 1,

1,
	

2
�N − 1� + 1 � n � N −

	

2
�N − 1� ,

1

2

1 + cos�2�

	
−

2�

	

�n − 1�
�N − 1�

− �� , N −
	

2
�N − 1� � n ,

� �9�

where n=1–N and 	 between 0 and 1. In the lower limit of
	=0, the Tukey window equals the rectangular window,
while it evolves to the Hanning window as 	 increases to
become 	=1. In between these extremes, the Tukey window
is a combination of a cosine tapering near the edges and a
non-attenuated area near the center of the aperture. Applica-
tion of this window is a compromise between attenuation of
acoustic data near the aperture border and the amount of
leakage in k-space. The 2D Tukey window follows from the
transpose vector of the window from Eq. �9� in y-direction
multiplied with the row vector of the window in the
x-direction:

w�n,m� = w�m�Tw�n� . �10�

In Fig. 1 a comparison is made between a number of settings
for 	 in the Tukey window, including the rectangular �	=1,
lightest gray� and Hanning window �	=0, black� settings, to
determine the influence of leakage on the inverse process of
PNAH. It is clear that increasing 	 causes the leakage side-
lobes to become higher, when the exponential inverse propa-
gation curve for k-space is multiplied with the window trans-
form the threat of leakage becomes visible, since the
sidelobes are amplified by the inverse propagator.

Window compensation after the complete inverse propa-
gation process is an option, yet due to the applied window
the wavenumbers have shifted and results near the edges are
heavily affected. The inverse propagation and the discrimi-
nation of strengths between individual wavenumber bins are
too varied to compensate with an inverse window. The prom-
ising alternative is to pre-process the data before the FFT is
applied.

C. Zero-padding

By zero-padding it is possible to interpolate between the
basis wavenumbers within the spectrum. If a finite aperture
is considered, with edge values and all orders of the deriva-
tive near the edge equal to zero, and a FFT is applied on the
spatially sampled data, then the resulting k-space spectrum is
free of spectral leakage as discussed in Sec. II C. However,
due to the finite number of sampling points in this perfect
aperture, only a discrete number of wavenumber bins are
available to map the data on. The discrete k-space is only a
representation or mapping of the continuous spectrum on the
set of basis wavenumbers. Wavenumbers present in the spa-
tial data remain hidden in k-space if their periods do not
exactly match the discrete wavenumbers. This finite reso-
lution in k-space is due to the finite length of the spatial
aperture, which is visible in the DFT of such an aperture.

If the spatial aperture is increased while padding the new
samples with zero value, the solution power of the DFT in-
creases, resulting in an optimal interpolation in k-space. Ev-
ery single bin increase above the aperture size increases the
number of bins in k-space: 
k=2� /N+�, �=0,1 ,2 , . . .. In
order to maintain the original wavenumber bins, the aperture
size is expanded by an integer number of the original aper-
ture size: 
k=2� /wN, w=1,2 ,3 , . . .. Now, a greater number
of wavenumbers are distinguished from the spectrum. How-
ever, zero-padding does not increase spectral resolution in
k-space.

Another practical consideration for zero-padding is the
calculation speed advantage that is accomplished by expand-
ing the total number of samples in either direction to a power
of two, resulting in N log N operations.13 Careful investiga-
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tion of the characteristics of windowing and zero-padding
has lead to the development of border-padding, which main-
tains good characteristics of the these methods while improv-
ing the negative aspects.

III. TRUNCATED APERTURE EXPANSION

A. Basic border-padding

Due to the above-described windowing methods, a sig-
nificant part of the edges of the data get affected and large
errors are introduced. In practice, while using these window-
ing methods, it is necessary to enlarge the measured aperture
and make sure the interesting sources are not situated near
the border. Another alternative is to use a direct method with-
out using the Fourier transform.6 The main idea of basic

border-padding is to avoid sharp edges and make smooth
transitions without losing information from the original ho-
logram aperture.

Border-padding deals with these problems as follows.
Instead of padding the added samples with zeros, the values
of the samples at the edge or border of the signal are padded,
filling up the added samples. After spatial extrapolation, a
spatial window on the complete set of data, including the
border-padded part, is applied. The Tukey window is espe-
cially fitted for this purpose since the constant part of the
window is placed exactly over the original aperture, while
the cosine-tapered part covers the border-padded region. In
this way the spatial window does not affect the acoustic in-
formation and leakage is reduced as well. Basic border-
padding is expressed as

p̃b�nb� =�
1

2
p̃�1��1 + cos�2�

�nb − 1�

�Nb − N

2
− 1� − ��� ,

nb �
Nb − N

2
,

p̃�n� ,
Nb − N

2
� nb � Nb −

Nb − N

2
,

1

2
p̃�N��1 + cos�� − 2�

�nb − 1�

�Nb − N

2
− 1��� ,

nb � Nb −
Nb − N

2
,

� �11�

(a)

(b)

FIG. 1. �Color online� Signal leakage and influence on spatial data due to Tukey windowing with 	=0 �black�, 0.25,…,1 �lightest gray� on a cosine with
kn= �8.2 /N�� at zh=0.02 m sampled at N=32 points with 0.01 m spacing in between and a radiation wavenumber at kr= 1

4�.
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where p̃b�nb� is the border-padded aperture, for nb

=1, . . . ,Nb with Nb the border-padding length. The fully
border-padded aperture includes the original aperture p̃�n�,
which is placed in the center of the border-padded aperture,
with n=1, . . . ,N and Nb�N. The 2D aperture is naturally
border-padded by first applying Eq. �11� to every row fol-
lowed by the resulting columns, or vice versa.

Still, this form of border-padding causes leakage, which
is due to the used Tukey window and the cross-over area
between aperture and padded area where the derivatives of
the data across the edge are often discontinuous. Especially
the discontinuous first derivative at the border introduces er-
rors near this point, leaking back into the original aperture
and thus causing errors in the determined acoustic source
strengths and shapes.14

B. Linear predictive border-padding

Linear predictive filtering is a method that determines
samples outside a hologram aperture by an approximation
based on a chosen number of previous samples. For a finite
spatial aperture, first, one row or column of data is used to
calculate the impulse response coefficients. Second, a digital
filter is implemented with the impulse response coefficients.
Finally, a zero-valued vector, which covers the eventual
border-padded width to either side of the aperture, is fed into
the filter. Both ends of the finite aperture are extrapolated by
this procedure. After every row or column is padded, the
same sequence is applied in the other direction, including the
border-padded parts. This results in a fully border-padded
hologram, which is fitted for 2D FFT. To make sure no leak-
age from the outer edges is generated a wide Tukey window
is applied that applies a cosine tapering far from the mea-
sured hologram, thus leaving the measurement data
unchanged.14

1. Linear predictive filter

Take a measured acoustic pressure series p̃�xn ,z� over
a single line of the holographic aperture, which is N
samples in size and z�0 in a source-free half-space. The
vector p̃�xn�= �p̃�x1� , p̃�x2� , p̃�x3� , . . . , p̃�xN�� is expanded out-
side this interval, creating border-padded samples to the
right �p̃�xN+1� , p̃�xN+2� , p̃�xN+3� , . . . � or to the left
�. . . , p̃�x−2� , p̃�x−1� , p̃�x0�� of the aperture. Ideally, a number
of prediction “filter” coefficients predicts these samples per-
fectly, i.e., with zero prediction error, based on Q previous
samples. Note that the linear predictive filter is used to de-
termine samples outside the hologram aperture before the
FFT and the inverse calculation is performed. The newly
acquired sample is denoted as p�xs�, a linear description of
such a filter is written as

p̃�xs� = �
i=1

Q

hip̃�xs−i� , �12�

where hi are the prediction filter coefficients.
The measured, noisy data used for practical NAH are far

from perfect and the analytical solution for h�h−� , . . . ,h��
only exists in theory. The real world requires an iterative

method based on the determination of a linear prediction
error coefficients a= �1,a1 ,a2 , . . . ,av�, which are converted
to impulse response coefficients by

h = �h1,h2, . . . ,hQ� = �− a1,− a2, . . . ,− av� . �13�

Several methods exist to determine a fitting model to the
signal, yet the Burg method15 is both minimum-phase �i.e.,
all roots of the corresponding transfer function polynomials
of the filter remain within the unit circle in the complex
plane� and suitable for few observed samples �which is often
the case in NAH measurements�. The Burg method was ini-
tially introduced for estimating power density spectra of sta-
tionary time series, and provides good practical results in
digital time series audio processing and extrapolation.16,17

Additionally, the spatial domain is a viable area for imple-
mentation, since time-frequency processing is in many re-
spect equivalent to space-wavenumber processing. The Burg
method is used to fit an autoregressive �AR� model on p̃�xn�,
n=1,2 , . . . ,N.

2. Implementation

The general form difference function for a direct form
IIR filter18 is defined for spatial sound pressure as

�
i=0

v

aip̃b�xs−i� = �
i=0

w

bip̃�xs−i� , �14�

where ai and bi represent the filter coefficients, which are
part of the coefficient vectors with lengths v+1 and w+1,
respectively, p̃b�xs� is the unknown sound pressure outside
the aperture, and p̃�xs� is the initializing value that serves as
input to the IIR filter. The direct form II realization of this
filter is illustrated in Fig. 2. The value for the initialization
p̃�xs�=0 for all s, thus the output in Eq. �14� is

p̃b�xs� = −
1

a0
�
i=1

v

aip̃b�xs−i� . �15�

This implementation for the IIR filter based interpolation
equals the convolution product from Eq. �12� when a0=1,
which defines the filter causality, ai=−hi, bi=1 and w=0, and
results in the final IIR difference equation:

p̃b�xs� = �
i=1

v

hip̃b�xs−i� + p̃�xs� . �16�

The filter order is bounded by the number of available
samples in the finite aperture, yet the choice of the optimal

FIG. 2. Infinite impulse response filter direct form II realization, p�xs� is the
unknown pressure outside the original aperture and pb�xs� the border-padded
prediction of the pressure on this position.
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order is not entirely straightforward. The presence of high
wavenumbers in the aperture data requires a higher order
description, yet also noise is present at these higher wave-
numbers which potentially causes problems for the inverse
solution of a finite, discrete aperture. The k-space low-pass
filter is also of influence, since an applied filter with a sig-
nificantly lower cut-off than half the sampling wavenumber
already lowers the relevant order of the linear predictive fil-
ter.

The implementation provided above extrapolates only
one row to the right of a hologram aperture, thus an ex-
tended, 2D implementation is required. First, the 2D holo-
gram measurement data p̃h�xn ,ym� is border-padded in the
positive and negative x-direction, as illustrated in Fig. 3�b�.
Subsequently, the partly border-padded data are extrapolated
in the positive and negative y-direction, also including the
previously non-existing, border-padded parts. The illustra-
tions from Figs. 3�b�–3�e� show that this process fills up a
full array of data consisting of originally measured signals
and surrounding, fully border-padded data.

From windowing theory, it is clear that data near the
edges of the extended aperture are bound to go to zero for a
number of derivatives. This is also the case for border-
padded data, and thus a certain type of windowing or taper-
ing is required. There are two clear options for border-
padding: the first option is the application of a standard type
window and, second, the connection of the negative with the

positive aperture end of the data. The implemented version
discussed in this work includes a 2D Tukey window with a
cosine tapering applied to one-third of the extrapolated data,
as shown in Fig. 3�f�.

IV. NUMERICAL ANALYSIS OF BORDER-PADDING

A. Source reconstruction errors

In a numerical analysis on extrapolation of a limited
aperture for an inverse method, consideration of a wide
wavenumber band is appropriate. Naturally, discussion of
modal waveforms is relevant, yet considering point sources
or sharp edges in the hologram provides more information on
the quality of inverse data-processing methods. The point
sources contain energy over a broader k-space band, which
causes more problems for the FFT. Therefore, not only
modal or sine-shaped sources are considered in this numeri-
cal analysis but also point sources. Influence of noise is not
considered here, since purely the influence of windowing or
extrapolation is investigated. The two full-sized hologram
�left� and source �right� apertures for the numerical analysis
are shown in Figs. 4�a� and 4�b�. The hologram data are
determined with Rayleigh’s second integral formula.

In order to test windowing and border-padding, a small
portion of a large hologram aperture is selected. The small
selection is then border-padded and both holograms are in-
verse propagated to the source. The border-padded inverse is
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FIG. 3. �Color online� Border-padding a truncated holographic aperture in two dimensions: start with the original aperture �a�, followed by x-direction
expansion �b�, y-direction expansion ��c� and �d��, resulting in a fully padded aperture �e�, and finalized by a spatial window �f�.
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truncated and compared with a selection of the fully inverse
calculated source, which corresponds to the selected area.
These results provide much insight into the quality of the
method. Besides this qualitative comparison, a quantitative
measure is calculated in the form of a root mean squared
reconstruction error �RMSRE�:

RMSRE = 100 % ·	 1

MN
�
n=1

N

�
m=1

M ��p̃ex�m,n� − p̃re�m,n���2

�p̃ex�m,n��2
,

�17�

where p̃ex�m ,n� is the exact pressure on the source and
p̃re�m ,n� the reconstructed pressure over the selected small
aperture.

Various extrapolations of the same aperture are illus-
trated in Figs. 5 and 6 for three types of border-padding and
basic spatial windowing. The third border-padding form is
based on cubic spline extrapolation, which is implemented as
a �non-physical� reference to the linear predictive extrapola-
tion. Here, a number of piecewise polynomials based on the
measured data are determined to extrapolate the field with.
The selected finite aperture is marked by the rectangle in the
hologram images. Two different filter orders are used to il-
lustrate the influence of the order in linear prediction border-
padding. For every case the left-most image is the hologram
generated by the extrapolation method, which is easily com-
pared to the exact holograms in Figs. 4�a� and 4�b�, the cen-
ter image is the exact solution and the right-most image is
the resulting solution at the source for the extrapolated case.
L-curve regularization is used to determine a fixed cut-off for
a modified exponential filter2 applied to the large hologram
aperture, which is then used for every windowing or aperture
extrapolation method for proper comparison.

From the results of the modal case, it is clear that linear
predictive border-padding outperforms the other three meth-
ods. The windowed case shows, as expected, very high quan-
titative as well as qualitative errors, introducing higher wave-
numbers near the aperture edge due to the window slope.
The field near the aperture edge in Fig. 5�1� is over-
estimated, since the higher wavenumbers are amplified more
by the inverse propagator than the original modal content.
Both the basic �Fig. 5�2�� and spline �Fig. 5�5�� border-
padding show equal results, which are far better than the
windowed version both in RMSRE and qualitatively. How-
ever, the linear predictive border-padding results both show
an optically flawless comparison to the exact source distri-
bution, while the RMSREs are between 1% and 2%.

For the point source case, the difference between linear
predictive border-padding and the other three methods in-
creases drastically. The windowed �Fig. 6�1��, basic border-
padded �Fig. 6�2��, and spline border-padding �Fig. 6�5�� re-
constructions of the source pattern are unrecognizable and
also quantitatively incorrect. Although basic border-padding
results in a fair RMSRE, the large errors near the aperture
edges are not satisfying. The difference between the low and
higher order linear predictive border-padding is interesting in
comparison with the modal case. Order 4 linear predictive
border-padding in Fig. 6�3� is clearly better, both qualita-
tively and quantitatively, compared to order 15 linear predic-
tive border-padding in Fig. 6�4�.

From the above it is clear that the point source case is
much more challenging for the finite aperture extrapolation
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algorithms. The linear predictive border-padding is the only
tested method capable of handling both cases well. One
downside of the higher order algorithm is the increased pro-
cessing time compared to a lower order one. Also, higher
order border-padding for cases with high wavenumber con-
tent possibly causes numerical errors due to the finite and
discrete character of the data. This behavior is not exactly
clear, yet errors occur when data consisting of high wave-
numbers close to the Nyquist wavenumber are processed
with a high order of the linear predictive filter. Section IV B
discusses the trade-off between processing speed, RMSRE,
and order.

B. Comparison of processing speeds

Besides accuracy considerations, another important fac-
tor is processing speed. Especially in situations where large
numbers of frequencies are processed, or in-stationary
sources are observed with an array. In these cases inverse
solutions from many different hologram data-sets are re-
quired. Thus, limiting the processing time of the border-
padding algorithm is necessary.

In order to illustrate the processing speed in comparison
with the accuracy, a range of linear predictive border-
padding applications varying in order from 1 to 20 are ap-
plied to the modal and point sources introduced in Sec. IV A.
The processing speed test for the linear predictive border-
padding algorithm is implemented in a MATLAB™ 7 environ-
ment on an average speed PC system �Pentium IV 2.8 GHz,
with 1 Gbyte of memory�.

From the results for the modal sources in Fig. 7 it is
clear that the order has a small influence on the error from
order 5 onwards. However, the speed linearly increases as we
improve the order. For the modal case, an order 5 linear
predictive filter would suffice. When observing the results
for the point sources in Fig. 8, it shows minimum errors
between orders 4 and 10. The processing speed of the prac-
ticable order between orders 4 and 10 is hardly an issue,
since this average system shows speeds of a few tens of a
second for a full 16384 point aperture.

V. PRACTICAL SOURCE EXPERIMENTS

A. Measurement set-up

In a practical situation the source distribution is gener-
ally unknown, which requires a robust extrapolation method
that is able to deal with many different circumstances, source
distributions, and noise. To illustrate the applicability of
border-padding two highly practical cases are considered: a
hard-disk drive and a cooling fan. In the case of the hard-disk
drive, a frequency is observed where the source distribution
mainly contains lower wavenumbers lying just outside the
radiation circle. On the other hand, the cooling fan is ob-
served at the rotational frequency where the total number of
blades �seven� are observed at the source image. In the latter
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case, the wavenumbers that contain source information are
much higher than the hard-disk drive case and the sources
originating from the blades are rotating in the aperture plane.

The hard-disk drive under test is a Quantum Fireball
LCT10, mounted in a vertical position with the top cover
facing forward, driven in idle mode. The sensor, a Sonion
8002 microphone that is generally used in hearing aids, is
placed on a triple axis xyz-robot. The sensor is traversed to
pre-defined measurement grid points which results into a ho-
logram of sound pressure when a spatially fixed reference
microphone is used. The measured equidistant grid counts 21
rows by 17 columns with 0.01 m inter-sensor distance at
0.02 m from the source plane. The hologram at one of the
peak-frequencies of 1075 Hz is shown in Fig. 9�a�. For the
cooling fan a grid of 32�32 is used at a hologram distance
of 0.02 m and an inter-sensor distance of 0.002 m. The ho-

logram at the peak-frequency of 722 Hz, which is equal to
the rotational speed of the fan, is shown in Fig. 9�b�. The
cooling fan is blowing away from the measurement plane.

In both cases the modified exponential filter2 is used,
with the L-curve criterion to determine the filter cut-offs for
the large original holograms. Obviously, in case of the hard-
disk drive a different cut-off is chosen for the filter compared
to the one used in the cooling fan case, yet once a cut-off is
chosen for a single case it is used for all applied border-
padding methods in order to compare them under equal cir-
cumstances.

B. Discussion

The practical results mainly show the same trend as the
numerical analysis, although the errors are somewhat larger
due to the presence of measurement noise in both holograms.
The hard-disk drive case shows lowest errors due to the
lower wavenumber content and amount of measurement
noise. The difference between linear predictive border-
padding on one side and basic border-padding and window-
ing on the other side is significant, both qualitative and error-
wise. An interesting observation is the near equal RMSRE of
both the windowing �Fig. 10�1�� and the basic border-
padding �Fig. 10�2�� results and the clearly better qualitative
result for basic border-padding. This difference illustrates the
fact that low quantitative errors can occur, yet the usefulness
for proper source identification is questionable. The cooling
fan case shows much higher wavenumber content, especially
along the borders of the chosen aperture. Here all three types
of border-padding perform well, even basic border-padding
�Fig. 11�2�� which failed in the numerical high wavenumber
case �Fig. 6�2��. The good performance of basic border-
padding is very dependent on the aperture choice in this
example, since the data near the border fit the cosine tapering
very well. Overall, basic border-padding performs worse
than linear predictive border-padding and at some point, at
high wavenumber content, the numerical errors become too
large and blow up the result after the inverse propagation.

In both cases the higher order prediction filter is bound
to extrapolate more noise near the border, resulting in more
leakage. This is also the reason of the relatively good perfor-
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mance by the basic border-padding algorithm compared to
the numerical simulations, since it is less sensitive to noisy
behavior within the aperture itself. The other alternative,
spline border-padding, is highly sensitive to noise and al-
though it shows reasonably good results in the numerical
modal case, it fails in both practical applications, as shown in
Figs. 10�5� and 11�5�. The standard windowing and zero-
padding method shows fairly good RMSREs, yet the quali-
tative results in Figs. 10�1� and 11�1� are very poor, which
makes this method inappropriate for this kind of source iden-
tification.

From these results on actual measured holograms of
real-life cases, the practicability of border-padding is visual-
ized. Even in the presence of noise and only a very limited
number of data points, still good and reliable results follow
from applying either basic or linear predictive border-
padding. A broader research on the influence of noise and the
size of the border-padded aperture is required to give a dis-
tinct conclusion on a practically optimal choice of the filter
order in linear predictive border-padding. However, based on
these results both the second and eighth order descriptions
provide good qualitative and quantitative results in the test
and are both good standard orders to implement in practise.

VI. CONCLUSIONS

Border-padding is a fast, efficient and accurate extrapo-
lation method that adds practical relevance to the standard
FFT-based NAH methods based on k-space inverse propaga-

tion of the sound-field. The strategy to pre-process the spatial
acoustic data before the FFT is applied is robust and mini-
mizes leakage and distortion of the acoustic field. By decou-
pling the spatial pre-processing from inverse propagation and
regularization, a highly versatile method without any pre-
knowledge of noise color and variance resulted. The use of
measured data to form a physically relevant filter implemen-
tation to extrapolate the finite aperture shows great improve-
ments compared to standard windowing and other forms of
data extrapolation.19

The numerical experiments on the modal source show
very good results for filter orders of 5 and higher, yet the
lower orders still show reasonably good results in compari-
son with basic border-padding, windowing, and spline ex-
trapolation. The numerical point sources case shows equal
results for low orders, although for high orders the RMSRE
is steadily increasing, also resulting in qualitatively decreas-
ing results. In a practical situation where sources are un-
known, a filter order between orders 5 and 10 suffice. Also in
the presence of noise in the actual measured cases it is shown
that border-padding is a well-applicable method in real-life
cases.

Besides extrapolation of the aperture edges outward,
border-padding is also applicable to fill gaps in the hologram
aperture. This allows the use of several patches along the
area of interest without equidistant rectangular measurement
grids, since border-padding permits coupling of the separate
patches to form a rectangular grid. Also, the processing
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speed of PNAH with border-padding allows processing of a
very large number of connecting apertures of different sizes
and shapes, a conclusion which also followed from Ref. 20.

The applied algorithm first treats the data in one dimen-
sion completely, followed by the other dimension, which
probably results in sharp edges and thus high wavenumbers.
This possibly poses a problem when the border-padded ap-
erture is inverse propagated, yet this phenomenon only
emerges relatively far away from the measured aperture, not
causing any problems in the truncated result. Yet, a fully 2D
method could increase the possibilities of border-padding.
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There is evidence that tone-burst otoacoustic emissions �TBOAEs� might be useful for estimating
loudness. However, within-listener comparisons between loudness and TBOAE measurements are
an essential prerequisite to determine appropriate analysis parameters for loudness estimation from
TBOAE measurements. The purpose of the present work was to collect TBOAE measurements and
loudness estimates across a wide range of levels in the same listeners. Therefore, TBOAEs were
recorded for 1- and 4-kHz stimuli and then analyzed using a wide range of parameters to determine
which parameter set yielded the lowest mean-square-error estimation of loudness with respect to a
psychoacoustical, cross-modality-matching procedure and the inflected exponential �INEX�
loudness model. The present results show strong agreement between 1-kHz loudness estimates
derived from TBOAEs and loudness estimated using cross-modality matching �CMM�, with
TBOAE estimation accounting for almost 90% of the CMM variance. Additionally, the results
indicate that analysis parameters may vary within a reasonable range without compromising the
results �i.e., the estimates exhibit some parametric robustness�. The lack of adequate parametric
optimization for TBOAEs at 4 kHz suggests that measurements at this frequency are strongly
contaminated by ear-canal resonances, meaning that deriving loudness estimates from TBOAEs at
this frequency is significantly more challenging than at 1 kHz.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3106531�

PACS number�s�: 43.66.Cb, 43.64.Jb �BLM� Pages: 3855–3864

I. INTRODUCTION

Typical procedures for the estimation of loudness
growth require active participation by listeners giving sub-
jective responses to stimuli. An alternative methodology for
estimating loudness objectively would be very valuable in
clinical populations that are unable to provide subjective re-
sponses. Schlauch et al. �1998� and Buus and Florentine
�2001� showed compelling evidence that, for pure tone
stimuli, loudness growth is proportional to the square of
basilar-membrane velocity. This indicates that measures of
cochlear activity may be useful for estimating loudness, at
least for pure tones. A number of investigators have exam-
ined the general relationship between otoacoustic emissions
and cochlear gain control, intensity, or loudness. Many of
these studies have utilized distortion-product otoacoustic
emissions �DPOAEs� and found at least some relationship
between loudness and DPOAE input/output functions
�Muller and Janssen, 2004; Janssen et al., 2006; Neely et al.,
1997; Neely et al., 2003; Buus et al., 2001; Johannesen and
Lopez-Poveda, 2008�, but there has typically been difficulty
selecting parameters that are suitable for estimating loudness
over a wide range of levels in a diverse set of listeners.

Despite evidence that tone-burst otoacoustic emissions
�TBOAEs� might be useful for loudness estimation �Epstein
et al., 2004; Epstein and Florentine, 2005a�, there is a dearth
of measurements directly examining loudness estimates
coupled with TBOAEs over a wide range of levels in a single
group of listeners. In particular, there is some evidence that
TBOAEs might be useful for estimating loudness at regional
sites, as the response for a narrow-band stimulus is likely
generated at around a characteristic location along the co-
chlea �Norton and Neely, 1987; Shera et al., 2002� and OAEs
are useful for estimating the peak of the traveling wave
�Zweig and Shera, 1995�. With the limited data in the litera-
ture, however, it is difficult to determine appropriate analysis
parameters to be used for such an estimation procedure. The
present work seeks to determine parameters that minimize
the error in the loudness estimation from TBOAEs. Addition-
ally, these parameters should be robust to small individual
variations in optimality. For the present study, TBOAEs were
recorded in response to 1- and 4-kHz tone bursts and then
analyzed using a wide range of parameters to determine
which parameter set yielded the average least-squares error
estimation of loudness in reference to loudness functions de-
rived using a cross-modality matching �CMM� procedure
and the inflected exponential �INEX� loudness model
�Florentine and Epstein, 2006�. If TBOAEs are to be used for
loudness estimation, it is important and desired that the esti-
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mation procedure is insensitive to small variations in para-
metric choices in order to allow a robust procedure that ac-
counts for anatomical and physiological variability across
listeners. In addition, great care must be taken to avoid the
linear, non-cochlear portion of the response that results from
ear-canal resonances and other trivial acoustic reflections
within the auditory system �Ravazzani et al., 1996�, which
are particularly prevalent around 4 kHz.

II. METHODS

A. Listeners

Six listeners with normal hearing �four females, two
males�, ages 19–31, participated in both TBOAE and loud-
ness measurements. No listener had a history of hearing dif-
ficulties, and their audiometric thresholds did not exceed 15
dB hearing level �HL� at octave frequencies from 250 Hz to
8 kHz �ANSI, 1996�. Additionally, all listeners had their
middle-ear function evaluated via a clinical exam. Measure-
ments were also made in a coupler to further verify when the
measurement parameters resulted in stimulus artifact con-
tamination.

B. Stimuli

The tone bursts used in all parts of the experiment were
2-cycle-up-2-cycle-down pure tones multiplied by Gaussian
windows. Two frequencies were tested: 1 and 4 kHz. The
1-kHz tone had a 4-ms duration and the 4-kHz tone had 1-ms
duration. This 2-cycle-up-2-cycle-down tone duration en-
sured energy consistency between the two different frequen-
cies �Hall, 2007�. The windowed tone was then end-padded
with silence to generate a stimulus length of 41.7 ms. The
stimulus levels varied from 25 to 100 dB sound pressure
level �SPL� in steps of 5 dB. The measurements at 25 and 30
dB SPL were omitted from analysis and presentation due to
limited success getting both TBOAE and CMM measure-
ments at these levels. Levels matched the specifications of
the voltage-to-level conversion provided by Etymotic
Research for the ER-10c apparatus.

For the CMM procedure, each stimulus presentation
consisted of 12 concatenated 41.7-ms intervals in order to
generate a train of tone bursts that lasted approximately 0.5
s. This train was presented in place of a single tone-burst in
order to minimize any potential temporal integration effects
�Buus et al., 1997; Florentine et al., 1996; Zwicker and Fastl,
1999�. Levels were determined by a pressure-proportional
voltage-to-level conversion based on calibration levels mea-
sured in a coupler.

C. Apparatus

The stimuli were generated in MATLAB �2007b running
on Windows 2000 for CMM and Ubuntu for TBOAEs� and
converted from digital �48-kHz sampling frequency� to ana-
log using a 32-bit Lynx Two Soundcard. The analog signal
was then passed through either a Tucker-Davis Technologies
�TDT� HB6 �CMM� or a TDT HB7 �TBOAEs� headphone
buffer and presented monaurally via Sony MDR-V6 head-
phones �CMM� or the two transducers of the Etymotic ER-

10C �TBOAEs� to a listener inside a double-walled sound-
attenuating booth. During the TBOAE measurements, the
recordings from the ER-10C were converted from analog to
digital �48-kHz sampling frequency� via a Lynx Two sound-
card. Routine calibration for each system was performed at
the beginning of each session to test for proper wiring and
ER-10C output in a plastic syringe coupler provided by Ety-
motic. In order to perform calibration, the signal was sent
through the system and both the electrical signal and the
acoustic signal from the coupled ER-10C were measured to
be within 1 dB of the expected level. For the TBOAEs, all
levels were determined using the rms of the windowed signal
relative to the specifications which were provided by Ety-
motic and verified by doing an actual in ear measurement for
a single listener using a Fonix 6500-CX real-ear system.

D. TBOAE recordings

Stimuli were presented in blocks of 1000 trials �about
41.7 ms per trial, at a presentation rate of about 24 Hz�. Each
block of trials was repeated eight times for each level yield-
ing 8000 recordings per level. For each level, two averages
of TBOAE recordings were made. The first average con-
sisted of a weighted mean �Elberling and Wahlgreen, 1985�
of all the trials in the first half of each of the eight blocks
�total of 4000 trials�, and the second average consisted of a
weighted mean of all the trials in the second half of each of
the eight blocks �total of 4000 trials�. These averages were
the basis for the loudness estimation procedure described in
Sec. II G. Additionally, a separate analysis was done on the
results recorded in a plastic coupler with the approximate
size of a normal ear canal in order to yield a stable reference
and an artificial approximation of the acoustic response of
the ear canal.

E. CMM

Listeners were presented with six repetitions of each
level in random order and asked to cut a string to be “as long
as the sound is loud.” After the listener cut each string, they
taped it into a notebook and turned the page. Two blocks of
trials were run separately, one for each of the two test fre-
quencies. If a particular stimulus was not heard, no string
was cut. Levels were omitted if fewer than four out of the six
repetitions were heard. All listeners provided at least four
strings for levels at 35 dB SPL and higher. The loudness
estimate for each level was the transformed geometric mean
of the string lengths produced for that level. The transforma-
tion was performed in response to the finding that CMM,
although it provides access to the details of the shape of the
loudness function for individual listeners, yields functions
with shallower slopes than other procedures �Epstein and
Florentine, 2005b�. As such, a string-length multiplicative
correction factor was determined by using a least-squares fit
to match the average group data to a power function with an
exponent equal to 0.3, widely used as a simple first approxi-
mation of the general form of the loudness function �Hell-
man and Zwislocki, 1963; Stevens and Guirao, 1964;
Stevens, 1955; Stevens, 1957; Stevens, 1961�. This correc-
tion factor was then applied to the individual data. While it is
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also known that the CMM string-length procedure may have
edge effects at low levels, as listeners have a difficult time
cutting very small string sizes, the string-length CMM pro-
cedure has been shown to yield reliable individual data for a
wide range of levels �Epstein and Florentine, 2005b; Epstein
and Florentine, 2006�. A number of other similar cross-
modal line-length methods have also been used to estimate
loudness functions with consistent results �Hellman, 1999;
Teghtsoonian and Teghtsoonian, 1983; Thalmann, 1965; Ser-
panos and Gravel, 2000, 2004; Serpanos et al., 1998�. The
final loudness-growth curve was subtracted by an offset in
order to yield a zero-mean loudness curve for comparison
with loudness curves obtained through other modalities. The
comparative parameters of interest and meaning are the
slopes of the functions. Thus, the offsetting was performed
on individual data sets. Because the scales differ, the vertical
offsets between TBOAEs and CMM measurements are arbi-
trary.

F. INEX loudness model

The INEX loudness model was used only for compari-
sons with group average data and not for any individual fit-
ting or parameter optimization. The INEX model is de-
scribed in full in Florentine and Epstein �2006�. It is a simple
set of modifications to the classical power function that in-
cludes the subtle variations in slope as a function of level
observed in a number of studies by a variety of investigators
�Buus and Florentine, 2001; Buus et al., 1998, 1997; Hell-
man and Zwislocki, 1961; Robinson, 1957; Stevens, 1972;
Zwislocki, 1965�. The plotted INEX used here is computed
by the following equation:

log10�N� = 1.7058 � 10−9L5 − 6.587 � 10−7L4 + 9.7515

� 10−5L3 − 6.6964 � 10−3L2+0.2367L

− 3.4831,

where N is the loudness in sones �Stevens, 1936� and L is the
level in dB SPL. Because this model is designed for longer-
duration sounds on the order of around 200–500 ms, the
function was then adjusted by 28.75 dB to account for the
difference in sensation level between the very brief tone
bursts used in the present study and longer-duration sounds
used in most psychoacoustical experiments �Epstein and
Florentine, 2005b; Epstein and Florentine, 2006; Florentine
et al., 1996, 2001�. This is the equivalent of replacing L in
the equation with �L+28.75�. This value was determined by
calculating a psychometric function from the number of re-
sponses to the CMM stimuli and determining the level at
which, on average, 50% of trials were detected.

G. Estimation of loudness from TBOAEs

The procedure used to estimate a loudness function from
the two averaged TBOAE waveforms at each level is similar
to that of Epstein and Florentine �2005a�. For the present
study, four parameters were allowed to vary: window delay
from the stimulus onset �from 0 to 39 ms in 1 ms steps�,
window size �2.5, 10, 20, or 30 ms�, window type �rectangu-
lar or Hanning�, and frequency bandwidth of the analysis

region �F-ratio=1, 1.5, 2, or 3�. Combinations in which the
sum of window delay and window size exceeded the dura-
tion of the recording �41.7 ms� were omitted from analysis.
F-ratio is defined here as the ratio by which the lower and
upper bounds of the frequency bandwidth of the analysis
region are related to the center frequency. An F-ratio of 1
indicates that only the single fast-Fourier-transform �FFT�
bin nearest to the center frequency is used. An F-ratio of 2
indicates that the lower bound of analysis is one-half of the
center frequency and the upper bound of analysis is two
times the center frequency. For instance, with a 1-kHz tone-
burst, an F-ratio of 2 corresponds to an analysis band from
500 Hz to 2 kHz �i.e., an octave-wide analysis region on each
side of the center frequency�.

While varying these parameters, loudness for each level
was estimated using three steps. First, each of the two aver-
aged waveforms �weighted, point-by-point means of 4000
trials� was windowed using the window delay, window type,
and window size selected. In the second step, FFTs of the
two individual averages were calculated and the real compo-
nents of the cross-spectrum between the two averages deter-
mined. Instead of using the FFT absolute magnitude, the real
components of cross-spectra were used in order to minimize
noise artifacts by including only the portions of the wave that
are synchronized in the two averages. In the third and final
step, loudness is estimated by taking the logarithm of the
sum of the positive, real components of the cross-spectrum
within the frequency region specified by the F-ratio. The
final loudness-growth curve was subtracted by an offset in
order to yield a zero-mean loudness curve for comparison
with loudness curves obtained through the other methods
utilized.

H. Peak TBOAE latency estimation

The peak latencies of the recorded responses were also
estimated as a function of level and stimulus frequency. The
recordings at each level were filtered using an octave-wide
filter with a center frequency equal to the stimulus frequency.
The filter was generated in MATLAB as an eighth-order But-
terworth infinite impulse response filter. The filtering was
performed off-line in conjunction with the function FILT-
FILT in order to ensure that the filtered response had no
phase shifts. The envelopes of these filtered responses were
then estimated by passing the magnitude of the Hilbert trans-
form of the filtered signals through a low-pass eighth-order
Butterworth filter with cut-off frequency set to 200 Hz �again
in conjunction with the FILTFILT function�. The latency of
the peak OAE in each condition was the maximum value of
the filtered Hilbert transform observed between 2 ms after
stimulus offset and 25 ms after the stimulus onset. The initial
delay from the stimulus offset was chosen to help reduce the
likelihood that the latency observed actually resulted from
trivial acoustic artifacts in the ear canal rather than OAEs.

III. RESULTS AND DISCUSSION

A. Cross-modality measurement correction factor

The CMM measurements for 1 and 4 kHz were indepen-
dently scaled by a fixed correction factor to ensure that the

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 M. Epstein and I. Silva: Estimating loudness from otoacoustic emissions 3857



resulting functions were similar to the expected form of the
loudness function �i.e., power function exponent equal to
0.3�. The same scaling factor, 1.67, was used for all subjects
based on the average data. The 1- and 4-kHz scale-factors
were calculated separately, but agreed exactly to three deci-
mal places, so the same value was used for both. This is
consistent with the expectation that loudness functions for
tones at different frequencies are parallel on a log scale
within a relatively wide range of frequencies �Hellman,
1976�.

B. Loudness Estimation from TBOAEs at 1 kHz

Figure 1 shows the averaged mean squared error
�AMSE� across subjects between loudness measured using
CMM �after scaling� and loudness estimated from TBOAEs
in response to 1-kHz tone bursts using a rectangular analysis
window. The measures are compared directly on an arbitrary
normalized logarithmic scale with both functions vertically
shifted to zero mean. An increase of 1 unit on this scale
corresponds to the scaled string length multiplied by 10 and
a change of 10 dB in TBOAE level. The plots show AMSE
as a function of window delay, with each curve representing
a different window size and each panel representing a differ-
ent F-ratio. Figure 2 is identical to Fig. 1 except that the
TBOAE loudness estimation was instead performed using a
Hanning analysis window. All of the loudness estimations
shown in both figures exhibit a similar pattern. Regardless of
other parameters, when window delay is very short, the win-
dow captures stimulus artifact or the linear reflections within
the auditory system. As the delay gets longer, the AMSE
improves, indicating that the effects of the stimulus artifact
diminish and the non-linear cochlear response becomes more

pronounced. At very long delays, the window fails to capture
the TBOAE at a level strong enough to overcome the back-
ground noise.

The Hanning window �Fig. 2� appears more robust than
the rectangular window �Fig. 1� and results in near-optimal
AMSE for a larger range of delays. In addition, the Hanning
window reaches optimality sooner because it de-emphasizes
the early portion of the signal more. It is thus important to
note that the Hanning window has a total area equal to half
of the rectangular window. As such, the Hanning window is
more localized in time, resulting in an increased side-lobe
attenuation in the spectral domain, which can improve spec-
tral estimation and reduce any leakage artifacts �Harris,
1978�. The AMSE curve is approximately flat for delays of
13–20 ms, similar to the findings of Epstein et al. �2004� in
which no significant effect of window delay was found in
that range. It is noteworthy that the apparatus and the dura-
tion of the stimulus differ somewhat between the two experi-
ments and the results are still in agreement.

Each of the curves in Figs. 1 and 2 are for different
window sizes. The shortest window size �0.0025 ms� tends to
yield high variance estimates as a function of delay. This
short window size is very sensitive to local variations in
background noise because of the small number of points be-
ing collected. In addition, because the window is so short, it
has a smaller range of near-optimal delays. At short delays,
in particular, this window will place a lot of emphasis on the
stimulus itself resulting in a poor loudness estimate. The
loudness estimate becomes more robust as the window size
increases �i.e., a classical trade-off between recording time
and susceptibility to noise in measurements�. The 20-ms and
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FIG. 1. AMSE between loudness measured using CMM and loudness estimated from TBOAEs in response to 1-kHz tone bursts using a rectangular analysis
window. The plots show AMSE as a function of window delay, with each curve representing different window sizes and each plot representing a different
F-ratio.
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30-ms windows perform approximately equally well. As a
result, a 20-ms window was arbitrarily chosen for subsequent
loudness estimation.

The F-ratios of 2 and 3 result in lower optimal AMSEs
�AMSE=0.10 for both� than F-ratios of 1 or 1.5 �AMSE
=0.15 and 0.13, respectively�. As the AMSEs for F-ratios of
2 and 3 are approximately equal, an F-ratio of 2 will be used
for subsequent loudness estimation. The combination of pa-

rameters that provides the lowest AMSE is a Hanning win-
dow with a window delay of 10 ms, a window size of 20 ms,
and an F-ratio of 2.

C. Loudness estimation from TBOAEs at 4 kHz

It is known that it is difficult to measure TBOAEs at 4
kHz due to ear-canal resonance and signal artifacts �Ravaz-
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FIG. 3. AMSE between loudness measured using CMM and loudness estimated from TBOAEs in response to 4-kHz tone bursts using a Hanning analysis
window. The plots show AMSE as a function of window delay, with each curve representing different window sizes and each plot representing a different
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zani and Grandori, 1993; Whitehead et al., 1994�. Identical
sets of analyses were performed for the responses to 4-kHz
tone bursts to determine whether the current procedure could
be used to estimate loudness of 4-kHz tone bursts using any
possible combination of parameters. Although neither win-
dow produced particularly good results, both the Hanning
and rectangular windows yielded roughly the same results,
with the Hanning window providing a slightly more robust
response. Therefore, only the Hanning-window results are
shown in Fig. 3.

None of the parametric combinations resulted in AMSE
approaching the values measured at 1 kHz. As the window
delay increases and less of the stimulus resonance is cap-
tured, the error decreases. However, it seems like the linear
response of the ear-canal resonance overpowers any possible
non-linear cochlear response. The results support reports of
difficulty making measurements at 4 kHz and support the
claim that most of the 1-kHz responses are true non-linear
responses and not simple linear reflections. The small num-
ber of missing data points resulted from noisy data that did
not contain any positive real components in the cross-
spectrum �see Sec. II G�.

D. Coupler measurements

The goal of all of these analyses was not only to deter-
mine the parameters that minimize the error in the loudness
estimation but also to identify a possible spurious relation-
ship with stimulus artifacts. To this end, Fig. 4 shows the
MSE comparing the results from the human listeners’ aver-
age CMM and the loudness-estimation procedure in response
to 1-kHz tone bursts compared to measurements in a coupler
using a Hanning window as a function of window delay.
These results exhibit a relatively clear MSE minimum de-
spite the fact that the coupler generated no TBOAEs. How-

ever, this minimum still has a higher absolute estimation er-
ror than any of the minima measured using 1-kHz tones in
real ears. Additionally, the lowest values of the MSE result
immediately after the stimulus offset. As the CMM function
has been shifted to have a zero mean, the MSE is then es-
sentially just a sum of the squares of the logarithmic values
of string length after the shift. This pattern is in great contrast
with the results measured in the real ears, which show a
relatively wide range of stable delays and lower MSE �see
Fig. 2�.

Identical measurements at 4 kHz in the coupler, shown
in Fig. 5, exhibit a long, but asymptotic, decrease in MSE as
the ringing diminishes �clearly, a much longer ringing decay
time than for the 1-kHz stimulus�. The optimal case results in
a MSE much higher than the 1-kHz real-ear response �Fig.
1�, but results that are not much worse than the 4-kHz real-
ear responses �see Fig. 3�. Again, this supports the idea that
the 4-kHz measurements fail to capture the non-linear re-
sponse, but that the 1-kHz non-linear response cannot be
explained by simple resonance or linear reflections from the
ear canal.

E. Comparison between TBOAE loudness estimates
and CMM loudness measurements

In Figs. 6–8, functions were allowed to vary by a single
parameter in order to adjust the location of the curve on the
plot to have to zero-mean. Figure 6 shows estimates of loud-
ness in response to 1-kHz tone bursts as a function of level
derived from TBOAEs and CMM. Several loudness esti-
mates are plotted, each for a different window delay to dem-
onstrate the robustness of the estimation procedure and to
show the contrast of the zero-delay stimulus response. There
is excellent agreement between the TBOAE loudness esti-
mates and the direct measure of loudness, except at the low-
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est levels. This is consistent with loss of steepness at low
levels resulting from edge effects in the CMM procedure
�Hellman and Meiselman, 1988�. It is noteworthy that the
analysis results in a nearly linear response when the window
delay is set to zero and the stimulus itself is included in the
analysis.

Figure 7 is identical to Fig. 6 for the 4-kHz tone bursts.
The estimates derived from TBOAEs at 4 kHz are all far too
steep and serve as very poor fits to the CMM function. In
fact, they are more likely to match the linear response ob-
tained when the window delay is set to zero. This is due to
the difficulty in avoiding ear-canal resonances. The resulting
OAEs contained too great a linear component to remove by
simple windowing and averaging. As these results match
those seen in the coupler, they are unlikely to arise from

actual cochlear processing. In contrast, the OAEs in response
to the 1-kHz tone bursts differed dramatically from the cou-
pler recordings, indicating that these measurements did in-
deed result from cochlear processes.

Figure 8 shows a summary of all of the average func-
tions in optimal parametric conditions. It is particularly note-
worthy that the CMM functions at the two frequencies cor-
respond quite closely, indicating that the psychoacoustical
loudness functions are consistent across frequency. The
INEX and the loudness function derived from TBOAEs at 1
kHz show excellent correspondence across the entire range.
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This indicates that TBOAE functions may be closely related
to loudness measured using longer tones for an average of a
group of listeners.

F. Latency/level relationship

Figure 9 shows the estimate of latency as a function of
level for both the real ears and coupler at 1 and 4 kHz. For
OAE measurements in real ears at 1 kHz, the results show a
relatively smooth decrease in latency as a function of level,
ranging from about 20 ms at 35 dB SPL to 6.3 ms at 100 dB
SPL. Although this result differs somewhat from other re-
ports of TBOAE latency �Hoth and Weber, 2001; Brass and
Kemp, 1991; Schairer et al., 2006; Sisto and Moleti, 2007�, it
is not surprising, since the methodologies for estimating
OAE latency, the window sizes and shapes, and the defini-
tion of latency differ substantially among studies.

The present real-ear results are in agreement with the
fact that the latency measured in the coupler at 1 kHz re-
mains constant as a function of level. This indicates that the
coupler recordings show a peak response at the biggest peak
of the trivially reflected waveform, observed here to be close
to 7 ms. In contrast, the acoustic ringing at 4 kHz was sig-
nificant enough to render the procedure invariant to the ini-
tial delay chosen �i.e., the maximum would always occur at
the beginning of the selected time region in both the real ears
and the coupler�. In this case, the latency was estimated at
approximately 3.4 ms for both the real ears and the coupler.
Even when the start of the observation window was delayed
by several more milliseconds, the real ears and coupler pro-
duced identical, flat latency curves with latencies adjusted to
match the start time of the window.

G. Analysis

Additional numerical analyses were performed by first
assuming a “correct” loudness function and then determining
the error �Model−Data� between the model and each of the
other functions. Two analyses were performed: in one the
correct model was the INEX function, and in the other the
correct model was the CMM data at 1 kHz. The variability
accounted for by the model function is then quantified by

1 − �Variance�Model − Data�/�Variance�Model − Data�

+ Variance�Model��� .

This method is more useful than a simple correlation
analysis because it does not heavily weight trends that are
simply in the same linear direction, but rather looks at
whether the functions deviate from each other. Table I shows
the variability accounted for by each data set given a specific
model. It is noteworthy that the INEX resulted from a rela-
tively large quantity of data, but none of the data or listeners
in the present study.

When the CMM 1k function was used as the ideal func-
tion, the CMM 4k function was found to correspond closely.
This indicates that the average loudness functions at these
different frequencies are consistent. Other measurements of
loudness have shown similar results �e.g., Hellman, 1976�.
Additionally, the Hanning-windowed 1 kHz OAE input/
output function also closely matched the CMM 1k function.
This supports the idea that TBOAE measurements at 1 kHz
are related to loudness. This idea is further supported by the
second comparison, performed with the INEX model as the
“ideal” function. If the INEX is assumed to be a good aver-
age loudness function, CMM is then an acceptable, but not
ideal measure of loudness based on the variance accounted
for by the CMM functions when using the INEX as the

TABLE I. Variance accounted for by using the CMM 1-kHz data and INEX function as models of the results
of CMM and TBOAEs.

Model
CMM

1k
CMM

4k INEX
OAE Hann.

1k
OAE Hann.

4k
OAE Rect.

1k
OAE Rect.

4k

CMM 1k Variance accounted ¯ 0.96 0.82 0.89 0.63 0.80 0.45
INEX Variance accounted 0.88 0.76 ¯ 0.96 0.72 0.95 0.60
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model. In fact, the 1-kHz TBOAE loudness models matched
the INEX function better than CMM, despite the fact that the
analysis parameters were optimized to fit the CMM function.
This indicates that TBOAEs may actually be a better mea-
sure of loudness than CMM. As expected, the 4-kHz TBOAE
functions did not serve as very good models of either ideal
function.

In order to examine potential viability for use as an in-
dividual metric for the assessment of loudness growth, the
same analysis was performed comparing individual CMM at
1 kHz and loudness estimated using Hanning-window analy-
sis on 1-kHz TBOAEs. The group average variance ac-
counted for in this condition was 0.89 in the earlier analysis.
The mean of the individual accounted variances was 0.80
with a standard deviation of 0.11. Of the six listeners, two
estimates matched relatively poorly with variances ac-
counted of 0.62 and 0.68. In both cases, the individuals for
whom the variance accounted was lower had particularly
shallow CMM slopes indicating that much of the problem
may have arisen as a result of unreliable CMM data rather
than unreliable OAE data.

The remaining listeners had variances accounted of 0.83,
0.86, 0.89, and 0.90. This indicates that, at least for two-
thirds of the listeners, the two methods resulted in roughly
the same estimates of loudness.

IV. CONCLUSIONS AND FUTURE WORK

These results indicate that there is significant potential
for using tone-burst otoacoustic emissions for estimating
loudness in response to 1-kHz stimuli across a wide range of
levels in normal-hearing listeners. However, at frequencies
near to ear-canal resonance, a simple reflection analysis pro-
cedure may not be sufficient to eliminate acoustic artifacts
for loudness estimation. Tone-burst OAEs seem to be free
from the complex interactions that occur with high-level
DPOAEs, but the results of TBOAE measurements may not
be as robust to ear-canal resonance as DPOAEs. If loudness
functions could be estimated rapidly from TBOAEs at all
audiometric frequencies in hearing-impaired listeners, this
would provide an easy means for performing more advanced
hearing-aid fitting using not only threshold but also
loudness-growth functions. However, it remains to be seen if
this measurement can be made across a wide enough range
of frequencies and a separate strategy would likely need to
be used for frequencies near the ear-canal resonances. More
work still needs to be done to examine the frequency-specific
applicability of TBOAEs for measuring loudness growth
within the full range of audiometric frequencies. If the type
of response measured at 1 kHz can be extended throughout
the full frequency range, TBOAEs could be very useful clini-
cally for performing improved hearing-aid fitting.
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Interaural correlation and the binaural summation of loudnessa)
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The effect of interaural correlation ��� on the loudness for noisebands was measured using a
loudness-matching task in naïve listeners. The task involved a sequence of loudness comparisons for
which the intensity of one stimulus in a given comparison was varied using a one-up-one-down
adaptive rule. The task provided an estimate of the level difference �in decibels� for which two
stimulus conditions have equal loudness, giving measures of loudness difference in equivalent
decibel units �dBequiv�. Concurrent adaptive tracks measured loudness differences between �=1, 0,
and −1 and between these binaural stimuli and the monaural case for various noisebands. For all
noisebands, monaural stimuli required approximately 6 dB higher levels than �=1 for equal
loudness. For most noisebands, �=1 and �=−1 were almost equal in loudness, with �=−1 being
slightly louder in the majority of measurements, while �=0 was about 2 dBequiv louder than �=1 or
�=−1. However, noisebands with significant high-frequency energy showed smaller differences: for
3745–4245 Hz, �=0 was only about 0.85 dBequiv louder than �= �1, and for 100–5000 Hz it was
non-significantly louder �perhaps 0.7 dBequiv�.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3120412�

PACS number�s�: 43.66.Cb, 43.66.Pn, 43.66.Ba �RYL� Pages: 3865–3870

I. INTRODUCTION

When a sound is presented binaurally it is perceived to
be louder than when it is presented to one ear only �monau-
rally� at the same sound level. This effect is called binaural
summation of loudness �Reynolds and Stevens, 1960�. The
increase in loudness in the diotic case �i.e., for a stimulus
with �=1� is well established for a range of stimuli and
sound levels. Early estimates suggested that a sound pre-
sented diotically would be heard as being twice as loud �ap-
proximately equivalent to a 10-dB increase in sound level� as
the same sound presented monaurally �Fletcher and Munson,
1933; Stevens, 1955�. More recent estimates �Zwicker and
Zwicker, 1991; Sivonen and Ellermeier, 2006; Whilby et al.,
2006� have placed the diotic-monaural loudness ratio at
somewhat less than 2:1 and equivalent to an increase in
sound level of only 3–8 dB. However, data on the effect of
presenting a sound dichotically �for instance, with indepen-
dent noise at each ear� are sparse.

The only previous studies to directly examine the effects
of � on loudness �Dubrovskii and Chernyak, 1969; Du-
brovskii et al., 1972; Eichenlaub et al. 1996� used a
loudness-matching paradigm to measure the effect of � on
the loudness of wide-band noises. The listener adjusted the
intensity of one stimulus until it matched the loudness of a
second with a different �. They found that there was no
effect of � on binaural loudness.

Notwithstanding this negative outcome, other evidence
suggests that an effect might be found. For instance, Zwicker
and Zwicker �1991� provided some indirect evidence using
magnitude estimation. They showed that a 20% increase in
the loudness estimate of a continuous monaural noise is pro-
duced by rapidly alternating the stimulus from one ear to the
other. While this is not a direct manipulation of, � at high
alternation rates, this stimulus will have a � of around zero
within a finite temporal analysis window, provided that this
window is longer than the period of alternation. Zwicker and
Zwicker �1991� found their effect at alternation rates of 7 Hz
and over, which is consistent with the 50–200-ms duration
of binaural temporal windows reported in the literature
�Kollmeier and Gilkey, 1990; Culling and Summerfield,
1998; Holube et al., 1998; Akeroyd and Summerfield,
1999�. In addition, Perrott and Buell �1982� showed that in-
teraural correlation can affect the “sound volume” of a noise
presented over headphones. Due to the obvious ambiguities
in using the word “volume,” participants were asked to re-
port the apparent “size” of the sound they heard, and this
metric was found to be affected by interaural correlation, by
stimulus duration, and by stimulus intensity. The overlapping
influence of correlation and intensity upon the same reported
metric suggests some degree of perceptual interaction be-
tween these stimulus properties.

Moreover, one might also expect � to affect loudness
from a theoretical standpoint. Several studies have demon-
strated that the rate of loudness growth with increasing in-
tensity is greater for tones presented in the NoSo than in the
NoS� binaural configuration �Hirsh, 1948; Townsend and
Goldstein 1972; Soderquist and Shilling, 1990; Zwicker and
Henning, 1991� or in NoSo than in NoSm �Marks, 1987�. It
is assumed by those authors and in this article that the signal
is perceived as a separate entity from the background noise
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and possesses its own partial loudness. Detection of the sig-
nal in broadband noise is then simply the starting point of
measurable growth in the partial loudness of that signal.
Given these assumptions, the differing rate of loudness
growth is, in a sense, logically inevitable. At detection
threshold NoSo and NoS� tones may differ widely in inten-
sity, but be equal in their partial loudness. However, if inten-
sity is then increased for both tones by, say, 20 dB, to a point
where the noise becomes relatively insignificant, their differ-
ence in intensity leads to a very clear difference in partial
loudness �Soderquist and Shilling, 1990�. As intensity in-
creases, therefore, a greater rate of increase in loudness oc-
curs for the So tone than for the S� tone. At the same time,
a number of authors have pointed out that stimuli in the
NoS� binaural configuration have reduced � at the signal
frequency, which may act as a cue to tone detection �Osman,
1971; Durlach et al., 1986�. Combining these two observa-
tions leads to the predictions, first, that equivalent manipula-
tion of � for a narrow sub-band of an otherwise diotic noise
should create the impression of an equally detectable tone
embedded within the noise �Jain et al., 1991� and, second,
that an inverse relation should exist between � in the ma-
nipulated band and the partial loudness of the perceived tone
�Culling et al., 2001, 2003�. Both of these predictions have
been fulfilled, although there is some doubt whether � is the
exact statistic employed by the binaural system in binaural
unmasking or whether it merely covaries with the residue
from cancellation produced by an equalization-cancellation
mechanism �Durlach, 1963; 1972; Van de Par et al., 2001;
Culling, 2007�. In any case, the relation between � and loud-
ness should still hold.

Strictly speaking, this theoretical argument applies only
to situations in which the conditions of broadband binaural
unmasking are simulated. For instance, where reduction in �
is band-limited to the frequency region around the tone fre-
quency and a diotic noise fills other frequency regions. How-
ever, the signal in NoS� might also be a complex sound,
such as speech, present at a number of different frequencies,
and so resulting in more widespread reduction in �. The pro-
file of � across frequency may then encode the spectral char-
acteristics of the signal �Culling and Summerfield, 1995;
Culling et al., 2001�. In the present investigation, we con-
sider what happens to the loudness when � is manipulated
across the entire stimulus spectrum, as though the signal and
masker are identical bands of noise.

The effect of � on the binaural loudness of narrow- and
wide-band noises was measured using a loudness-matching
paradigm. Such an approach serves three purposes. First, the
use of a loudness-matching paradigm makes the data ob-
tained much more comparable to studies in the literature on
the binaural summation of loudness than the loudness dis-
crimination technique used by Culling et al. �2001, 2003�.
Second, assessing the loudness of noises at various band-
widths allows for a comparison of the contrasting results of
Jain et al. �1991�, Culling et al. �2001�, and Culling et al.
�2003� using narrow sub-bands of noise with those of Du-
brovskii et al. �Dubrovskii and Chernyak, 1969; Dubrovskii
et al., 1972� using broadband noise. Third, by ensuring that
the bandwidths chosen for investigation span above and be-

low the region important for binaural unmasking one can
investigate whether or not the effect of � on binaural loud-
ness is linked to the binaural unmasking mechanism.

II. METHOD

A. Participants

Between 14 and 24 paid participants were recruited for
each bandwidth condition from the Cardiff University stu-
dent population using the School of Psychology’s participant
panel �see Figs. 1 and 2 for exact numbers�. Each participant
contributed data to only one bandwidth condition. Normal
hearing was a specified condition for participation.
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FIG. 1. Intensity offsets needed to match the loudness of noises in different
interaural configurations for 1-ERB-wide noise bands at five center frequen-
cies �250, 500, 1000, 2000, and 4000 Hz. Binaural configurations are diotic
�1�, uncorrelated �0�, anticorrelated �−1�, and monaural �M�. Intensity offset
is shown for each binaural configuration of reference stimulus as a function
of the binaural configuration of the adapted stimulus. Error bars are 95%
confidence intervals. The number of participants contributing data �n� is
indicated on the appropriate panel.
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B. Stimuli

Stimuli were generated online using MATLAB. Broad-
band noises with a 20-kHz sampling frequency and 500-ms
duration were generated digitally and band-pass filtered in
the frequency domain by setting the amplitude of all frequen-
cies outside the passband to zero. In order to assess the in-
fluence of frequency, five of these bands were 1 ERB wide
�Moore and Glasberg, 1983� and centered at 250, 500, 1000,
2000, and 4000 Hz �i.e., 224–276, 460–540, 937–1065,
1883–2123, and 3745–4245�. Three other, wider bands were
also investigated. These were a low-frequency band of
100–900 Hz �11.5 ERBs wide�, a high-frequency band of
2894–4763 Hz �4 ERBs wide, centered at 26 ERBs�, and a
still wider band of 100–5000 Hz �25.4 ERBs wide�, encom-
passing both of these regions. These band-pass filtered noises
were presented to listeners in four interaural configurations.
Monaural �M� noise consisted of a single noise presented to
either the left or right ear. Interaurally correlated ��=1� noise
was generated by presenting the same noise to both ears.
Anti-correlated ��=−1� noise was created by presenting a
noise to the left ear and a phase-inverted copy of that noise to
the right ear. Finally, uncorrelated ��=0� noise was gener-
ated by presenting independent noises at each ear.

The stimuli were presented over Sennheiser HD 590
headphones in a single-walled IAC sound-attenuating booth
within a sound-treated room. Digital-to-analog conversion
was performed by an Edirol UA20 soundcard and amplified
by an MTR HPA-2 headphone amplifier. The intensity of
reference stimulus was kept constant at 70-dB SPL, and the
adapted stimulus was varied relative to that level.

C. Procedure

A two-interval, two-alternative, forced choice adaptive
matching paradigm was used to measure the difference in
intensity needed to equate in loudness a reference stimulus
�M, 1, −1, or 0� with an adapted stimulus �M, 1, −1, or 0�.
The order of presentation of the reference and the adapted
stimulus was randomly determined on each trial �the listener
was unaware of the order of presentation�. The intensity of
the adapted stimulus was adjusted in accordance with a one-
up/one-down rule �Levitt, 1971�, producing a staircase pat-
tern of intensity values over the course of the experiment.

Participants were asked to judge which interval con-
tained the louder stimulus. If the participant judged the in-
terval containing the adapted stimulus to be the louder inter-
val, then the intensity of the adapted stimulus on the next
trial of that staircase would be less intense. However, if the
participant judged the interval containing the reference to be
the louder interval then the intensity of the adapted stimulus
was increased on the next trial of that staircase. The amount
by which the adapted stimulus was adjusted �up or down�
was dependent on the number of reversals made while tra-
versing the staircase. The adjustment was �2 dB for the first
two reversals and then �1 dB on subsequent reversals. Each
individual staircase was considered complete after 12 rever-
sals using the smaller step size1 and was limited overall to 50
trials. This limit was included to limit the overall duration of
the experiment if one adaptive track was slow to complete.
Subsequent trials were therefore populated by the remaining
staircases. A participant’s loudness-matched-intensity offset
in each of the 16 conditions was taken to be the mean inten-
sity �in decibels� of the adapted stimulus over the last four
reversals in each of the corresponding staircases.

Half of the listeners started all staircases with the
adapted stimulus 3 dB more intense than the reference
stimulus and the other half started each staircase with the
adapted stimulus 3 dB less intense than the reference. Six-
teen adaptive staircases were run concurrently in order to
obtain 16 loudness matches �i.e., all pair-wise comparisons
of the four interaural configurations with each serving as
both reference and adapted stimulus�. Trials for different
staircases were interleaved at random.

III. RESULTS

A. 1-ERB bands

Mean intensity offsets at loudness match for each of the
five center frequencies �250–4000 Hz� are shown in separate
panels in Fig. 1. Each panel shows offsets for the four dif-
ferent interaural configurations of reference stimulus for each
interaural configuration of adapted stimulus. An offset of
zero indicates that the two interaural configurations did not
differ in loudness.

These data were analyzed with separate two-way
�reference�adapted� within-subjects analyses of variance.
Each of the five analyses of variance showed rather similar
patterns of results. Analyses for each bandwidth indicated
significant main effects of both reference and adapted stimu-
lus types �p�0.0001, in each case�. Both of these results
indicate that there is an effect of interaural configuration.

Adapted stimulus
-1 0 1 M

-6
-3
0
3
6 -1

0
1
M

100-900 Hz

n=24

Adapted stimulus
-1 0 1 M

In
te
ns
ity
of
fs
et
(d
B
)

-6
-3
0
3
6

-6
-3
0
3
6

n=14

2894-4763 Hz

100-5000 Hz

n=24

FIG. 2. As Fig. 1, but for the 100–900-, 2894–4763-, and 100–5000-Hz
noisebands.
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There was an interaction only for the lowest frequency
�F�9,153�, p�0.02�, which may be neglected after correc-
tion of � for multiple tests. It thus made no difference to the
results which of the interaural configurations was the adapted
stimulus. Tukey HSD post-hoc analyses showed, for both the
reference and adapted stimuli, that all levels differed signifi-
cantly �p�0.001� except for �=1 vs �=−1, which was only
significant �p�0.01� for the 224–276-Hz band. These dif-
ferences reflected an effect of binaural summation �M inten-
sity must be increased to match the loudness of �=1�
averaging2 5.6 dB, and an effect of � ��=1 and �=−1 inten-
sities must be increased to match the loudness of �=0�
averaging2 2 dB. It is noteworthy, however, that the latter
effect reduced to 1.3 dB for the 4000-Hz center frequency.

B. Wider bands

Mean intensity offsets at loudness match for each of the
three wider bandwidths are shown in Fig. 2 in the same
format as in Fig. 1. Each panel shows data for bandwidths of
100–900, 2894–4763, and 100–5000 Hz, respectively.
These data were also analyzed with separate two-way analy-
ses of variance. Once again, each analysis produced signifi-
cant main effects of both the reference and the adapted
stimulus �p�0.0001, in each case�. However, the pattern of
results was now somewhat different across the three cases.

Tukey post-hoc analyses indicated that for the low band
�100–900 Hz� and for the high band �2894–4763 Hz�, the
pattern was similar to the 1-ERB bands; after correction for
multiple tests, each level differed significantly from every
other except for �=1 vs �=−1. Thus, monaural stimuli must
be more intense to match the loudness of �=1 and �=−1,
while �=0 must be less intense to match them. The only
exception was for the 2894–4763-Hz band, where the −1
and 0 levels were significant only at �=0.05. Although this
outcome may spring from reduced power in this condition
�only 14 listeners were used�, the size of the effect was also
reduced to 0.9 dB. For the broadest band �100–5000 Hz�, on
the other hand, the only levels to differ significantly were
monaural vs binaural contrasts �p�0.001, in each case�.

IV. DISCUSSION

A. Implications for models of loudness

Across all of the results, there is a clear effect of � on
loudness. Current loudness models take no account of � �e.g.,
Zwicker and Scharf, 1965; Moore et al., 1999�. Indeed, the
current ANSI standard for loudness �ANSI, 2007� is essen-
tially monaural, providing binaural loudness through a
simple sum of the monaural responses. However, even in the
diotic case the summation of loudness for broadband sounds
across the ears is less than perfect and is level-dependent;
Reynolds and Stevens �1960� reported that a binaural-to-
monaural loudness ratio of 2 �i.e., a doubling of loudness�
only occurs at relatively high intensity levels ��90-dB SPL�.
A recently revised loudness model �Moore and Glasberg,
2007� provides better predictions for the loudness of diotic
and dichotically presented sounds, where interaural intensity
or frequency differences may exist between the two ears.
These predictions are not further affected by changes in � of

a stimulus. The evidence presented here suggests that models
of loudness need modification in order to account for binau-
ral loudness,3 particularly in order to model the effect of � on
loudness at low-frequencies.

Although the effect of � may be regarded as small for
broadband sounds, it seems likely that this reflects a diluting
effect produced by a predominance of high-frequency sound
in broadband white noise �see below�. In a wide variety of
contexts, environmental sound tends to have a predominance
of energy at low-frequencies �e.g. Busch-Vishniac et al.,
2005; Tang, 1997�, making the 2-dB effect more likely to be
applicable in practice. Moreover, there are many everyday
situations in which one might expect � to be low. This may
particularly occur in reverberant rooms and in complex lis-
tening environments with multiple sounds sources. The ef-
fect of � may thus be important to consider when assessing
levels of noise pollution and in adjusting hearing-aid gain for
such situations.

B. Relation to binaural unmasking

Consistent with expectations based on theories of binau-
ral unmasking, �=0 was found to be louder than �=1. This
difference is expected on the basis that � is reduced when a
tone is added in NoS�, and as the tone increases in level, the
resulting increase in loudness may be encoded via a further
reduction in �. Reduction in � across the entire stimulus
spectrum would occur if the signal was a sound of equal
bandwidth to the masker.

It was also found that �=0 was louder than �=−1. In-
deed, �=1 and �=−1 were found to produce approximately
equal loudness. This result can also be accommodated by
binaural unmasking theory. If one assumes that � is detected
after the application of a compensating internal interaural
delay within each frequency channel �Durlach, 1963, 1972,
Colburn, 1973, 1977; Culling and Summerfield, 1995�, then
an external correlation of −1 results in an internal correla-
tion, after the compensating delay, that is close to 1. As the
level of the tone in N�So is increased, this high internal
correlation is again reduced. If the experiment is modeled
using a 500-Hz gamma-tone filter from the filterbank of
Patterson et al. �1987, 1988�, an internal correlation of 0.98
is predicted for the −1 case. These predictions led Culling et
al. �2003� to successfully predict that a � of 1 and −1 should
be difficult to distinguish in circumstances where their obvi-
ous differences in laterality are obscured by flanking bands
of noise. For the present data, it is noteworthy that �=−1
displayed a non-significant trend toward being slightly
louder than �=1, consistent with the slightly lower internal
correlation.

Binaural unmasking theory thus provides a viable frame-
work for interpreting the effect of � on loudness. However,
there are some details of the data which are difficult to fully
reconcile with binaural unmasking theory, and binaural un-
masking provides only one framework for interpreting this
pattern of results. Other possibilities exist �see below�.

The difference in loudness between �=0 and �=1 is
consistently equivalent to only around 2 dB in intensity. This
difference is small in relation to other measurements of sen-
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sitivity to �. In particular, Culling et al. �2001� found a cu-
mulative d� of around 6 for sensitivity to changes in � within
a 1.3-ERB sub-band of otherwise-correlated broadband
noise. While the two measures are not equivalent, the fact
that jnds for intensity discrimination tends to be not much
below 1 dB suggests that the d� for detecting a 2-dB change
would be only 2 or, at most, 3. A possible explanation of this
discrepancy is that listeners are much more sensitive to
changes in the spectral profile of �, as measured by Culling
et al. �2001� than to changes in overall �, as measured in the
current study. This interpretation would suggest that dis-
crimination of � mirrors the difference between absolute in-
tensity discrimination and profile analysis, where listeners
can display a smaller Weber fraction �Green and Mason,
1985�.

The results with narrow �1-ERB� bands of noise indicate
that the effect is largely independent of frequency. This result
is broadly consistent with findings from narrowband binaural
unmasking experiments, which show that a large BMLD
��25 dB� can occur over a wide range of frequencies �Mc-
Fadden and Pasanen, 1978�, although only some listeners
appear able to achieve this performance �Koehnke et al.,
1986; Bernstein et al., 1998�. However, the salient perceptual
cue that listeners report in a narrowband BMLD task is intra-
cranial image width rather than the loudness percept which
was investigated here, complicating any direct comparison of
these findings. Conceivably, increased loudness is not so di-
rectly related to binaural unmasking as suggested above.
Loudness might occur as a side effect of changes in per-
ceived width. Such an explanation would still be fairly con-
sistent with the pattern of data across different values of �
because a � of −1, while certainly being perceived as wider
than a � of 1, is usually reported as having much less image
width than a � of 0 �Blauert and Lindemann, 1986�; the rank
ordering of the conditions, at least, is consistent. This inter-
pretation may be supported by Perrott and Buell’s �1982�
data on perceived volume of broadband noise. They asked
listeners to rate the size of broadband noises presented over
headphones and found that listeners’ ratings were similarly
ordered with respect to correlation as in the current study
��=0 being the largest�, while at the same time being posi-
tively related to stimulus intensity. Correlation and intensity
thus contributed to a common construct which must at least
be correlated with “loudness.” The direction of influence be-
tween the constructs of image width, size, and loudness can-
not be directly inferred from current data.

The effect of � on broader bands shows a marked
�2.1 dB� difference in loudness between 1 and 0 for the low-
frequency �100–900 Hz� band. This effect is much reduced
�0.74 dB� for the broadband �100–5000 Hz� case. The sim-
plest explanation for this outcome, and one consistent with
the binaural unmasking theory, is that unmasking processes
are much reduced for broadband stimuli at frequencies
higher than about 1500 Hz, consistent with interaural pro-
cessing being limited to the use of envelope cues �Bernstein
and Trahiotis, 1992�. The reduced binaural unmasking of the
1500–5000-Hz region may have diluted the overall effect of
� on the broadband noise. Indeed, if the effective level in the
region up to 1500 Hz increases by 2.1 dB, and no increase

occurs elsewhere, the overall effective level increase is
0.68 dB, very close to the observed figure of 0.74. Thus, if
the high-frequencies show little effect of � on loudness, bin-
aural unmasking theory can account for the negative results
of Dubrovskii and Chernyak �1969� and Dubrovskii et al.
�1972� since their stimuli extended up to at least 5000 Hz.4

The only problem for this interpretation is that the 4-ERB-
wide, high-frequency band �2894–4763 Hz� displayed an in-
crease in loudness equivalent to 0.86 dB. The effect is some-
what larger than the 0.74-dB effect observed for the
100–5000 Hz, which is inconsistent with an account based
purely on dilution.

V. SUMMARY

These experiments provide the first direct evidence that
interaural correlation can have an effect on the loudness of a
binaural stimulus, which can be offset by a compensating
difference in physical intensity. The difference in loudness
produced by interaural correlation is most apparent at fre-
quencies in the binaural dominance region; the intensity off-
set required to match in loudness noises that have different
interaural correlations at these frequencies is as follows:

�1� Binaural-monaural loudness matches produced mean
matched-intensity offsets of about 6 dB, which were
consistent with the literature on binaural summation for
moderate sound levels.

�2� Noises with an interaural correlation of 0 are louder than
noises with interaural correlations of 1 or −1, the differ-
ence being equivalent to about 2 dB in signal energy in
cases for which low-frequencies dominate.

�3� Noises with an interaural correlation of 1 and −1 are
closely matched in loudness. Listeners judged anti-
correlated noise to be only slightly �and non-
significantly� louder than correlated noise.
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What underlying mechanisms are involved in the ability to talk and listen simultaneously and what
role does self-masking play under conditions of hearing impairment? The purpose of the present
series of studies is to describe a technique for assessment of masked thresholds during vocalization,
to describe normative data for males and females, and to focus on hearing impairment. The masking
effect of vocalized �a:� on narrow-band noise pulses �250–8000 Hz� was studied using the maximum
vocalization method. An amplitude-modulated series of sound pulses, which sounded like a steam
engine, was masked until the criterion of halving the perceived pulse rate was reached. For masking
of continuous reading, a just-follow-conversation criterion was applied. Intra-session test-retest
reproducibility and inter-session variability were calculated. The results showed that female voices
were more efficient in masking high frequency noise bursts than male voices and more efficient in
masking both a male and a female test reading. The male had to vocalize 4 dBA louder than the
female to produce the same masking effect on the test reading. It is concluded that the method is
relatively simple to apply and has small intra-session and fair inter-session variability. Interesting
gender differences were observed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3124773�
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I. INTRODUCTION

Acoustic language—speech—is an important channel
for inter-human communication and part of a communicative
system with complicated interactions. These interactions
contain feedback functions, which can be roughly divided
into three levels.

�1� A behavioral-social level, where the dialog and turn-
taking initiate and finish participants’ speech and lan-
guage activities and are challenged by overlaps, simulta-
neous talking and listening.

�2� A message level, where the subject listens to his/her own
utterances, discovers errors and flaws in logic and �may�
correct or terminate presentation.

�3� A signal level, where the physical/physiological effects
of sound production, motor, and sensory activities of the
speech and hearing system interact with numerous feed-
back loops to control and adjust sound production and
auditory processing.

The two higher levels ��1� and �2� above� will not be
further dealt with here; the focus will be on the signal level.
The significance of sensory information for control of speech
production and speech development has been reviewed by
Borden �1980�, e.g., the role of auditory feedback in speech
intelligibility.

One example of the role of the perception of the voice in
speech pathology is the influence of delayed feedback on the
fluency of speech production. Stephen and Haggard �1980�
found �as others before them� that a 100 ms speech feedback
delay disrupted the speech production of normal hearing,

non-stuttering subjects. On the other hand, the speech of stut-
terers was partly ameliorated both by delayed speech and by
a low frequency masker modulated by the speech signal en-
velope.

A special aspect of the role of perception of one’s own
voice in language acquisition has been pointed out by How-
ell and Dworzynski �2001�. They found that people in vul-
nerable language situations, e.g., when using a second lan-
guage, were more susceptible to altered auditory feedback.
The German accent of Germans speaking English was in-
creased more in conditions of frequency shifting during de-
layed auditory feedback than under normal conditions.

Adaptation of the voice to environmental communica-
tion demands is largely caused by auditory feedback. The
relationship between one’s own sound production and one’s
own hearing is important in at least two respects.

First of all, in most realistic environments, there is a
background noise or a requirement to be heard at a distance.
In the latter case, what occurs is an adaptation of the voice so
that it can be heard by the distant person. Therefore, there is
an adjustment of one’s own voice intensity and quality in
relation to the perception—or expectation—of the acoustic
environment. One example is the so-called Lombard effect
�Lombard reflex�, where an ambient background noise
causes an increase in the intensity of the vocalized sound
�e.g., Lamprecht, 1988�. A situation related to the Lombard
effect is singing in a choir. According to Ternström �1994�,
the relationship between the level of the singer’s own voice
and the sound of the rest of the choir was +3.9 dB �range
+1.5 to +7.3 dB�. The preferred relation of the level of the
self-produced relation to the voice level of others was on the
average 6.1 dB �Ternström, 1999�. A detailed acoustic and
perceptual analysis of speech in realistic noise environments
has recently been presented by Södersten et al. �2005�. The
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noise was balanced by increased vocal effort and thereby an
increase in the first formant frequency and a general increase
in the high frequency components �tilt of the spectrum�; this
has also been found by Rostolland �1982� and Tranmüller
and Eriksson �2000�. A special condition is seen in many
occupational situations, for instance, in airplanes where the
cockpit personnel must communicate in high noise levels.
Nixon et al. �1998� found that the intelligibility of female
speech was unacceptable in military aircrafts at the highest
tested noise level, 115 dB sound pressure level �SPL�, and
that it was slightly poorer for female than for male voices.
Södersten et al. �2005� also found that females rated them-
selves significantly lower than males on the question: “Did
you make yourself heard?” when reading in background
noise of various types.

Second, the dialog, postulated as part of the social inter-
action, requires a perception of communicative signals,
speech, and other sounds from communication partners, or
events in the environment, even when one produces sound
oneself �primarily talks�. This aspect of sound perception
requires a sophisticated relationship between the self-
produced and the externally produced sounds in order to op-
timize communication.

The focus of the present study is on the ability to hear
external sounds during one’s own sound production. Suc-
cessful management of this task may also, in our opinion,
depend on processes at three levels �a three-level model�.

�1� The social level, turn-taking. Each subject stops talking
and leaves space for other persons. This works well in a
small group, but less well in lively communication situ-
ations with several partners.

�2� A linguistic-cognitive aspect. With a large working
memory capacity, small fragments of the received mes-
sage are more easily interpreted, which may facilitate the
ability of simultaneously listening and talking �Lyxell
et al., 2003�.

�3� An auditory-physiological level. The masking effect of
one’s own speech on one’s own ear and the role of pos-
sible control mechanisms at the level of the ear, middle
ear muscles and olivo-cochlear efferents, and descending
control in the auditory pathway �discussed, e.g., by
Howell, 1985 and Borg and Counter, 1989�.

The focus of the present study is on the third level, the
masking effect of one’s own speech on one’s own ear. Cog-
nitive and language factors �level 2� are also involved if the
masked sound is speech, such as when using the just-follow-
conversation �JFC� method �Borg et al., 1998�. Under the
present experimental conditions, where the subjects vocal-
ized a sustained �a:� without pauses, the cognitive effects
were kept at a minimum.

The first studies of the effect of one’s own voice on
one’s own hearing were conducted in the 1930s by Dunn and
Farnsworth �1939�. Well-known studies were also made by
von Bekesy �1960�. He found that the strength of the bone-
conducted and air-conducted sound components of one’s
own voice was about equal. It is now generally accepted that
there are three routes of auditory feedback �direct air con-
duction, reflected air conduction, and bone conduction�,

which have been reviewed, e.g., by Howell �1985�. In later
studies, Pörschmann �2000� used direct acoustic measure-
ments and psycho-acoustic threshold determinations with an
unvoiced �s:� and a voiced �z:� consonant. He estimated the
bone conduction component by measuring the masked
threshold when the air conduction component had been at-
tenuated. The bone-conducted sound was most important at
lower frequencies and for frequencies between 700 and 1200
Hz, bone conduction dominated perception of the person’s
own voice. Above 1200 Hz, air conduction was predominant.

Very little research has been done on self-masking by
vocalization. Gauffin and Sundberg �1974� were probably the
first to measure the masking effect of a self-produced sound.
They used one voice-trained subject, who listened to an
amplitude-modulated series of tone-bursts. The subjects
adapted their own voice level so the perceived pulse rate was
halved, i.e., the voice level fell in between the high and the
low pulses. The tests were judged as demanding and required
experience and good voice control. Shearer �1978� continued
and compared the masking effect of self-produced vowels
��a�, �u�, �i�� and the same vowels recorded with a micro-
phone 15 cm in front of the mouth. He found that the mask-
ing effect, primarily for the high frequencies, was greater
when subjects listened to the recorded sounds than during
actual vocalization. He trained 16 normal hearing persons to
vocalize with a constant sound level at the same time as he
or she adjusted a narrow-band noise to reach a threshold
criterion. The frequency of the noise was swept between 50
Hz and 10 kHz. Whether the method could give reproducible
results also for untrained subjects was not investigated.
Issues such as gender effects were also not analyzed.
Pörschmann’s �2000� studies also included determination of
masked thresholds, but only for the bone-conducted compo-
nent.

The overall goal of the present ongoing project is to
analyze the interference between the emitted and received
sound in a simplified laboratory situation. The approach is
based on a clinical audiological perspective, addressing the
situation for normal hearing �the present study� and hearing
impaired individuals �a forthcoming study�.

The aim of the present study is

�1� to describe a method for studying the masking effect of
one’s own voice and

�2� to present normal masked thresholds for male/female
voice on male and female speech and narrow-band noise
in the frequency range 250–8000 Hz.

II. MATERIAL AND METHODS

Except for a description of experimental set-up, techni-
cal and experimental procedures, the present section contains
an analysis of methods and a presentation of intra- and inter-
session test-retest variability �presented in Secs. II G–II I�.

A. Subjects

Twenty-two subjects with normal hearing participated in
the study. Their audiometric thresholds were better than 20
dB hearing level �HL� at frequencies between 125 and 4000
Hz. Their age ranged from 21 to 64 years; 15 were females,
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7 were males. Six were singers or in music education �2
females, 4 males�. All subjects had academic professions.
Test-retest investigation was performed in 10 of the subjects
�6 females, 4 males�.

B. Experimental set-up

The measurements were made in an anechoic chamber
equipped with 12 loud speakers �Tannoy System 800� at the
acoustic ecological laboratory of the Ahlsén Research Insti-
tute. Two sound sources were used in the present study: ex-
ternal test sounds from the loud speaker straight ahead �zero
degrees azimuth� and the internal masking sound: the sub-
ject’s own voice �Fig. 1�. One ear was protected with an
earmuff �Peltor H9A; attenuation: 22.0 dB �at 250 Hz�, 33.7
dB �at 500 Hz�, 39.7 dB �at 1000 Hz�, 36.5 dB �at 2000 Hz�,
40.1 dB �at 4000 Hz�, and 40.6 dB �at 8000 Hz��.

Two external test sounds were used: a narrow-band
noise and a text reading. The first external sound, the narrow-
band noise, had a band width of 1/3-octave and 60 dB/octave
slopes and was presented at the frequencies of 250, 500,
1000, 2000, 4000, and 8000 Hz. The noise consisted of a
series of 250-ms-long bursts �rise and fall times 25 ms and a
50 ms inter-burst interval� with a 5 dB difference in ampli-
tude giving the impression of a steam engine train. The other
external sound was a continuous text from Selma Lagerlöf’s
“The Wonderful Adventures of Nils Holgersson” �henceforth
called “Holgersson”�, which is regularly used for determina-
tion of speech perception thresholds using the JFC method.
Two versions were tested: a male and a female test reader.
Both were experienced newsreaders in the Swedish Radio.
The long-term spectra �first 3 min� of the male and female
test readings are shown in Fig. 2. Except for the difference in
fundamental frequency, the spectral shapes are similar. The

internal source was the subject’s own vocalization of an �a:�,
using as constant a musical pitch as possible.

We chose the method of keeping the target sound, noise
bursts, or “Holgersson” at a constant level and having the
subject vary his/her vocalized �a:� to the criterion level: just
being able to follow the Holgersson reading or just perceiv-
ing when the steam engine train decreased its speed to one-
half, i.e., when the lower-level noise bursts were masked
�maximum vocalization method�.

The three types of signals were measured with an insert
microphone �ER7C probe microphone system, Etymotic Re-
search� placed 2 cm inside the outer ear canal. The level was
continuously recorded and the spectrum fast Fourier trans-
form �FFT� was determined at 2 s intervals. The 1/3-octave
band spectra with dBA-weighting were evaluated. The vocal-
ization level was monitored for 3 s after the end of the target
sound �Fig. 1�. The measurement was accepted if the voice
level was kept constant within 2 dB during this period. The
spectra and level measurements of the voice were taken from
this 3 s period for further evaluation.

C. Calibration

The 1/3-octave spectra were made using filters with a 63
dB/octave slope. The amplitude-modulated noise was cali-
brated for the high-level bursts in the ear canal of each sub-
ject. The produced vocal sound was measured in the ear
canal with the probe after the test sound had been turned off
�see Fig. 1�. The dBA-weighting was consistently used.

D. Procedure

The subjects �who all had normal hearing� were first
trained and practiced producing a stable �a:� and adjusting
the level to just cover the low intensity part of the amplitude-
modulated noise, i.e., the steam engine train decreased speed
to one-half or to just follow the Holgersson text reading. This

FIG. 1. �Color online� Experimental set-up. A test subject was placed in an
anechoic chamber with a probe microphone in one ear and the other ear
covered. The test sound, amplitude-modulated noise, or a test reading was
presented via a loudspeaker in front of the subject. The masking effect was
produced by a vocalized �a:�. The level of the �a:� was raised to cover the
test sound and then adjusted to make the test sound just audible or just
possible to follow. The vocalization level was measured immediately after
the subject indicated that the masking effect was according to the criteria.

FIG. 2. Average 1/3-octave band spectra �sound level �dBA�� of a 2 min
reading from “The Wonderful Adventures of Nils Holgersson” by a male
reader, continuous line, and female reader, broken line.
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variant was adopted from Gauffin and Sundberg �1974� and
modified as described above and is here named “the maxi-
mum vocalization method.” The voice level should first be
raised to completely mask the target, then gradually lowered
to reach the criteria and/or repeatedly varied until the subject
felt secure about the threshold. The level of the target �noise
or male or female Holgersson� was varied in 5 or 10 dB steps
from the lowest level that the subject could mask with his/
her own voice to the highest level that could be masked by
the subject’s maximum vocalization effort. Thereafter the
target level was decreased again. Two measurements were
thus made at each level of the target. The mean value was
used in further data treatment, provided the difference was 5
dB or less. If the difference was more than 5 dB, a third or
fourth measurement was made and the mean value was used
in further analyses. The different noise frequencies were
tested in random order. The order of the noise target and the
Holgersson target was randomized. The duration of the ex-
perimental session was up to 1.5 h.

E. Masked threshold

In the experimental situation, the test signal was pre-
sented at a fixed level and the subjects adjusted their voice. It
is more appropriate to present the data in terms of masked
thresholds, but with fixed voice level as the parameter.
Therefore, the primary data had to be recalculated. Figure 3
shows an example from one subject. The open circles show
the measured data values. The heavy lines connect the mean
values �see above� representing the primary results for each
level of the masked signal. The masked threshold value for
each specific vocalization level was derived, as shown by the
construction lines �horizontal and vertical� and the arrow in
Fig. 3. Corresponding masked threshold curves are shown,
for instance, in Figs. 5 and 6.

F. Statistical methods

To test the differences between conditions and the ef-
fects of factors the Student’s t-test and normal regression
with the Wald test for coefficients were used. A Bland–
Altman plot �Bland and Altman, 1986� was used for evalua-
tion of test-retest variability. All calculations and graphs
were made with the statistical package R.

G. Analysis of methods

The tests turned out to be easy to perform, although all
subjects could not vocalize the full number of times required
for a complete test series. The maximum vocal effort also
varied between subjects. Therefore the number of subjects
for each data point varies. The numbers are indicated in the
tables at the bottom of Fig. 8. The spectrum of the vocalized
�a:� was not constant across the range of vocal effort. Figure
4�a� shows a series of average �7 males� spectral curves for
vocalized �a:� with increasing test sound level �50, 60, and
70 dBA� and for three frequencies of the noise bursts �250,
1000, and 4000 Hz�. It is to be noted that the analysis of the
voice was performed immediately after the termination of
the target signal. An increase in the higher frequency com-
ponents of the voice at higher vocal effort is seen. In addi-
tion, an increase in the spectral peak at 3000 Hz is seen �less
obvious in women�. An analysis of individual spectra and
average spectra for the whole group of subjects showed that
the spectrum was involuntarily slightly changed upon pre-
sentation of noise bursts with different frequencies. The 4000
Hz target sound gave a 6 dB higher level for the 4000 Hz
1/3-octave band in the vocalization �male and female to-
gether: p�0.001, degrees of freedom �d.f.�=21� than did the
250 Hz target sound.

H. Male-female vocalization

The male vocalization showed a consistent pattern both
when masking the target noise and Holgersson. For noise
targets �at the lowest target levels 30–40 dBA�, the �a:� spec-
trum was dominated by the fundamental partial at �F0�. This
pattern was more evident in females and occurred also at
higher levels, 50 and 60 dBA noise target sounds. For the
Holgersson target, this gender difference was not seen and
the average spectra for male and female can therefore be
directly compared �Fig. 4�b��. We do not know whether the
described difference is a gender difference �relatively stron-
ger fundamental partial �at F0� at low vocal level� or an
individual difference, which happened to be more prominent
among females than males in the present material. One pos-
sible reason for the gender/individual difference is the exis-
tence of a possible gender/individual difference in bone/air
components in the subjects’ vocalizations. No corroborative
data exist, but von Bekesy �1960� �p. 187� showed a 6 dB
difference in the bone component between his four tested
subjects, pointing toward a substantial individual variability.

I. Test-retest variability

Two repeatability conditions were evaluated: intra- and
inter-session test-retest variabilities.

FIG. 3. Derivation of masked threshold values on the basis of measured
values ��� of the vocalization needed to allow the amplitude-modulated
noise to be just audible �the higher-level parts of the amplitude modulation�.
The masked threshold values for 70, 80, and 90 dBA vocalizations are in
this example 44, 59, and 68 dBA, respectively. Data from one subject.
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1. Intra-session variability

Each masked threshold was determined at least twice in
each session. If the difference between the first two tests of a
specific frequency and level of the test sound was more than
5 dB, an additional measurement was performed. Only 14%
of the 830 presentations had to be supplemented with an
extra test.

Sources of variation in vocalization level needed to
mask a noise burst or speech include test sound, test sound
level, and vocalizing person. If these sources are considered
fixed at each measurement, thus assuming measurement er-
ror as the only random error source, we calculated the stan-
dard deviation of vocalization level to 2.7 dBA. Assuming
different measurement error within test sounds gives the fol-
lowing set of estimates for the standard deviation for vocal-
ization level �Table I�.

If the standard deviation is large for a specific test
sound, more measurements per person are required to main-

tain equal measurement precision of vocalization level across
test sounds. A 95% confidence interval of �3 dB at 250,
2000, and 8000 Hz thus requires four, two, and five measure-

TABLE I. Estimates of standard deviation of intra-session vocalization level
differences.

Test sound Standard deviation

The Wonderful Adventures of Nils 2.84
Holgersson, female reader
The Wonderful Adventures of Nils 2.76
Holgersson, male reader
Third octave band noise 250 Hz 2.97
Third octave band noise 500 Hz 2.62
Third octave band noise 1000 Hz 2.41
Third octave band noise 2000 Hz 1.90
Third octave band noise 4000 Hz 2.29
Third octave band noise 8000 Hz 3.48

FIG. 4. �Color online� �a� 1/3-octave spectra of a vo-
calized �a:� for male subjects �n=7� at three different
test sound intensities, 50, 60, and 70 dBA, and for three
different test sound frequencies, 250, 1000, and 4000
Hz. �b� 1/3-octave spectra of a vocalized �a:� masking
of 7 male �—� and 15 female �---� vocalizers on test
reading from “The Wonderful Adventures of Nils Holg-
ersson” by a female reader presented at 60 dBA. Probe
microphone in the ear canal.
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ments, respectively. The spoken test sound �Holgersson� re-
quires approximately three measurements to obtain a confi-
dence interval of �3 dB.

2. Inter-session variability

A complete test-retest investigation was performed in
ten of the subjects with at least 1 week interval between the
two sessions.

Test results from reproducibility analysis are shown in
Fig. 5. Figure 5�a� shows two masked threshold determina-
tions in one female subject at two sessions, and Fig. 5�b�
shows mean and standard deviation of inter-session test-

retest differences for masking of noise burst �pooled 250–
8000 Hz� and continuous discourse �Holgersson�. No mean
difference values are significant.

The inter-session repeatability of vocalization level was
assessed using Bland and Altman �1986� plots. Possible sys-
tematic measurement bias was seen at 500 and 8000 Hz, with
inter-session differences �95% CI� of �5.3 to �0.7 dBA and
�4.7 to �1.3 dBA, respectively. The differences in vocaliza-
tion level were calculated within subjects across all test
sound levels.

The standard deviation for the difference in vocalization
level ranged from 4.3 to 7.4 dBA �Table II�. A power calcu-
lation with an 80% power and a 5% significance level
showed that 25–70 subjects in total were required to detect a
5 dB difference in all test sounds between two groups of
normal hearing subjects. Thus at least 35 subjects in each
group are required if we disregard the problem of decreasing
confidence with multiple statistical tests. When making
within-subject comparisons, e.g., with and without disturbing
noise, the required sample size decreases to 8.

III. RESULTS

A. Individual data

The procedure of determining masked thresholds at the
different vocalization effort levels is illustrated in Fig. 3. A
representative example of the vocal level needed to change
the perception of the noise bursts train is shown as a function
of presented noise level �calibrated for the high-level burst�.
The masked threshold is obtained from the graph. The de-
sired vocalization level is selected and the corresponding,
just audible noise level is determined by interpolation on the
abscissa. This is repeated for all test frequencies and gener-
ates the curves of Fig. 5�a� for one female subject at one
vocalization level and Fig. 6 for one male subject at several
vocalization levels. The binaural hearing threshold is shown
by the upper border of the shaded area.

It is seen in Fig. 6 that the masking spreads to the higher
frequencies when the vocal level is increased from 60 to 100
dBA, which is compatible with the change in the spectra of
the �a:� shown in Fig. 4�a�.

The effect of voice masking on the target speech sound
�test reading� is shown in Fig. 7�a�, with one male subject
vocalizing, and in Fig. 7�b�, with one female subject vocal-

TABLE II. Estimates of standard deviation of inter-session vocalization
level differences.

Test sound Standard deviation

The Wonderful Adventures of Nils 5.8
Holgersson, female
The Wonderful Adventures of Nils 5.8
Holgersson, male
Third octave band noise 250 Hz 4.8
Third octave band noise 500 Hz 5.6
Third octave band noise 1000 Hz 4.5
Third octave band noise 2000 Hz 4.3
Third octave band noise 4000 Hz 7.4
Third octave band noise 8000 Hz 7.1

FIG. 5. Inter-session test-retest variability of the masking effect of a vocal-
ized �a:� on an amplitude-modulated narrow-band noise at different frequen-
cies. The upper border of the shaded area shows the binaural free field-
hearing threshold. �a� Two individual masked thresholds of a female
vocalizer recalculated to correspond to an �a:� at 70 dBA. �b� Mean test-
retest difference ��SD� for amplitude-modulated noise test sound �left� and
test reading of a female and a male reader �right�. There are small average
differences indicating a small training effect for the retest, but no differences
are statistically significant.
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izing. The masked signal was the Holgersson text with a
male reader �continuous line� and a female reader �broken
line�. It is seen that there is very little difference between the
masking effect on the male and female test reading.

B. Group data

The mean masked threshold values ��standard error of
the mean, SEM� are shown in Fig. 8. The data are from the
22 subjects, and each point is represented by at least six
subjects �see tables in the lower part of Figs. 8�a�–8�c�,
which show the number of subjects for each presented mean
threshold value�. Figure 8�a� illustrates the pooled data of
male and female subjects, Fig. 8�b� vocalizing females, and
Fig. 8�c� vocalizing males. The mean curves are produced by
different numbers of subjects. This causes an artificial, mis-
leading higher masked threshold at low vocalization level
due to missing data. Data at low vocalization level could not
be obtained since few subjects could maintain a sufficiently
stable voice at the lowest levels. It is seen that there is a
substantial masking effect even up to 8000 Hz.

There is a tendency for the increase in masking to be
more than 10 dB upon a 10 dB increase in vocal sound level
at higher test frequencies. This nonlinear increase can repre-
sent an upward spread of masking. However, this effect is
not particularly pronounced. There is, on the other hand, a
marked difference in the shape of the masked threshold
curves between the female �Fig. 8�b�� and the male �Fig.
8�c�� vocalizing subjects. The males have more steeply slop-
ing masking curves toward higher frequency than the fe-
males do. The female voices mask the high frequencies more
efficiently than the male voices do. The masked threshold
was significantly higher for female vocalization than male
vocalization for a majority of measured values at 1000, 2000,
4000, and 8000 Hz for vocalization levels of 70, 80, and 90

dBA. This difference was significant at the 1% level for 70
dBA at 1000 �d.f.=19� and 4000 Hz �d.f.=16� and for 80
dBA vocalization at 2000 �d.f.=18�, 4000 �d.f.=19�, and
8000 Hz �d.f.=17�. It was significant at the 5% level for 60
dBA 500 Hz �d.f.=15�, for 70 dBA vocalization at 500 Hz
�d.f.=20�, for 80 dBA vocalization at 1000 Hz �d.f.=14�,
and for 90 dBA vocalization at 2000 �d.f.=10� and 8000 Hz
�d.f.=12�. The male voice gave higher vocalization levels for
most measurements at 250 Hz, but not significantly higher.

By comparing the Holgersson spectrum �Fig. 2� and the
average masked threshold curves of Fig. 8 one can see that
the Holgersson spectrum is steeper than the masked thresh-
old during female vocalization �Fig. 8�b��, in particular. This

FIG. 6. Masking produced by a vocalized �a:� on amplitude-modulated
noise at different frequencies for one male subject. The upper border of the
shaded area shows the subject’s binaural free field threshold curve in dBA.
Masked thresholds for five vocalization levels �60–100 dBA� are shown.

FIG. 7. �a� Maximum vocalization level allowing the test reading �The
Wonderful Adventures of Nils Holgersson� to be just possible to follow
�JFC� for a male vocalizing �a:� if the reading is done by a female test reader
�broken line� and a male test reader �continuous line�. �b� Maximum vocal-
ization level allowing the test reading �The Wonderful Adventures of Nils
Holgersson� to be just possible to follow �JFC� for a female vocalizing �a:�
if the reading is done by a female test reader �broken line� and a male test
reader �continuous line�.

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Borg et al.: Self-masking: Listening during vocalization 3877



may mean that the high frequencies of speech are masked
while low frequency components are still above threshold.

The level of the vocalized �a:� that is needed for the JFC
criterion for the Holgersson reading is shown in Fig. 9. The
male and female subjects are separated; the male reader of
Holgersson is indicated by the continuous lines and the fe-
male by the broken lines. Heavy lines indicate male vocal-
izer, thin lines female vocalizer. It is seen that a certain test
sound is masked by a lower vocalization level for females
than for males. A signal-to-noise ratio can be estimated, �25
to �30 dB for men and �20 to �25 dB for women, with
slightly lower values for high levels of the Holgersson read-
ing. The difference between female and male masking effects
in Fig. 9 can be explained by the data of Fig. 8. The female
voice is more efficient in masking the higher frequencies.
This means that the weaker but highly important high fre-
quency components �for most consonants� are masked more
efficiently by the female than by the male voice. In accor-
dance with Fig. 8, the female voice is more efficient in mask-
ing the important frequency components �the higher frequen-
cies� of the test speech sounds than is the male vocalization.

Using a regression model the gender difference was es-
timated to be 4.1 dBA �Wald test, p�0.05, r2=0.71, d . f .
=448� controlling for spoken test sound and test sound level.
Also, a mean and median difference of 3.1 and 4.3 dB, re-
spectively, were calculated by taking the differences between
genders within each test sound and test sound levels.

C. Summary of results

The technique is easy to perform also for subjects who
are not trained singers and shows adequate reproducibility:

intra-session standard deviation of 1.9–3.5 dBA and inter-
session standard deviation of 4.3–7.4 dBA. The masking ef-
fect covers the whole frequency range up to 8000 Hz. There
is a weak tendency toward an upward spread of masking,
slightly more at high vocal efforts. There is a gender effect:
Female vocalization masks more efficiently at high frequen-
cies. The female vocalization was 4 dB more efficient in

FIG. 9. The highest vocalization level allowing a test reading �maximum
vocalization method. The Wonderful Adventures of Nils Holgersson� to be
just possible to follow �JFC� for male and female test readers �continuous
lines and broken lines, respectively� and for male and female vocalizers
�heavy lines and thin lines, respectively�.

FIG. 8. �a� Average ��SEM� of
masked thresholds for 1/3-octave
noise bursts during own vocalization.
Maximum vocalization method. Nor-
mal hearing subjects. Upper border of
shaded area shows average hearing
threshold �dBA�. Male �n=7� and fe-
male �n=15� vocalizers. �b� Mean
masked threshold for normal hearing
female vocalizers. �c� Mean masked
threshold for normal hearing male vo-
calizers. The number of subjects for
each mean masked threshold value is
indicated by the table below the
graphs.
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masking a continuous discourse, both with a female and a
male reader. The signal-to-noise ratio for male vocalization
was �25 to �30 dB and for female �20 to �25 dB.

IV. DISCUSSION

A. Methodological aspects

One of the previous studies looking at the masking ef-
fect of one’s own voice, Gauffin and Sundberg �1974�, used
a technique similar to that used in the present study for
narrow-band noise masked signal �maskee� keeping the mas-
kee constant and adjusting the voice �masker�. One profes-
sionally trained subject participated. Shearer �1978� trained
non-professionals to mask pure tones with their own voice.
They kept voice level stable and adjusted the masked signal.
None of the studies have tested speech as a masked signal. In
earlier studies �unpublished�, we found it extremely difficult
to have subjects focus both on producing a stable vocaliza-
tion and on adjusting a target speech sound. The experience
was from studies in 1960s on speech perception in subjects
with Bell’s palsy. We trained subjects to vocalize at a certain
level. During the vocalization, we presented phonetically
balanced words, which were to be repeated. These experi-
ments were difficult to conduct. On the one hand, the subject
heard the target word and “reflexively” stopped vocalizing.
Then they heard most of the word unmasked. On the other
hand, they did not hear any external test sound at all and they
just continued vocalizing. Changing the procedure to a JFC
paradigm improved the possibility of obtaining reliable re-
sults. The present method of keeping the maskee constant
while controlling the voice �maximum vocalization method�
was easy to learn and required practically no training to
achieve fair intra-session and inter-session reproducibilities.
None of the present participants and only one subject of 20
among the hearing impaired group failed to perceive the
change in the target noise sound �steam engine train� �Borg
et al., in preparation�.

The within-session reproducibility was reasonably good.
This means that short-term experiments can be carried out
with fair confidence. On the other hand, comparisons be-
tween two sessions are questionable for single individuals.
Measurement precision information is vital when describing
new measurement techniques because it is used in a power
analysis for controlling the type I and type II statistical in-
ference errors when planning a second study. A power analy-
sis was made to facilitate new research in the area. For in-
stance, we calculated that a 5 dB difference in masked
thresholds between two groups requires 35 subjects in each
group or that a 5 dB difference within a group requires eight
subjects.

The test readings were produced by one male and one
female experienced newsreader at the Swedish Radio. We
found that their spectra were quite similar, except for F0. We
could have chosen to record other readers as well in order to
select subjects with larger differences. Our choice was not to
do so, as these persons were primarily selected for their
voice quality and oral presentation skills. Certainly, by se-
lecting extreme voices, we would have seen differences in

spectra and in masking effects on the male and female text
readers, but we regard these subjects to be sufficiently nor-
mal and representative.

The masking patterns obtained are valid in the sense that
they represent actual vocalization produced to mask a certain
sound. However, the normal situation is often the reversed. A
person talks at the same time as he/she has an interest in
perceiving what is going on in the environment. Further-
more, the temporal and spectral variations in natural speech
are not considered in the present test situation and have to be
focused on in future studies. When a time varying masker
�words or sentences� is used, cognitive factors �e.g., short-
term memory and linguistic competence� become more im-
portant than in the present experimental design �constant
�a:��. This means that factors at level 2 �in the schedule pre-
sented in the Introduction� have to be taken into consider-
ation. For constant maskers, as in the present study, such
effects are minimized even for the JFC test. The role of fac-
tors at levels 1 and 2 has to be investigated in further studies.

A tilt of the voice spectrum when vocal effort is in-
creased is practically unavoidable for lay people. The ten-
dency toward a change in spectrum upon change in target
signal frequency �the noise bursts� was not expected. Such a
frequency shift increases the masking efficiency of the voice,
as a lower total dBA is required for a certain masking effect,
particularly at the high frequencies. This frequency shift is
one possible explanation for the shallow tails of the masked
threshold curves toward high frequencies in addition to the
previously mentioned statistical bias due to drop-outs �some
subjects could not lower their voice so much that the thresh-
old criteria of the low-level noise bursts were reached�.
Thereby some of the lower values were missing, and the
mean values were spuriously somewhat too high.

B. Vocal effort and vocalization spectra

The normal use of voice for vocal communication in-
volves at least four different sound production manners:
whispering �no phonation�, normal talk, shouting �including
high-level talk�, and singing. These different manners have
acoustic correlates, which are at least partly understood.
Ternström et al. �2006� found a shift in the spectral balance
between low and high frequency components, indicating an
increase in the high frequencies at strong vocal effort, but a
less marked emphasis at the highest tested level �probably
comparable to shouting�. There is a general trend toward an
increase in the fundamental frequency �F0� as well as the
first formant �F1� with increased vocal effort. Professional
male singers have a singer’s formant around 3 kHz. The
present material shows an inconsistent pattern across indi-
viduals. Some subjects show a very clear F3 around 2–3 kHz,
which also increases relative to F1, whereas others show
minimal F3. This difference may correspond to a different
degree of singing practice, but it is questionable whether it is
a true singer’s formant �Sundberg, 2001�. However, no such
evaluations were made.

In the present study, the 1/3-octave spectra of the vocal-
ized �a:� picked up by the probe microphone in the ear canal
showed some interesting features. In accordance with previ-
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ous studies, there was an increase in the high frequency com-
ponents when vocal level was raised. There was also an in-
crease in the high frequency vocal spectra when masking
4000 Hz bursts compared to 250 Hz bursts. If the subjects
had been able to maintain their voice at a totally constant
spectrum, then we would have seen a slightly lower masked
threshold for the high frequencies than that found in Figs. 6
and 8 because an �a:� at a certain dBA-level would have had
less high frequency components and therefore masked the
high frequency test noise less effectively.

The voice spectrum changed shape for the lowest vocal-
ization levels, the fundamental dominated, and the overtones
were relatively undeveloped, particularly in female vocaliz-
ers. This has also been seen occasionally in females earlier,
e.g., by Nordenberg and Sundberg �2004�. In addition, some
of the female subjects managed to mask the test noise bursts
even when they were of higher intensity, 50 or 60 dBA. This
pattern was not seen among the males. This observation may
be an expression of a gender difference or it may be purely
an individual difference that happened to be more common
among the females in this sample. There are several possible
explanations for the large masking effect of the female voice
at low vocal effort despite the fact that there is little energy at
high frequencies at low vocal effort. First of all, we think we
can rule out the response criterion as the main reason. The
argument is that the difference between the male and the
female masked thresholds is not constant across frequencies,
it even crosses. The females have higher masked thresholds
at high frequencies and lower at low frequencies than the
males do.

Another possible explanation relates to the two compo-
nents of the speaker’s own voice, the air-conducted and the
bone-conducted component. There are, to our knowledge, no
data on gender differences in the relationship between the
air-conducted and bone-conducted components. However,
von Bekesy’s �1960� data show an up to 6 dB difference in
the bone-conducted signal among his sample of four test
subjects, which indicates substantial individual variability. It
can also be noted that Stenfelt and Reinfeldt �2007� showed
a �10 dB difference in the occlusion effect, indicating great
individual variability in bone conduction features.

The third possible explanation is that the individuals
who succeed to mask even with low-level voice have either a
pronounced upward spread of masking from their fundamen-
tal or managed to place a strong overtone close to the target
noise frequency. This is in accordance with the observation
that low-level vocalizations were only seen during masking
of noise bursts and not of speech. The upward spread of
masking is expected to be more pronounced for the approxi-
mately 250 Hz female fundamental than for the approxi-
mately 125 Hz male fundamental, which could explain part
of the gender difference. This interesting question has to be
addressed in further studies.

C. Gender differences

The female vocalization was 4 dB more efficient in
masking a continuous discourse both with a female and a
male reader, and the signal-to-noise ratio for the Holgersson

was 5 dB better �more negative� when masked by a male
than by a female vocalization. Except for the well-
established gender differences in fundamental frequency
�F0�, the characteristics of the voice at increased level also
show some gender differences. First of all, the maximum
level �total SPL� is about 5 dB higher for males than females
in loud speech �Ternström et al., 2006; Södersten et al.,
2005� when reading in background noise. Females also have
a higher proportion of high frequency energy at the highest
vocal levels, probably due to the higher frequency of the F1

peak. It is interesting to note that the female subjects in the
present study more efficiently masked both the male and the
female text reader than the male vocalizers did. The differ-
ence was about 4 dB, which corresponds well to the higher
maximal level for loud speech in noise for males than fe-
males �Ternström et al., 2006�. At high effort the masking
effect on external speech thereby becomes about equal for
males and females. One possible explanation for the higher
masking effect of the female voice as compared to the male
voice is that the higher frequencies �consonants in the Holg-
ersson reading� carry more information than do the low fre-
quency components. The slightly higher frequency emphasis
of the female voice is therefore likely to mask these
information-carrying components of the Holgersson material
more efficiently than the male voice. The higher masked
threshold for the high frequency noise bands during masking
with the female as compared to the male voice is in accor-
dance with the gender difference in the masking effect on the
Holgersson reading. The female voice may be weak, but it is
masking the own ear efficiently.

D. Application and future research

The present results concern primarily the fundamental
physiological level of the three-level model presented in In-
troduction. Of course, cognitive and linguistic factors �level
2� are always involved in psycho-acoustic tests, particularly
those involving speech signals. Such factors have been mini-
mized by using a constant masker �a sustained �a:��. In order
to understand the interaction both at level 1 �social� and level
2 �linguistic, cognitive�, one must establish what is actually
heard. Because the low frequency components are stronger
in external speech, they are less likely to be masked during
one’s own vocalization. The resulting situation may be the
following. During one’s own vocalization, one can hear that
someone is talking but not perceive what is said. In a vivid
discussion, this may be a technique for dominance in that
one is not distracted by the arguments of others. On the other
hand, the robust hearing of the low frequency components of
external speech may facilitate turn-taking. The present find-
ings may help us understand social interaction, particularly
in larger groups.

Future research could focus on more valid speech
maskers such as repeated phonemes, words in sentences, and
finally running speech. The vocalization methods used here
certainly contain a component of singing and/or shouting at
the higher levels and are therefore not entirely representative
of running speech. Considering the difficulties and the so-
phisticated analysis method that Ternström et al. �2006� used
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to develop acoustical measurement of various components of
running speech, it will be very difficult to assess the masking
effect of different components in running speech in clinical
applications. The cognitive difficulties �informational mask-
ing� cannot easily be circumvented, as the test subject has to
produce running speech at the same time as he/she tries to
interpret the external target speech signal. A way for contin-
ued research could possibly be to use a non-speech signal as
the target and repeated sequences of running speech as the
masker.

One obvious application and focus for the study is how
different types of hearing impairment affect self-masking.
First of all, the focus is on peripheral hearing disorders
where conductive and sensorineural impairments might have
different effects due to different effects on the air-conducted
and bone-conducted components of both the self-produced
masker and the external target signals. The influence of dif-
ferent types of sensorineural impairment is the focus of a
forthcoming article �Borg et al., submitted�. An interesting
continuation also concerns the role of cognitive disturbances
and central auditory disorders in the ability to conduct a
rapid dialog in which talking and listening are more or less
simultaneous. In this way, the analysis is extended from level
3 to level 2 in the three-level model.

V. SUMMARY AND CONCLUSIONS

A technique for assessment of masking effects of one’s
own vocalization has been found to be easy to perform, also
for untrained subjects, and it shows adequate reproducibility:
intra-session standard deviation of 1.9–3.5 dBA and inter-
session standard deviation of 4.3–7.4 dBA. The masking ef-
fect of a vocalized �a:� is pronounced, extending over the
whole frequency range �250–8000 Hz�, and interferes sub-
stantially with perception of speech. There is a weak ten-
dency toward an upward spread of masking, slightly more at
high vocal efforts. There is a gender effect: A female vocal-
ization masks more efficiently than a male vocalization at
high frequencies. In accordance with this, a female vocaliza-
tion was found to be more efficient �4 dB� in masking exter-
nal speech, both with a female and a male reader. The signal-
to-noise ratio for female vocalizers was �20 to �25 dB and
for male vocalizers �25 to �30 dB, as measured in the ear
canal. The importance of self-masking for social interaction
in groups, particularly for persons with hearing impairment,
is pointed out as well as the importance of cognitive and
linguistic abilities.
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This study used a same/different experiment to assess the ability of human listeners to discriminate
Gaussian-noise tokens with a spectral range of 350–850 Hz and a duration of 50 ms. For this
duration, discrimination ability is high. However, when an identical 200-ms noise fringe with the
same statistical properties as the 50-ms target tokens is appended to the end of the two target tokens,
listeners show very poor discrimination. It was investigated whether altering the properties of the
fringes with respect to those of the target improved the ability to discriminate the target tokens. This
method was used to investigate the influence of changing fringe properties such as spectral range,
level, interaural level difference, and interaural time delay on discrimination performance for the
target. Spectral and temporal separation showed the strongest improvements, whereas no effect was
found for doubling the fringe bandwidth, 5-dB level increases or decreases, or 10 dB interaural level
differences. In the second experiment, subjects were asked to indicate whether they perceived one
or two auditory objects for these stimuli. The results of the two experiments indicate that perceiving
two objects is a necessary but not sufficient condition for good target discrimination.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3119626�
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I. INTRODUCTION

In his work on auditory scene analysis, Bregman �1990�
distinguished between acoustic events, auditory streams, and
auditory units. An acoustic event is a happening in the physi-
cal world, causing vibrations that can be picked up by our
hearing system. Examples include the acoustic events caused
by walking in the streets or rain falling. In everyday situa-
tions, many such acoustic events occur in rapid succession.
We perceive these acoustic events with our auditory system
where the two waveforms arriving at our eardrums are ana-
lyzed and divided into several separate perceptual entities,
often called auditory streams, e.g., a stream containing the
footsteps of somebody walking and a stream of the sound of
rain. The process of auditory scene analysis is the segrega-
tion and organization of acoustic information into separate
auditory streams. The auditory streams can be a combination
of several smaller auditory entities, which can be named au-
ditory objects, or units in the nomenclature of Bregman
�1990�, e.g., the sound of the individual footsteps of the per-
son walking in the streets or of the drops of rain splashing
into a puddle.

We can, to a certain extent, direct our attention deliber-
ately to either one of these auditory streams �Alain and Ar-
nott, 2000�. In their study on selective attention for auditory

objects, Alain and Arnott �2000� adopted the definition of
Bregman �1990� that an auditory object “�…� is the percept
of a group of sounds as a coherent whole seeming to emanate
from a single source.” Much effort has been put into study-
ing the principles that govern the grouping of auditory ob-
jects into perceptual streams, e.g., by van Noorden �1975�.
Reviews of the literature can be found in Bregman �1990�,
Yost and Sheft �1993�, and Darwin and Carlyon �1995�. Van
Noorden �1975� found that the perceived relation of succes-
sive tones in a sequence depends on their temporal and spec-
tral distance. He used sequences of alternating tones, in the
form of an ABAB pattern, for which he varied their fre-
quency and intertone interval. When their spectral distance
was sufficiently close, they were inevitably perceived as a
single auditory stream. However, for some combinations of
spectral and temporal distance, the tones were segregated
into two separate auditory streams, an AA and a BB stream.
The A’s and B’s in these patterns can be considered to be the
previously mentioned auditory objects, or units, of which the
streams consist.

Yost �1991� distinguished at least seven physical param-
eters that contribute to the formation of auditory objects:
spectral separation, intensity profile, harmonicity, spatial
separation, temporal separation, common temporal onsets
and offsets, and coherent slow temporal modulation. For ex-
ample, several studies �e.g., Buell and Hafter, 1991; Woods
and Colburn, 1992� showed that when one of the compo-
nents in a harmonic tone complex had an asynchronous onset
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with respect to the other components, two sound objects
were reported instead of one when the components had syn-
chronous onsets. This indicates that harmonic tones are
likely to be fused into a single auditory object, but it is pos-
sible that they are segregated into different objects when
there is evidence, e.g., an asynchronous onset of one of the
components, indicating that they were not caused by the
same physical event.

Object formation has been suggested to be an important
factor that influences the ability to discriminate between
Gaussian-noise tokens �Goossens et al., 2008�. These authors
investigated the ability of human listeners to discriminate
between Gaussian-noise tokens with bandwidths varying
from 50 to 3000 Hz and durations varying from 1.6 to 409.6
ms. In agreement with the literature, it was found that per-
formance increases with duration up to approximately 40 ms
�Hanna, 1984; Heller and Trahiotis, 1995�. For longer noise
stimuli, discrimination decreases. Goossens et al. �2007� and
Goossens �2008� modeled this duration effect by assuming a
fixed capacity for retaining or processing an auditory object,
independent of the duration of the object. Therefore, more
information was lost in the internal representation of the
longer stimulus than in the internal representation of the
shorter stimulus. This difference in information loss caused a
maximum performance at around 40-ms duration.

Goossens et al. �2007� and Goossens �2008� extended
both Gaussian-noise target tokens in a trial with an identical
piece of Gaussian noise. These were called uninformative
fringes since, being identical, they could not contribute to the
discrimination. When a fringe was concatenated without
fringe alteration �i.e., the fringe had similar bandwidths, lev-
els, interaural differences, etc., as the target� to one of the
to-be-discriminated target noises, discrimination ability
dropped substantially. The interpretation was that listeners
were not able to listen to a subpart of an auditory object
�noise token� and that the retention or processing capacity
needed to be attributed to the whole auditory object, leading
to much poorer discrimination performance. The correspon-
dence between their model simulations and behavioral data
supports this interpretation.

The assumption by Goossens et al. �2007� and Goossens
�2008� that auditory objects are processed as inseparable
units raises the question as to what stimulus properties are
needed to create an auditory object. More specifically, one
would expect that when target stimuli have an added fringe,
as described above, introducing perceptual cues in the noise
fringe, which enable the segregation of target and fringe,
should improve the ability to discriminate the target noises
compared to the situation where no such cues are present.
This would provide a new method for assessing the impor-
tance of particular segregation cues in creating auditory ob-
jects consisting of Gaussian noise.

Several examples are known where segregation influ-
ences the perception of low level cues. The formation of
auditory objects is sometimes investigated by presenting cy-
clic or continuous patterns to the listener �e.g., Royer and
Robin, 1986; Crum and Bregman, 2006�. Royer and Robin
�1986�, as mentioned above, found that the repetition rate of
a sound-burst pattern influences the way the bursts are inte-

grated into auditory objects. Crum and Bregman �2006�
showed that a gradual timbre change in a continuous sound
is detected more easily when silences are inserted, which
cause unit boundaries, than when the sound is presented con-
tinuously without silences or when the silences are filled
with loud noise bursts.

In the current study we investigate the influence of seg-
regation cues on discrimination thresholds, rather than detec-
tion thresholds, in a non-cyclic paradigm. A number of spec-
tral, temporal, intensity, and spatial cues are used to assess
their influence on the discrimination of target noise tokens.
Each trial consisted of the presentation of two Gaussian tar-
get noises of 50-ms duration with a spectral range of 350–
850 Hz that could be identical or independently generated.
For this combination of duration and bandwidth, discrimina-
tion performance is good. The task of the listener was to
decide whether these targets were the same or different. In
most conditions, an identical fringe was appended to the two
targets in a trial. It was hypothesized that the ability to dis-
criminate would be low when the fringe was perceptually
fused with the target into a single auditory object and high
when the fringe and target were perceptually segregated into
two auditory objects.

II. METHOD

A same/different task was used for measuring discrimi-
nation performance. In each trial, two stimulus intervals
were presented to the listener, both containing a target noise
and a backward-fringe, i.e., an uninformative noise. The ex-
ception was for the baseline condition in which no fringes
were presented. The targets could be identical or indepen-
dent. These stimulus intervals were separated by an interon-
set interval �IOI� of 800 ms �unless stated otherwise�. The
trials were presented in blocks of 100, of which half had
identical �same� target noises and the other half had indepen-
dent �different� target noises. Same and different trials were
presented in random order. The fringes of the two intervals
were always identical and, thus, uninformative for the dis-
crimination task. The listeners’ task was to decide whether
the target tokens were the same or different.

Conditions differed in the type of cue that was present in
the fringe, which could potentially enable listeners to segre-
gate the target from the fringe. For each experimental condi-
tion, four successive blocks of trials were presented, of
which the first block was discarded. Listeners were allowed
to take a break after a succession of four blocks if desired.
Sensitivity indices, d�, were calculated from the results for
the last three blocks.

A d� value was obtained by calculating percentages cor-
rect for the same trials and the different trials. These percent-
ages correct were converted to z-scores. Finally, d� was cal-
culated by adding the z-scores for the same and the different
trials. At chance performance, the d� value equals zero.
Above-chance performance results in positive d� values; e.g.,
69% correct for both same and different trials results in a d�
value of approximately 1, and 84% correct results in a d�
value of approximately 2.
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In most figures, the d� values of the individual subjects
were normalized with their individual performance in the
baseline conditions measured in Sec. IV. The baseline condi-
tions consisted of one condition where only the targets �no
fringe, NF� were presented and one condition where the tar-
gets had fringes that were appended without fringe alteration
�fringe, F�. Discrimination values for these conditions were
obtained once at the beginning and once at the end of the
experiment. The mean values for the session at the beginning
of the experiment were used for normalization. The normal-
ized d� will be called the effect and was obtained for a con-
dition X using

effect =
dX� − dF�

dNF� − dF�
. �1�

This maps the performance for condition F to an effect of
zero and the performance for condition NF to an effect of 1,
normalizing differences in baseline performances of different
listeners. Note that in the across-subject means, the indi-
vidual results were first normalized using the individual
baseline performances before pooling the data.

Four normal hearing subjects, including the first �subject
S3� and second authors �subject S2�, who were all experi-
enced in psychoacoustical experiments participated in this
study. Their ages ranged from 28 to 41. First, the baseline
conditions �see Sec. IV� were repeated until stable perfor-
mance was achieved before continuing with the rest of the
conditions. During the training, at least 16 blocks of 100
trials were presented. The stimuli were generated on a PC
and were presented, through an RME DIGI96/8PAD 24 bit
PCI Digital audio card, a TDT S3 HB7 headphone driver,
and a PA5 programmable attenuator, on Beyerdynamic DT
990 Pro headphones.

III. STIMULI

Each stimulus interval contained a target and a fringe
�see Fig. 1�. The targets were Gaussian-noise tokens with a
duration of 50 ms with 10-ms raised cosine onset and offset
ramps, which were applied after bandpass filtering to a band-
width of 500 Hz with a center frequency of 600 Hz. In each
trial, new noise was generated for both target and fringe
tokens. The targets were presented diotically with a spectrum
level of 50 dB SPL �where SPL means sound pressure level�.
The target noise properties were never altered throughout the
experiment.

The fringes were Gaussian-noise tokens with a duration
of 200 ms with 10-ms raised cosine onset and offset ramps
which were applied after bandpass filtering. Unless stated

otherwise, the fringes were bandpass filtered to a bandwidth
of 500 Hz with a center frequency of 600 Hz and were pre-
sented diotically, like the target.

The filtering was done with a digital fast Fourier trans-
form �FFT� filter that transformed the signal �of 44 100
samples at 44 100 Hz sample rate� to the frequency domain,
where all frequency components lying outside the specified
bandwidth were set to zero. This signal was transformed
back to the time domain with the inverse FFT operation.

The fringes always followed the target, and their onset
and offset ramps overlapped such that the temporal envelope
at the overlap was constant �unless stated otherwise�. More-
over, it was made sure that during the 10-ms overlap, the
fringe was identical to the target, also in a “different” condi-
tion, in order not to introduce indentation in the temporal
envelope that could serve as a discrimination cue.

IV. BASELINE CONDITIONS

The baseline conditions consisted of one condition
where the targets were presented without fringe, i.e., the con-
dition for which the highest performance was expected, and
a condition with fringe which had no audible cue that could
lead to the segregation of target and fringe, i.e., the condition
for which the lowest performance was expected. The two
baseline conditions were tested twice, once at the beginning
of the experiments and once at the end of all discrimination
experiments, which provided information on whether the
subjects were influenced by a training effect. In the remain-
der of this study, the individual baseline conditions of the
first session were used to normalize the data of each subject
�see Sec. III� which enabled the comparison of data across
subjects. The properties of the targets and fringes were as
specified in Sec. III.

A. Results

Figure 2 shows the results for the baseline conditions. In
the conditions labeled NF �no fringe�, only the target was
presented. In the conditions labeled F �fringe�, a fringe was
added, which had the same bandwidth as the target �no fringe
alteration�. The conditions with a subscript b were obtained
before all other conditions, and those with a subscript e were
obtained after all other conditions. The mean sensitivity in-
dex d� across the different retests of each condition is shown
on the ordinate. The error bars indicate the standard error of
the mean across the different retests.

Table I shows the results of pairwise t-tests with Bon-
ferroni correction with a significance level of �=0.05. This
test showed no significant difference between the conditions
at the start and at the end of the experiment for either the
baseline condition without a fringe �NF� or the baseline con-
dition with a fringe �F�. This shows that we do not need to
take a learning effect into account. Additional comparisons
showed that there was a highly significant difference be-
tween the conditions without a fringe and the condition with
a fringe at the beginning of the experiments �dNFb

� −dFb
�

=2.0� as well as at the end of the experiments �dNFe
� −dFe

�
=1.7� �see Table I�.

A C B C

IOI
��

time →
FIG. 1. A schematic representation of a discrimination trial. A trial con-
tained two stimulus intervals, each containing a 50-ms target �A and B�
followed by a 200-ms fringe �c�. The targets could be identical �same� or
independent �different� across the two trials. The fringes were always iden-
tical. The IOI was 800 ms �unless stated otherwise�.
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B. Discussion

The results showed that performance for the condition
where a fringe was appended to the target without fringe
alteration �F� was significantly lower than that for the condi-
tion where no fringe was present �NF�. One explanation for
the poor performance in the fringed condition compared to
the target-only condition is that the memory for the target
suffers from interference by the succeeding fringe because of
the new stimulus information that enters the periphery. In the
absence of a fringe, the target is not degraded by memory
interference, and performance is higher. A second explana-
tion is that the target and fringe are combined into a single
auditory object, and the discrimination is influenced by in-
terference within this auditory object.

These two alternative explanations cannot be distin-
guished based on the data shown in Fig. 2. However, they
make different predictions for conditions in which the fringe
presented after the target is perceived as a separate object.
According to the latter explanation, the ability of listeners to
discriminate the targets should increase in a condition where
the listener is able to perceptually segregate target and fringe
into two distinct objects. For the former explanation, the
mere presence of the fringe should be sufficient to lead to a
poor performance. To evaluate these two alternatives, in the
following experiment temporal gaps of varying duration
were introduced between target and fringe in order to in-
crease the likelihood that they would be perceived as two
separate objects.

V. GAP DURATION

A. Stimuli

The properties of the targets and fringes were as speci-
fied in Sec. III, with the exception that a temporal gap was

inserted between target and fringe with a duration of 0, 20,
40, 80, 160, or 320 ms. This gap duration was defined as the
temporal distance between the middle of the offset ramp of
the target and the middle of the onset ramp of the fringe. The
IOI was always 800 ms, except for the 320-ms gap, where it
was 960 ms.

These experiments resemble one of the experiments of
Hanna �1984� �Exp. 2a�, which was basically the same, ex-
cept that he added a fringe with a temporal gap of 100 ms to
only one of the targets in each trial, whereas in the current
experiment a fringe was added to both targets. As an addi-
tional condition, we replicated his condition where a fringe
was added to the end of the first target only, but with a
temporal gap of 160 ms instead of 100 ms, to enable com-
parison with the two-fringe/160-ms condition.

B. Results

The normalized results for two fringes are shown by
circular symbols in Fig. 3. The triangle symbols indicate the
additional condition with only one fringe added to the end of
the first target with a 160-ms temporal gap. The abscissa
shows the gap duration in milliseconds, and the ordinate
shows the effect. The label F on the abscissa indicates per-
formance for the condition with a temporal gap of 0 ms,
which was the baseline condition with a fringe from the ex-
periment described in Sec. IV. An effect of 1 indicates that
performance was the same as in the baseline condition con-
taining only the targets. An effect of zero indicates that per-
formance was the same as in the baseline condition contain-
ing a fringe without fringe alteration �see Sec. II�. The error
bars indicate the standard error of the mean across the dif-
ferent retests.

Both the individual results and the across-subject means
show an increased effect with increasing gap duration. Pair-
wise t-tests on the across-subject data of the 0-ms gap con-
dition �baseline condition F� with each of the other condi-
tions showed that the conditions with a gap duration of 80
ms or longer were significantly different from the 0-ms con-
dition at a 5% significance level with Bonferroni correction.
The size of the effect ranged from 0.27 at a gap duration of
80 ms to 0.68 at a gap duration of 320 ms. Listeners per-
formed significantly worse for the extra condition where
only one fringe was added with a temporal gap of 160 ms
�160one fringe in Table II or triangles in Fig. 3� compared to
the original 160-ms gap condition �160�. The difference in

TABLE I. Pairwise t-tests with Bonferroni correction with a significance
level of �=0.05 for the baseline conditions. The table also denotes the value
of the test statistic �t�, the degrees of freedom of the test �df�, and the p
value.

Condition 1 Condition 2 t df p
Significantly

different

NFb NFe 1.36 33 0.183 No
Fb Fe �0.12 33 0.906 No
NFb Fb 12.51 33 �0.001 Yes
NFe Fe 11.03 33 �0.001 Yes
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FIG. 2. Results for the baseline conditions. Mean d� values of individual subjects are shown. In condition NF �no fringe�, only the target was presented. In
condition F, both a target and fringe, without fringe alteration, were presented. The conditions with subscript b were obtained at the beginning of the
experiment, and those with a subscript e were obtained at the end. The error bars indicate the standard error of the mean across the different retests.
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effect was 0.24 �see triangle symbols in Fig. 3�. It must be
noted though that there were large across-subject differences;
e.g., subject S3 performed the same for the two conditions,
while subject S2 performed lower than his individual base-
line condition �hence the negative effect�. This is comparable
to the findings of Hanna �1984�. Although he did not report
dNF� , he stated in footnote 1 that it was very difficult to per-
form discrimination without a gap. Therefore the size of the
effect in his study must have been smaller than or equal to
0.24. Also Hanna �1984� reported large across-subject differ-
ences. Condition 160one fringe did not differ significantly from
baseline condition F in our experiments. The results of this
pairwise t-test are shown in Table II.

C. Discussion

The increased performance for target discrimination
when a gap of 80 ms or more was introduced between target
and fringe is not in line with the explanation of interference
due to the mere presence of new stimulus information be-
cause the amount of interference would be expected to be
considerable for all temporal gap conditions. The increased
performance is, however, in line with an object-based expla-
nation in which the temporal separation enables the listener
to segregate the target and fringe into separate auditory ob-
jects.

In broadband noise, a gap is detectable for gap durations
as short as approximately 3 ms �Penner, 1977�. For 600-Hz
wide noise bands, thresholds are about 10 ms �Eddins et al.,
1992�. Thus, the mere presence of a perceivable temporal
gap was not sufficient for the segregation of target and
fringe. In the case of a 20-ms gap, i.e., well above this
threshold, the presence of the gap did not lead to an improve-

ment of discrimination ability, maybe because the gap was
perceived as a feature of the auditory object containing the
target and fringe rather than as a cue for segregation.

VI. SPECTRAL SEPARATION

In the previous experiment, the temporal separation be-
tween target and fringe was shown to have a large effect on
the ability to discriminate the targets. Another dimension in
which the target and fringe can be separated is the spectral
dimension. In the next experiment a spectral separation be-
tween target and fringe was introduced to determine its in-
fluence on the ability to discriminate the target.

A. Stimuli

The properties of the targets and fringes were as speci-
fied in Sec. III, except that the spectral bandpass range of the
fringes was varied. In each condition the bandwidth of the
fringes was constant on the ERB-rate scale �Glasberg and
Moore, 1990� and the Equivalent Rectangular Bandwidth
was 5.8, but the center frequencies were distributed such that
there were five adjacent bandpass ranges. The bandpass
ranges were 81–349 Hz �condition 1�, 350–850 Hz �baseline
condition F�, 851–1783 Hz �condition 1�, 1783–3520 �con-
dition 2�, and 3520–6757 �condition 3�. The bandpass range
of the targets was always 350–850 Hz.

B. Results

Figure 4 shows the results. The labels on the abscissa
indicate the separation between the center frequencies of tar-
get and fringe. The label F indicates the baseline condition
with fringe �from the experiment described in Sec. IV�,
which had no spectral separation between target and fringe.
The ordinate shows the effect of the fringe manipulation with
respect to the baseline conditions. Panels show the individual
and mean results. The error bars indicate the standard error
of the mean across the different retests.

Pairwise t-tests on the across-subject data for the base-
line condition F with each of the other conditions showed
that all conditions were significantly different from condition
F at a 5% significance level with Bonferroni correction. The
results of these pairwise t-tests are shown in Table III. On
average, as the spectral separation between target and fringe
increased, the ability to discriminate increased. For the larg-
est spectral separation �labeled 3�, three out of four listeners
showed an effect of more than 0.8, which is close to perfor-

TABLE II. Effect of gap duration: pairwise t-tests with Bonferroni correc-
tion with a significance level of �=0.05. The table also denotes the value of
the test statistic �t�, the degrees of freedom of the test �df�, and the p value.

Condition 1 Condition 2 t df p
Significantly

different

20 F �0.05 66 0.962 No
40 F 1.21 66 0.232 No
80 F 3.24 66 0.002 Yes
160 F 4.38 66 �0.001 Yes
320 F 8.06 66 �0.001 Yes

160one fringe F 1.58 66 0.120 No
160 160one fringe 2.81 66 0.007 Yes
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FIG. 3. Effect of gap duration. Mean effects of individual subjects are shown in the left four panels, and panel 5 shows the mean effect. Label F on the
abscissa indicates the baseline condition, i.e., without temporal gap. The other labels on the abscissa give the gap duration in milliseconds. The circles indicate
the conditions with a fringe added to both targets; the triangles indicate the conditions where only one fringe was added to the end of the first target token.
The error bars indicate the standard error of the mean across the different retests.
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mance for the baseline condition without a fringe. The size
of the effect for a spectral separation of 1 �labeled �1 and 1�
was 0.40.

C. Discussion

This experiment showed that spectral separation also
had a large effect on the ability to discriminate the target
noises. The ability to discriminate the targets increased with
spectral distance. For three out of four subjects, an effect of
more than 0.8 was observed, which was almost the same as
performance for the baseline condition where the targets
were presented without fringe. Spectral separation seems to
be a salient cue for enabling the listener to access informa-
tion from the target.

This section addressed situations where the target and
the fringe had discontinuous spectral ranges. From a Gestalt
theory point of view, it is likely that the targets and fringes
originated from separate physical events since their spectra
did not adhere to the rule of good continuity. More specifi-
cally, the end of the target within one spectral range and the
start of the fringe in a completely disjoint region are difficult
to reconcile with good continuity. Section VII addresses the
situation where the spectral ranges of target and fringe over-
lap, and thus part of the stimulus adheres to the rule of good
continuity.

VII. BANDWIDTH

In this experiment the center frequencies of the target
and fringe spectra were identical. However, the bandwidth of
the fringes was either double or half the bandwidth of the
targets. Hence, the spectral ranges of the targets and the
fringes were not discontinuous but overlapping, allowing for
the interpretation that the stimulus part with the narrower
bandwidth continues in the part with the wider bandwidth.

A. Stimuli

The properties of the targets and fringes were as speci-
fied in Sec. III, with the exception that the bandpass range of
the fringes was either doubled to a bandpass range of 100–
1100 Hz or halved to a bandpass range of 475–725 Hz. The
spectral level of the stimuli was left unaltered, and thus the
overall sound pressure level varied with different band-
widths. The center frequency was 600 Hz, which was the
same as the center frequency of the targets. In addition, these
conditions were presented with and without a temporal gap
of 40 ms.

B. Results

Figure 5 shows individual and mean results. The ordi-
nate shows the effect of the fringe manipulations with re-
spect to the baseline conditions. The error bars indicate the
standard error of the mean across the different retests.

In the conditions labeled 2, the fringe bandwidth was
doubled compared to the target bandwidth, and in the condi-
tions labeled 1/2 it was halved. The conditions labeled with
subscript 40 had a temporal gap between target and fringe
with a duration of 40 ms in addition to the bandwidth
change. For comparison, the data for the 40-ms gap condi-
tion without bandwidth changes from the experiment de-
scribed in Sec. V were included in the figure with the label
140.

Table IV shows the results of pairwise t-tests with Bon-
ferroni correction with a significance level of �=0.05 for
several pairs of the bandwidth data. Comparing baseline con-
dition F �including a fringe without fringe alteration� with
each of the other conditions showed that the conditions
where the fringe bandwidth was half the target bandwidth
�1 /2 and 1 /240� were significantly different from condition F
�sizes of effects were 0.21 and 0.40, respectively�. Other sig-
nificantly different pairs were condition 1/2 compared to
1 /240 �difference of effect size was 0.19� and condition 1 /240

compared to 140 �difference of effect size was 0.30�. The
conditions where the fringe bandwidth was double the target
bandwidth �2 and 240� were not significantly different from
condition F nor from one another. Condition 240 was also not
significantly different from condition 140.

C. Discussion

This experiment showed that doubling the bandwidth of
the fringe with respect to the target bandwidth did not result

TABLE III. Effect of spectral gap: pairwise t-tests with Bonferroni correc-
tion with a significance level of �=0.05. The table also denotes the value of
the test statistic �t�, the degrees of freedom of the test �df�, and the p value.

Condition 1 Condition 2 t df p
Significantly

different

�1 F 5.38 44 �0.001 Yes
1 F 5.25 44 �0.001 Yes
2 F 9.08 44 �0.001 Yes
3 F 9.63 44 �0.001 Yes
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FIG. 4. Effect of spectral separation. Mean effects of individual subjects and the across-subject mean effect are shown. Label F on the abscissa indicates the
baseline condition, i.e., without spectral gap. The other labels on the abscissa indicate the spectral separation between the center frequencies of target and
fringe in number of bandwidths �5.8ERBN�. The error bars indicate the standard error of the mean across the different retests.
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in an improvement in discrimination of the target token, even
when combining this cue with a 40-ms temporal gap. Halv-
ing the bandwidth, however, resulted in a modest but signifi-
cant effect of approximately 0.2. Combined with a 40-ms
temporal gap, this effect was 0.4. Thus, the combination of a
temporal gap with half bandwidth caused an extra improve-
ment in effect of 0.2. This improvement was more than the
effect of the temporal gap in isolation, which was a non-
significant effect of 0.1.

VIII. LEVEL AND ILD

The next experiment investigated if changing the level
or the interaural level difference �ILD� of the fringes leads to
better discrimination of the targets.

A. Stimuli

The properties of the targets and fringes were as speci-
fied in Sec. III, except that the spectrum level of the fringes
was varied. In one condition, the spectrum level of the fringe
was 55 dB SPL, i.e., 5 dB higher than that for the target. In
another condition, the spectrum level of the fringe was 45 dB
SPL, i.e., 5 dB lower than that for the target. In the third
condition, the spectrum level of the fringe was 45 dB SPL in
the left ear and 55 dB SPL in the right ear, realizing a 10-dB
ILD. This condition was also presented with a temporal gap
of 40 ms. A final condition had a monaural fringe that was
presented only in the right ear with a spectrum level of 50 dB
SPL.

B. Results

The results of the level conditions are shown in Fig. 6.
The ordinate shows the effect of the fringe manipulations
with respect to the baseline conditions. The error bars indi-
cate the standard error of the mean across the different re-
tests.

The conditions where the fringe level was 5 dB higher
than the target level are labeled +5, and the conditions where
it was 5 dB lower are labeled �5. The condition with a
10-dB ILD is labeled �5, and when this condition included a
40-ms gap it is labeled �540. The condition with the mon-
aural fringe is labeled M. For comparison, the 40-ms gap
condition from the experiment described in Sec. V is in-
cluded in the figure with the label 040.

Table V shows the results of pairwise t-tests with Bon-
ferroni correction with a significance level of �=0.05 for
several pairs of the level and ILD data. Comparing baseline
condition F with each of the other conditions showed that
only the monaural fringe condition �M� was significantly dif-
ferent from condition F �size of the effect was 0.35�. Perfor-
mance for the condition where the fringe had a combination
of a 10-dB ILD with a 40-ms temporal gap ��540� was not
significantly different from performance for the condition
where the fringe had only a 40-ms temporal gap �040�.

C. Discussion

The level and ILD conditions only showed a significant
effect for the condition with a monaural fringe. Apparently
the influence of level cues and ILD cues in the fringe on the
ability to discriminate the targets was very small or non-
existent, except for the extreme ILD case where the fringe
was presented to only one ear.

In the individual data, it is striking that subject S1 per-
formed more poorly for the �540 condition containing the
combination of a 40-ms temporal gap and a 10-dB ILD than
for the 40-ms temporal gap condition and the 10-dB ILD
condition in isolation. On the other hand, these combined
cues seemed to have an additive effect on the performance of
subject S3. For the other two subjects, there was little differ-
ence between these three conditions. This may hint at indi-
vidual differences in listeners’ ability to use the cues in the
discrimination task.

Overall, presenting the fringe monaurally led to the best
performance in this experiment, possibly because it consti-

TABLE IV. Effect of bandwidth: pairwise t-tests with Bonferroni correction
with a significance level of �=0.05. The table also denotes the value of the
test statistic �t�, the degrees of freedom of the test �df�, and the p value.

Condition 1 Condition 2 t df p
Significantly

different

2 F �1.66 55 0.102 No
240 F �0.69 55 0.494 No
1/2 F 3.64 55 0.001 Yes

1 /240 F 6.86 55 �0.001 Yes
240 2 0.98 55 0.333 No

1 /240 1/2 3.23 55 0.002 Yes
240 140 �2.42 55 0.019 No

1 /240 140 5.14 55 �0.001 Yes
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FIG. 5. Effect of bandwidth. Mean effects of individual subjects and the across-subject mean effect are shown. Label 2 on the abscissa indicates the conditions
where the fringe bandwidth was doubled to 1000 Hz. Label 1/2 on the abscissa indicates the conditions where the fringe bandwidth was halved to 250 Hz. The
conditions with subscript 40 had an additional temporal gap between target and fringe. For comparison, the temporal gap condition with a duration of 40 ms
and the same bandwidth as the target was included �140�. The error bars indicate the standard error of the mean across the different retests.
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tutes the largest ILD. An alternative explanation is that lis-
teners may have focused on the ear without the fringe in the
monaural condition.

IX. INTERAURAL TIME DELAY

The previous experiment showed that only for the mon-
aural condition could we find a statistically significant im-
provement for discrimination of the targets. In the next ex-
periment, the fringes were lateralized using an interaural
time delay �ITD�.

A. Stimuli

The properties of the targets and fringes were as speci-
fied in Sec. III, with the exception that a fine structure ITD of
0.5 ms was applied to the fringes before the 10-ms onset and
offset ramps were applied, causing a lateralization to the
right. Therefore, the temporal envelopes of the fringes were
not delayed �only ongoing ITDs�. In additional conditions,
this ITD was combined with a 5-dB increase in spectrum
level, a 5-dB decrease in spectrum level, or a temporal gap of
40 ms.

B. Results

The results are shown in Fig. 7. The ordinate shows the
effect of the fringe manipulations with respect to the baseline
conditions. The conditions with an ITD of 0.5 ms are labeled
0.5. The condition with a 5-dB spectrum level increase is
labeled .5+5, and the condition with a 5-dB spectrum level
decrease is labeled .5−5. The condition with a temporal gap
of 40 ms is labeled .540. For comparison the 40-ms gap, the

5-dB increase, and the 5-dB decrease conditions from the
experiments described in Secs. V and VIII are included in
the figure using triangle symbols.

Table VI shows the results of pairwise t-tests with Bon-
ferroni correction with a significance level of �=0.05 on
several pairs of the ITD data. Baseline condition F was sig-
nificantly different from the ITD-only condition 0.5 �size of
effect was 0.17�. Comparison of the three ITD conditions
which were combined with level cues or a temporal gap of
40 ms �.5+5, .5−5, and .540� to the ITD-only condition �0.5�
showed that only the condition where the fringe had an ITD
plus a 5-dB level decrease �.5−5� was significantly different
from the ITD-only condition �0.5� �difference in effect size
was 0.19�. In addition, performance for these three combined
conditions was significantly higher than when they were pre-
sented without an ITD �effect.5+5

−effect+5=0.25, effect.5−5
−effect−5=0.25, effect.540

−effect40=0.18�.

C. Discussion

This experiment showed that discrimination of the target
could be significantly improved by giving the fringe an ITD
of 0.5 ms, although the size of the effect was modest �0.17�.
Listeners’ ability to discriminate the target improved further,
with an added effect of 0.19, by combining the ITD with a
level decrease of 5 dB. Combining the ITD with a level
increase of 5 dB or a temporal gap of 40 ms did not further
improve the ability to discriminate the targets. Discrimina-
tion ability in these combined conditions, however, was sig-
nificantly higher than that in the corresponding conditions
without an ITD.

TABLE V. Effect of level and ILD: pairwise t-tests with Bonferroni correc-
tion with a significance level of �=0.05. The table also denotes the value of
the test statistic �t�, the degrees of freedom of the test �df�, and the p value.

Condition 1 Condition 2 t df p
Significantly

different

+5 F �1.00 66 0.319 No
�5 F 1.60 66 0.115 No
�5 F 2.10 66 0.039 No
�540 040 �0.01 66 0.992 No
040 F 1.46 66 0.148 No
M F 5.01 66 �0.001 Yes

TABLE VI. Effect of ITD: pairwise t-tests with Bonferroni correction with
a significance level of �=0.05. The table also denotes the value of the test
statistic �t�, the degrees of freedom of the test �df�, and the p value.

Condition 1 Condition 2 t df p
Significantly

different

.5 F 2.83 77 0.006 Yes
.5+5 5 0.12 77 0.909 No
.5−5 5 3.09 77 0.003 Yes
.540 5 1.72 77 0.090 No
.5+5 +5 4.07 77 �0.001 Yes
.5−5 �5 4.11 77 0.001 Yes
.540 40 2.89 77 0.005 Yes
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FIG. 6. Effect of level and ILD. Mean effects of individual subjects and the across-subject mean effect are shown. Label +5 on the abscissa indicates the
condition where the spectrum level of the fringe increased by 5 dB. Label �5 indicates the condition where the spectrum level of the fringe decreased by 5
dB. Label �5 indicates the conditions where the fringe was lateralized to the right with an ILD of 10 dB. The conditions with subscript 40 had an additional
temporal gap between target and fringe. For comparison, the temporal gap condition with a duration of 40 ms and same level as the target was included with
label 040. Label M indicates the monaural condition where the fringe was presented only to the right ear. The error bars indicate the standard error of the mean
across the different retests.
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X. NUMBER OF PERCEIVED OBJECTS

In the previous experiments, it was shown that target
discrimination can improve when a fringe alteration is intro-
duced. The size of the effect depended on the type of fringe
alteration. The working hypothesis at the end of Sec. I stated
that discrimination would be low when the fringe was per-
ceptually fused with the target and high when the fringe and
target were segregated into separate auditory objects.

To further explore this hypothesis, the next experiment
investigated if there is a direct relation between target dis-
crimination and the number of perceived auditory objects.
Listeners were asked directly how many auditory objects
they perceived when listening to the stimuli used in the pre-
vious experiments.

A. Method and stimuli

In this experiment listeners were presented in each trial
with only one stimulus interval containing a target and a
fringe token. They were asked to respond how many auditory
objects they perceived. The conditions were the same as in
the experiments described above; the stimuli were generated
identically. There were 20 trials for each condition. The trials
were presented in random order. The same four subjects par-
ticipated.

B. Results

The second column of Table VII shows the mean num-
ber of perceived objects across subjects for each of the con-
ditions. The last column shows the effect of the fringe alter-
ations from the previous experiments for comparison. These
results are shown in Fig. 8 as a scatter plot. The conditions
that are either spectrally or temporally discontinuous
�marked with an � in Table VII� are plotted with a plus
symbol; the other conditions are plotted with a circle.

The correlation coefficient R for the number of per-
ceived objects and the effect for all the conditions is 0.55.
For the spectrally or temporally discontinuous conditions R
equals 0.53, and for the other conditions R equals 0.74.

C. Discussion

The results of this experiment show that there is a mod-
erate positive correlation between the effect for fringe alter-

ations and the number of perceived objects. The number of
perceived objects is however not a very close predictor of the
change in discrimination performance.

It appears that all conditions lie approximately on or
below the line connecting the lower left corner �no effect,
one object� and the upper right corner �maximum effect, two
objects�. For our conditions this indicates that perceiving
more than one object, i.e., object segregation, is a necessary
but not a sufficient condition for high target discrimination
performance.

XI. GENERAL DISCUSSION

Hanna �1984� and Goossens �2008� showed that dis-
crimination performance for noise tokens is substantially im-
paired when a noise fringe �a piece of uninformative noise� is
placed either before or after one of the target tokens, while
the same amount of useful information was present. The cur-
rent study showed that this impairment can be strongly re-
duced by introducing cues into the fringe that may help to
segregate the fringe and the target.

The ability to discriminate Gaussian-noise target tokens
in a same/different discrimination paradigm was further ex-
plored. Of particular interest was the effect of adding an
uninformative backward-fringe to both 50-ms target tokens.
This fringe had the same statistical properties as the target,
and its duration was 200 ms. Again, while the same amount
of useful information was present, the ability to discriminate
the targets decreased substantially when a fringe was added
to the targets without fringe alteration. If, however, the prop-
erties of the fringes were altered, the influence of the fringes
on the ability to discriminate the targets could be reduced,
and, hence, discrimination performance for the targets could
improve. The type of fringe alteration determined whether
discrimination performance improved and determined the
size of the effect.

The largest effects were found when a spectral or tem-
poral separation was introduced between target and fringe. In
some of these conditions, some listeners improved their per-
formance to nearly the discrimination performance that was
achieved in absence of a fringe. Modest effects were found
for halving the bandwidth of the fringe, introducing a 0.5-ms
ITD, or presenting the fringe to only one ear. No effect was
found for doubling the fringe bandwidth, 5-dB level in-
creases or decreases, or 10-dB ILDs. However, combining a
5-dB level decrease with a 0.5-ms ITD resulted in an addi-
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FIG. 7. Effect of ITD. Mean effects of individual subjects and the across-subject mean effect are shown. The circles indicate the conditions with an ITD of
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tional modest improvement of discrimination ability. Simi-
larly, combining a 40-ms temporal gap with halving the
fringe bandwidth also resulted in an additional modest im-
provement of discrimination ability.

Apparently listeners were able to ignore the uninforma-
tive stimulus details in the fringe when it was sufficiently
distinguishable from the target. The parameters chosen to
make the fringes distinguishable from the targets were
known from the literature to contribute to the formation of

auditory objects �Yost, 1991�. In the last experiment, we
have explicitly tested the influence of segregation cues on the
number of perceived objects. It appears that the cues indeed
influenced the number of perceived objects. It was shown
that there was a moderate correlation �R=0.55� between
these two measures, but the number of perceived objects was
not a close predictor of target discrimination. This is clear, in
particular, for the conditions for which the number of per-
ceived objects was approximately 2.

Some fringe alterations �level increase of 5 dB, level
decrease of 5 dB, 10-dB ILD, and doubling of the fringe
bandwidth� did not lead to improved discrimination of the
target tokens. This does not necessarily imply that these cues
cannot lead to object formation; however, their effectiveness
in creating separate auditory objects may be less than for
cues that did lead to improved target discrimination in these
experiments.

In this light, the decreased discrimination performance
of target tokens with an added fringe without fringe alter-
ation can be explained by assuming that listeners perceived
the target plus fringe as a single auditory object and that
listeners had a fixed or limited capacity to process or retain
an auditory object �Cowan, 2005; Goossens, 2008�. In addi-
tion, it is assumed that listeners are not able to selectively
attend to a subsection of such an auditory object �Goossens,
2008�. In the case of a fringed target, the limited resources
for retaining or processing the auditory objects need to be
distributed over more peripheral information than in the case
of a target in isolation. Therefore, the memory or processing
for the fringed target is degraded, and discrimination perfor-
mance is lower.

It has been argued that sensory memory is rich and, in
contrast to working memory, perhaps of unlimited capacity
�Cowan, 1988, 2005�. Therefore, in the case of a discrimina-
tion trial where a fringe is appended to the target tokens, the
information useful for the discrimination task should be
available in sensory memory. In the framework of Cowan
�2005�, the inability to perform the discrimination when a
fringe is appended without a differentiating cue indicates that
the access to this information is limited. According to Cowan
�2005�, it is the focus of attention, enabling the listener to
draw information from sensory memory into working
memory, that is limited. When the fringe is differentiated
from the target by introducing a cue, access to the target
information can be improved. Arguably, the fringe alteration
can enable the listener to direct the focus of attention to the
target information within the auditory stimulus containing
both target and fringe. It is plausible that the segregation of
target and fringe into two separate objects is a necessary but
not sufficient condition for the listener to direct the focus of
attention to the target object.

This auditory object view therefore provides a partial
explanation for the effect of introducing fringe alterations on
discrimination. When a fringe alteration is introduced that
helps to segregate target and fringe into two separate audi-
tory objects, the information in the fringe can be better ig-
nored, and hence, discrimination performance is affected less
by the presence of the fringe. According to this view, de-
pending on how well listeners are able to segregate the target

TABLE VII. The mean number of perceived objects per condition across
subjects. For comparison, also the effect sizes of the corresponding condi-
tions from the previous experiments are shown.

Experiment Label Nobjects perceived Effect

Baseline F 1.0 0.00
Gap duration 20* 1.5 0.00

40* 1.8 0.10
80* 2.0 0.27

160* 2.0 0.37
320* 2.0 0.68

Spectral separation �1* 2.0 0.41
1* 1.9 0.40
2* 2.0 0.69
3* 2.0 0.73

Bandwidth 1
2

* 1.5 �0.10
1
2 40

* 2.0 �0.04
2* 1.3 0.21

240
* 2.0 0.41

Level and ILD +5 1.1 �0.07
�5 1.0 0.11
�5 1.1 0.15

�540
* 1.9 0.10

M 1.8 0.35

ITD 0.5 1.2 0.17
.5+5 1.2 0.18
.5−5 1.3 0.37
.540

* 2.0 0.28

*Conditions that are either spectrally or temporally discontinuous.
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FIG. 8. Scatter plot of the number of perceived objects vs the effect size for
all conditions across subjects. Pluses indicate conditions that are either spec-
trally or temporally discontinuous; circles indicate other conditions.
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and fringe, the ability to �partly� ignore the fringe increases,
and hence, the ability to discriminate the target tokens also
increases.

When the results of the experiments are interpreted
within this framework, it can be concluded that both spectral
and temporal gaps are strong cues for formation of auditory
objects. For temporal gaps a similar observation was made
by Bregman �1990�, �p. 71�. In a paragraph describing some
of the experiments by van Noorden �1975�, he stated that
“Apparently, abrupt rises in intensity tell the auditory system
that a new sound has joined the mixture and that it should
begin the analysis of a new unit.”

The experiments on auditory streaming by van Noorden
�1975� showed that spectral separation was an important fac-
tor in creating segregation in repeated alternating tone-
patterns.

In Sec. VII, the bandwidth of the fringes was either
double or half the bandwidth of the targets. Thus, their spec-
tra overlapped. The interpretation of these overlapping spec-
tra is ambiguous. For instance, in the condition where the
fringe bandwidth doubled, an interpretation of the stimuli is
that a new auditory event, the fringe, was presented exactly
at the offset of the target. Another interpretation is that the
target continues and two flanking noise bands are presented
50 ms after the onset of the target. When the bandwidth of
the fringe is halved, a similar line of reasoning could be
followed. This ambiguity is a possible explanation why there
was no advantage for the bandwidth conditions like there
was for the spectral separation conditions. The ambiguous
interpretation is not possible for the conditions with discon-
tinuous spectra. For these latter conditions we observe both a
higher effect size and a higher number of perceived objects

Throughout the experiments in this study, fringes were
added to both targets, except in one of the two baseline con-
ditions where there were no fringes. Another exception was
the extra condition in the gap-duration experiments �Sec. V�,
which replicated a condition of the experiments of Hanna
�1984�. Here, a fringe was added only to the first target with
a temporal gap of 160 ms. On average, performance was
worse in the situation with only one fringe compared to the
situation with two fringes, although the amount of uninfor-
mative stimulus detail was less. Discrimination performance
in the two-fringe condition was improved by enlarging the
gap from 160 to 320 ms. Apparently the fringes were still
influencing discrimination performance for the targets in the
condition with a temporal gap of 160 ms. When a fringe was
appended to only the first target, the perception of the target
was influenced by the presence of the fringe. However, no
fringe was added to the second target, and therefore, the
perception of the second target was not influenced by a
fringe. One interpretation is that adding a fringe to only one
target may introduce an asymmetry in the perception of the
target tokens, causing performance to be worse than in the
two-fringe situation. Possibly, when not sufficiently segre-
gated, the target and fringe are grouped into a larger object
�Bregman, 1990, p. 644�.

In general, the results from this study suggest that seg-
regation of auditory objects depends strongly on the presence
of spectral and temporal separation between stimuli. This has

been suggested many times, most notably by van Noorden
�1975� and Bregman �1990�. Binaural cues can also lead to
the segregation of auditory objects, but their importance as
segregation cues seems lower than the aforementioned spec-
tral and temporal separation. This is in line with the obser-
vation of Bregman �1990�, �p. 644� that for the grouping of
tones “Humans use spatial origin too, but do not assign such
an overwhelming role to it.”

In a vowel identification experiment, Drennan et al.
�2003� found that both ITDs and ILDs can play a role in
segregation, but ILDs have a larger impact on segregation �of
vowels� than ITDs. This order of impact found for ITDs and
ILDs is opposite our findings. A possible explanation for this
difference is that their stimuli extended up to 2 kHz, whereas
our stimuli for the binaural conditions extended only up to
1.1 kHz. For natural stimuli it is known that ITDs mainly
contribute to localization in the low frequency region �below
approximately 1500 Hz�, and in the high frequency region
lateralization is mainly realized through ILDs, although at
low frequencies ILDs can be used when present �e.g.,
Grantham, 1995; Moore, 2003�. The different frequency con-
tents in both experiments may have tipped the balance in
favor of the ITDs in the current study.

In conclusion, the paradigms used in this paper have
indicated a new approach to investigate how auditory object
formation is related to the ability to make these objects ac-
cessible for cognitive processing. While our data clearly in-
dicate that segregation is required for access, segregation
into separate objects does not necessarily imply that relevant
information can be drawn into working memory and used for
cognitive tasks.
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This study investigates the use of reduced-order state-space models of collections of head-related
transfer functions �HRTFs�. Recent head-phone applications have motivated interest in binaural
displays that can render multiple simultaneous virtual sound sources, acoustic reflections, and
source and listener motion. In the present study, a multi-direction framework is considered that can
render such phenomena by filtering source signals with a collection of HRTFs rather than individual
HRTFs. The collection of HRTFs is implemented in the state-space, and approximation techniques
are applied to construct low-order approximants that are indiscriminable from full-order HRTFs.
Two experiments are described in which five observers are asked to discriminate between
state-space and full-order renderings. Depending on the stimulus conditions and discrimination task,
order thresholds of 7�N�24 are sufficient for an array of 50 HRTFs surrounding the listener. For
comparison, a reference system of truncated minimum-phase impulse responses is also
considered. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3124778�

PACS number�s�: 43.66.Pn, 43.60.Qv, 43.66.Yw �JCM� Pages: 3894–3902

I. INTRODUCTION

There is considerable interest in rendering multiple-
source, reverberant, time-varying virtual auditory scenes
�Shinn-Cunningham and Kulkarni, 1996�. Binaural displays
have been proposed for reflective environments �for ex-
ample, Zotkin et al., 2004�, source and listener motion �Al-
gazi et al., 2004�, and spatially-extended sources �Adams
and Wakefield, 2005�. In each case, source signals are fil-
tered by multiple pairs of head-related transfer functions
�HRTFs�, thereby compounding the already steep computa-
tional costs associated with direct realization of HRTF-based
binaural displays �Blauert, 1997�.

Recent studies have introduced state-space techniques
for modeling HRTFs �Georgiou and Kyriakakis, 1999;
Grantham et al., 2005; Chanda et al., 2006�. Adams and
Wakefield �2008� describe a low-cost, low-latency state-
space system that implements a collection of HRTFs with
lower approximation error than direct implementations.
However, it is unclear from this research how such a
mathematically-defined approximation error translates into a
minimum computational cost; the present work estimates this
minimum computation cost through a series of listening ex-
periments.

The rest of this paper is organized as follows. In Sec. II,
the concept of state-space is introduced, as it pertains to
modeling a set of HRTFs, along with methods for reducing
the order of the state-space model, and, thereby, the compu-
tational cost of the rendering system. Results from two psy-

chophysical experiments are reported in Secs. III and IV. The
first experiment reports discrimination thresholds as a func-
tion of the order of the state-space approximation for single
noise sources. The second experiment reports approximation
orders at which listeners report multiple-source virtual audi-
tory scenes to be subjectively equivalent to fully-rendered
versions. A preliminary experiment that estimates complete
psychometric function for one listener is reported in the Ap-
pendix.

II. MODELING COLLECTIONS OF HRTFS

Implementing a collection of HRTFs simultaneously
with a separate filter for each transfer function is computa-
tionally expensive. For example, suppose each HRTF pair is
represented by two 200-tap finite-impulse response �FIR� fil-
ters with a sampling rate of 44.1 kHz. Convolving a source
with a single pair of impulse responses in real-time requires
approximately 17.6�106 multiplies per second. This cost
scales linearly with the number of directions in the collection
and quickly becomes problematic if the number of directions
is large. In contrast, the present work considers a system in
which each HRTF is modeled by a small set of common
states, thus reducing the implementation cost of the collec-
tion.

A. State-space models of HRTFs

Kistler and Wightman �1992� showed that methods
drawn from statistics can be used to model a collection of
HRTFs. Principal components analysis �PCA� was employed
to model each HRTF as the sum of a collection of principal
components. If all of the principal components were re-

a�Author to whom correspondence should be addressed. Electronic mail:
norman.adams@jhuapl.edu
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tained, then the HRTF was modeled exactly. However, most
of the variance in the collection could be retained with only
the first five principal components. From this they concluded
that HRTFs could be approximated reasonably well with
only five components, although this did not necessarily yield
a low-cost filter implementation as each component may re-
quire a high-order filter.

In an analogous fashion, we draw on methods from the
theory of linear, time-invariant systems �Bay, 1999� to model
a collection of HRTFs in the state-space. Like PCA, this
approach not only enables modeling HRTFs in a low-
dimensional space but also provides a convenient method of
implementing the entire collection of HRTFs with a single
low-order, multiple-input multiple-output �MIMO� system. A
state-space system is a type of feedback control system with
the property that the collection of transfer functions imple-
mented by the system share the same resonances �spectral
peaks� but have independent anti-resonances �spectral
notches�. Haneda et al. �1999� showed that collections of
HRTFs also exhibit this property, which suggests that state-
space systems may yield an efficient implementation for col-
lections of HRTFs.

Consider an Nth-order MIMO state-space filter with M
inputs and P outputs. The input to this filter is a vector u�n�
of length M, and the output is a vector y�n� of length P. �For
example, Grantham et al. �2005� considered a state-space
filter that implements 17 HRTF pairs arranged with M =17
inputs, one for each direction, and P=2 outputs, one for each
ear. Other arrangements are possible as well.� The order N is
the number of states, or internal memory addresses, in the
system. The states have no physical acoustic meaning. In
general, the computational complexity of a state-space sys-
tem is O�N2�, hence it desirable that N be small.

In the present work, we consider state-space systems
with the following system equations:

x�n + 1� = Ax�n� + Bu�n� ,

y�n� = Cx�n� , �1�

where x�n� is the state vector of size N, A is N�N, B is N
�M, and C is P�N. The output can be related to the input
by

y�n� = �
k=1

�

H�k�u�n − k� = �
k=1

�

CAk−1Bu�n − k� , �2�

where H�n� is the P�M matrix impulse response of the
system.

Note that the first equality in Eq. �2� can also describe
the input/output relationship of a traditional FIR filterbank,
except that the summation is over the finite interval n
= �0,N�, and the impulse response has length N+1 samples.
In this case, N is the order of each FIR filter.

B. State-space order reduction

It is straightforward to design a state-space system that
models a collection of HRTFs exactly. However, such a sys-
tem would be computationally prohibitive �N�500�. The or-
der of the state-space system needs to be reduced, yielding a

system that approximates the desired HRTFs. Recent studies
that considered state-space models of HRTFs �Georgiou and
Kyriakakis, 1999; Grantham et al., 2005; Chanda et al.,
2006� employed balanced model truncation �BMT� to design
low-order systems �Kung, 1978�. A related order reduction
method is Hankel-norm optimal approximation �HOA�,
which yields low-order systems that minimize the Hankel
error �Glover, 1984�. In practice, the two methods yield simi-
lar performance with HRTFs, although HOA yields a slightly
lower maximum spectral error �Adams, 2007�. HOA is used
throughout the present study. A complete algorithm is de-
scribed in �Glover, 1984�.

In the experiments below, thresholds are reported in
terms of system order N for two different system types: state-
space and FIR filterbank. The relationship between system
order N and computational cost are different for these two
system types. Let the computational cost C be defined as the
total number of multiplies that need to be performed every
sample period. From Eq. �2� it is evident that the cost of an
order NFIR FIR filter bank is CFIR= PM�NFIR+1�. Noting that
without loss of generality the A matrix of a state-space sys-
tem can be triangularized, it is evident from Eq. �1� that the
cost of an order NSS state-space filter is CSS=NSS

2 /2+ �P
+M +1�NSS.

In general, NFIR /NSS�CFIR /CSS. For example, for a
single-input, single-output �SISO� filter P=M =1, and an or-
der NSS=12 state-space filter has the same cost as an order
NFIR=107 FIR filter. However, the experiments below con-
sider systems with a either a single input and many outputs
�SIMO� or many inputs and a single output �MISO�. In this
case systems of the same order N have similar cost C. In
particular, the experiments find state-space order thresholds
NSS that are small compared to max�P ,M�. Therefore C
�max�P ,M�N for both system types, and NFIR /NSS

�CFIR /CSS. As such we report thresholds in terms of system
order N. See Adams and Wakefield, 2008 for additional de-
tails on state-space approximations of HRTFs and implemen-
tation costs.

III. EXPERIMENT I: THRESHOLDS FOR BROADBAND
NOISES

The first experiment used an adaptive procedure to de-
termine the minimum order for which a broadband noise
rendered by a state-space system cannot be discriminated
from a noise rendered by a full-order HRTF. The state-space
system was designed to model 50 directions simultaneously,
and one of the 50 directions was chosen randomly for each
trial. For comparison, an array of truncated minimum-phase
FIR representations of HRTFs, for the same 50 directions,
was used to generate comparison stimuli.

The 50 directions were selected to be approximately uni-
formly distributed with an average angular separation be-
tween neighboring directions of 30° �Adams, 2007�. The azi-
muths ranged over 360° in 10° increments, and the
elevations range from −36° to 90° in 10° increments. The
choice of D=50 directions was based on practical consider-
ations for virtual auditory scene synthesis. In pilot studies,
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we found that this spatial density allowed for smooth inter-
polation throughout the space of allowed angles.

A. Methods

1. Psychophysical procedure

An adaptive two-interval forced-choice task with flank-
ing cues, similar to that used by Kulkarni and Colburn
�2004�, was used to measure discrimination threshold. Each
trial consisted of a visual warning followed by four observa-
tion intervals with an inter-observation interval of 375 ms.
The “standard” stimulus was presented during the first and
fourth “flanking” intervals; for the second or third “test” in-
tervals, the standard was presented randomly with equal
probability and the “comparison” stimulus was presented
during the alternate interval. Following the listener’s re-
sponse, visual feedback indicated the interval during which
the comparison was presented.

The order of the approximation was adjusted adaptively
according to the listener’s responses �Levitt, 1971�. At the
beginning of each block of trials, the system order, N, was
set to a value of 6, which, in all test conditions and listeners,
rendered a comparison stimulus that was correctly discrimi-
nated at least 95% of the time. The system order was adapted
using a “2 down, 1 up” stepping rule with equally propor-
tioned steps. For a “down” step, the order was increased by
factors of 1.19 and 1.16 for the FIR and state-space systems,
respectively, and rounded to the nearest integer. These step
sizes were chosen to include 5–7 steps between 60% correct
and 90% correct of the psychometric function �see Appen-
dix�. The block of trials was terminated after the 12th rever-
sal.

The geometric mean of the last eight reversals of each
block of trials was used to estimate the order necessary to
achieve 70.7% correct discrimination. Blocks in which the
standard deviation of the last eight reversals was larger than
twice the adaptive step-size were discarded. Final threshold
values are based on the geometric mean of five blocks for
each condition.

2. Stimuli

Stimuli were constructed by filtering broadband noise
bursts with either full-order HRTFs �standard� or low-order
approximants �“comparison”�. The noise bursts were 50 ms
samples of pseudorandom white noise, gated using a 5 ms
raised cosine-squared window. The noise bursts were band-
limited from 100 Hz to 16 kHz. The 100 Hz high-pass cut-
off frequency was somewhat lower than other studies �for
example, Kistler and Wightman, 1992; Kulkarni and Col-
burn, 1998�. Several recent studies suggest that perceptually
salient features appear at low frequencies in reflective envi-
ronments that are not present in free-space, and that these
features may be important for externalization �Algazi et al.,
2001; Rakerd and Hartmann, 1985; Hartmann and Witten-
berg, 1996; Maki et al., 2003�. Because one of the experi-
mental conditions involves reflections, we elected to lower
the limit of the broadband sources to 100 Hz.

3. Conditions

Three factors were considered: approximation type,
noise type, and environment type. With respect to approxi-
mation type, comparison stimuli were generated by passing
the noise source through a single-input, multiple-output
�SIMO� state-space system, designed using HOA, or a bank
of minimum-phase FIR filters, each of which was designed
by truncating the full-order �measured� FIRs �Huopaniemi et
al., 1999�. For both filter arrays M =1 and P=100. In either
case, the standard was generated by passing the noise source
through the bank of full-order FIRs. With respect to noise
type, a single sample of the pseudorandom noise was used
for each trial in the case of “identical” noise; in the case of
“independent” noise, different samples of the pseudorandom
noise were used in each of the four observation intervals.
With respect to environment type, a single source was pre-
sented at one of the 50 possible directions �“anechoic” case�
or at one of the possible directions along with the five first-
order reflections of a virtual room �“reverberant” case�. A
standard image-source method was used to compute the five
first-order reflections from the four walls and ceiling of a
6 m wide, 8 m deep and 4 m tall room using a reflection
coefficient of �=0.7. �Allen and Berkley, 1979�. The listener
was positioned in the center of the room. Nearest-neighbor
interpolation was used for the image sources and no diffuse
reverberation was included.

4. HRTF collection

A set of HRTFs for a listener, who did not participate in
the present experiment, was obtained from the measurement
facility at the Naval Submarine Medical Research Labora-
tory in Groton, CT, using a custom-built apparatus in a 10 m
anechoic chamber �Cheng, 2001�. HRTFs were measured us-
ing Knowles FG3329 microphones mounted in earplugs that
blocked the listener’s ear canals. Stimuli were presented in-
dividually using a stationary vertical array of 15 loudspeak-
ers, and the listener’s chair was rotated to measure different
azimuths. 512-point Golay codes at 50 kHz were used as
measurement stimuli. Ten measurements were taken for each
direction to ensure good signal to noise ratio, and to facilitate
loudspeaker and converter equalization. HRTFs were mea-
sured for 360° in azimuth in 10° increments, and from eleva-
tion −36° to +90° in 18° increments. The bandwidth of the
measurements was approximately 100 Hz–20 kHz. For the
present study 256-point minimum-phase impulse responses
at 44.1 kHz were computed for each HRTF, with an appro-
priate time delay for the contralateral ear �Kulkarni et al.,
1999�.

5. Participants

Five observers participated in the adaptive-level experi-
ment, one of whom was the first author. The other partici-
pants were undergraduates in the Department of Performing
Arts Technology in the School of Music, Theatre, and Dance
at the University of Michigan, Ann Arbor, each of whom
were experienced sound engineers, but none of whom had
prior experience in psychoacoustic studies. Four participants
were male, and one was female. All participants were be-
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tween the ages of 19 and 30, and had audiograms that fell
within the norms of our laboratory. The experiment required
about 14 h of listening time from each participant, divided
into 1.5–2 hour sessions.

6. Facility

Stimuli were presented over headphones with the par-
ticipant seated in a double-walled sound-proof booth �Acous-
tic Systems, model 19460A� before a liquid crystalline dis-
play monitor, keyboard, and computer mouse. The
experiment was run in MATLAB on an Apple G5 desktop. The
observer indicated their responses by making button presses
in the GUI using the computer mouse. Stimuli were deliv-
ered over a pair of Beyer-Dynamic DT931 circumaural head-
phones. Note that circumaural headphones are an appropriate
display for this experiment as the measured HRTFs did not
include the effect of the ear-canal resonance. Stimuli were
not equalized for the headphone transfer function. An
M-Audio FireWire410 interface was used for D/A conver-
sion and headphone amplification. The sampling rate was
44.1 kHz. All stimuli were presented at a fixed comfortable
listening level.

B. Results

Figure 1 shows threshold estimates for all eight condi-
tions, for each observer as well as the average of all observ-
ers. Observers are shown along the abscissa, where S1 is the
first author. For the individual observers, the thresholds and
error bars show the geometric mean and standard deviation
of the five blocks, respectively. For the averages, the thresh-

olds and error bars show the geometric mean and standard
deviation of the individual observers, respectively.

FIR thresholds are shown in the top panel and state-
space thresholds in the bottom panel. Within each panel,
thresholds are shown in groups of four. The left two bars in
each group show thresholds for the identical condition and
the right two bars show thresholds for the independent con-
dition. Thresholds for the anechoic and reflective conditions
are shown with light and dark bars, respectively.

Threshold estimates vary significantly across the five ob-
servers. Nonetheless, for all observers the state-space thresh-
olds were lower than the corresponding FIR thresholds.
Across all five observers, the state-space thresholds were 9
�N�31, and the FIR thresholds were 13�N�92. As ex-
pected, the independent condition yielded lower thresholds
than the identical condition. In contrast, the anechoic versus
reflective condition had no affect on the FIR thresholds, but
moderately affected the state-space thresholds.

C. Discussion

1. State-space architectures

The bottom panel of Fig. 1 shows that the discrimination
state-space thresholds are between 12 and 24. However,
Grantham et al. �2005� concluded that a minimum order of
N�100 was necessary for accurate source localization. We
believe the disparity between these two results reflects a dif-
ference in state-space architecture.

An array of D HRTFs consists of 2D total transfer func-
tions. The 2D transfer functions can be arrangement into
different state-space architectures. Grantham et al. �2005�
considered a D-input, 2-output MIMO architecture �M =D
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6
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FIG. 1. Thresholds for eight stimulus conditions. Thresholds for all five participants are shown, along with average thresholds to the far right. The thresholds
are shown in groups of four, in which the left two bars show thresholds for the identical-noises condition, and the right two bars show thresholds for the
independent-noises condition. Thresholds for the anechoic and reflective conditions are shown with light and dark bars, respectively. Thresholds for the
truncated min-phase FIRs and state-space system are shown in the top and bottom panels, respectively. Error bars indicated the standard deviation of the
threshold estimates.
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and P=2�. With this architecture the interaural time delay
�ITD� between the two ears must be modeled in the state-
space. This places a significant burden on the state-space
system and limits the potential for order reduction. Indeed,
for N�80 the time-delay in the contralateral impulse re-
sponses is partially “filled-in.”1

The ITD distortion would seem to explain, in part, the
localization performance reported in �Grantham et al., 2005�,
which asked listeners to localize virtual sound sources in the
horizontal plane. For N�90, virtual sources located away
from the median plane were localized with positions shifted
toward the median. In the present study, a single-input archi-
tecture was used for Experiment I and a single-output archi-
tecture was used for Experiment II. Both architectures imple-
ment the time-delay externally and thus allow the order to be
further reduced without distorting the ITD �Adams and
Wakefield, 2008�.

2. Thresholds for reflective condition

The rightmost bars in Fig. 1 show the average thresholds
for all eight conditions. The state-space system yields lower
thresholds than the FIR system for all stimulus conditions.
However, the type of stimulus conditions affected the thresh-
olds for the two types of systems differently. The indepen-
dent noises caused the state-space thresholds to drop about
35%, and the FIR thresholds to drop about 50%. The virtual
reflections caused the state-space thresholds to drop about
18%, but had no significant effect on the FIR thresholds.

The different trends for anechoic versus reflective con-
dition can be explained by the distribution of spectral error
across the 50 directions. Figure 2 shows the mean decibel
error �top panel� and standard deviation �bottom panel� for
the FIR system with order N=34 and state-space system with
order N=15. These orders are the average thresholds for the
independent/anechoic condition �the bars that are second
from the right in Fig. 1�.

The state-space system yields lower magnitude error for
150–400 Hz and 3–9 kHz, and does not yield higher mag-
nitude error at any frequency. However, the standard devia-
tion of the error is greater with the state-space system at all
frequencies. That is, at any fixed frequency the center of the

error distribution of the state-space system is closer to zero,
yet the distribution is more broad than the distribution of the
FIR system. Therefore, if the stimulus consists of several
directions added together �as in the reflective condition�, then
the error at each frequency with the FIR system is more
likely to be reinforced than with the state-space system. This
trend is strongest in the 150–400 Hz frequency range, where
the FIR system yields an average error about 0.5 dB greater
than the state-space system, and a standard deviation about
1 dB lower than the state-space system. Overall, this result
would seem to favor state-space systems for the display of
reflective stimuli.

3. Individual differences

S1 was the first author, and yielded significantly higher
thresholds than the other observers for all stimulus condi-
tions. This was likely due to the extended training that this
observer received while designing and performing the pre-
liminary experiment described in the Appendix. Nonetheless,
the relative trends for different stimulus conditions were
similar for S1 and the other observers.

The thresholds for S1 agree with the psychometric func-
tions shown in the Appendix. For the FIR system, S1 yielded
thresholds of 92 and 76 for identical and independent noise
instances, respectively. Referring to Fig. 4, the psychometric
functions cross the 70.7% point at approximately N=94 and
N=70 for the corresponding conditions. For the state-space
system, S1 yielded thresholds of 30 and 23 for identical and
independent noise instances, respectively. Referring to Fig.
5, the psychometric functions cross the 70.7% point at ap-
proximately 28 and 19 for the corresponding conditions.

IV. EXPERIMENT II: THRESHOLDS FOR AUDITORY
SCENES

Experiment II assesses the perceptual fidelity of low-
order state-space systems for multiple-source stimuli.
Whereas Experiment I utilized a single source �noise� pre-
sented at one of 50 locations, Experiment II relied upon vir-
tual auditory soundscapes �VAS� comprised of a variety of
stationary and moving sources, each of which could be lo-
cated at an arbitrary position. Observers adjusted the order,
N, of the system used to render an approximate VAS to
achieve the point of subjective equality with a fully-rendered
VAS.

A. Methods

1. Stimulus conditions

Three VASs were constructed. Each VAS was 20–25 s
in duration and consisted of several sound sources, some of
which occurred simultaneously. All sources were single-
channel signals. The sources were taken from a Bang and
Olufsen collection of anechoic recordings,2 a CBS collection
of field recordings,3 and field recordings made by the first
author. The sources taken from the Bang and Olufsen collec-
tion contain no reverberation, and are labeled “dry” below,
whereas the sources taken from the CBS and author field
recordings contain natural reverberation, and are labeled re-
verberant below.
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FIG. 2. Decibel error as a function of frequency for an FIR and a state-space
system with order N=34 and N=15, respectively. The top panel gives the
mean error, and the bottom panel gives the standard deviation of the error
across the D=50 directions.
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The virtual listener’s head was located at the center of
the room, and was radius 8.75 cm. The virtual room was 6 m
wide and 8 m deep, with no floor or ceiling. For the surfaces
to the right and in front of the listener �=0.7, and for the
surfaces to the left and behind the listener �=0.1. First and
second order reflections were rendered. Soundfiles of each
VAS are available online.4

The first VAS was a recital consisting of a solo trumpet
�dry� moving slowly from the left of the stationary listener to
the front, followed by four stationary applause sources �re-
verberant� surrounding the listener in the horizontal plane,
followed by three firework whistles �reverberant� moving
quickly from either side of the listener to directly above the
listener.

The second VAS involved a slowly revolving listener.
Three stationary sources were active throughout the duration
of the VAS. Two sources �solo speech and solo percussion,
both dry� were on either side of the room, at zero elevation.
Directly above, and slightly to the side was a field recording
of tropical birds �reverberant�.

The third VAS was a cross between a barnyard and a
zoo. Ten animal sounds were presented in an overlapping
sequence: the clucking of chickens, the bleat of a sheep, the
roar of a lion, the quack of a duck, the chirping of a small
bird, the hoot of an owl, the buzz of a fly, and the ribbets of
three frogs. All sources were reverberant. The sounds were
distributed approximately uniformly around the listener, with
the bird sounds located above the listener, and the others
located either in the horizontal plane or below the listener.
The bird sounds moved from one side of the listener to the
other, whereas the other sounds were stationary.

Each VAS was constructed from a sequence of overlap-
ping static 50 ms frames, with a 5 ms raised-cosine cross-
fade between frames. For each frame, the location of the
direct and image sources relative to the listener were updated
and the magnitude and delay adjusted appropriately. Interpo-
lation was performed by mapping each desired source direc-
tion to the nearest three HRTF directions included in the
state-space system �Pulkki, 1997�.

For each condition, an “ideal VAS” was constructed us-
ing the full-order HRTFs, and a collection of “Approximate
VAS” were constructed using a MISO state-space system for
each ear �i.e., two systems with M =50 and P=1�. The order
of the state-space systems varied from N=1 to N=89, with
approximately geometric spacing. In total 21 approximations
were constructed for each VAS.

2. Psychophysical procedure

The test stimulus was constructed by switching between
the “ideal VAS” and the “approximate VAS” every 2.4 s. For
each switch, non-overlapping 5 ms raised-cosine squared
ramps were used. The observer used a slider to adjust “ap-
proximation quality” to find the lowest system order at which
he or she perceived no difference. The order N was con-
trolled by a slider that had a random monotonic warp applied
to the mapping between slider position and N for each block
of the experiment. The three auditory scenes were presented

once each in sequence, and the sequence was repeated five
times. For each observer a total of 15 blocks were performed,
with breaks taken after every 4–6 blocks.

3. Participants

The five observers from the previous experiment partici-
pated in Experiment II. No training was performed prior to
starting Experiment II. The entire experiment required about
1.5 h of listening, and was completed in a single session. The
same facility was used as in Experiment I.

B. Results and discussion

Figure 3 shows the average thresholds of subjective
equality for the five observers and three auditory scenes. Bar
height indicates the geometric mean of five trials, and the
error bars indicate the geometric standard deviation. The
rightmost bar in each panel shows the geometric mean across
observers, and the error bar shows the geometric standard
deviation of the observer means.

For the first VAS the average threshold was N=13, and
for the other two scenes the average threshold was N=7.
That the thresholds were significantly lower for the second
two scenes is likely due to the source signals used to create
the scenes. The first VAS contains several recordings of dif-
fuse applause in reverberant environments. The applause sig-
nals are the relatively stationary and wideband compared to
the other signals used to generate the virtual scenes. As such,
the first VAS provides more consistent spectral/temporal cues
that aid in discrimination. All five participants reported that
they focused their attention upon the applause portion of the
first VAS in performing the task.

The second two scenes yielded an average threshold of
N=7. However, the standard deviation is larger for the sec-
ond VAS than the third VAS. This may be due to the percus-
sion signal included in the second VAS. The percussion sig-
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FIG. 3. Discrimination thresholds for three virtual auditory scenes.

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 N. H. Adams and G. H. Wakefield: State-space synthesis of auditory scenes 3899



nal provides sharp impulses that are relatively wideband
compared to the other source signals. However, this signal
also articulated a clear rhythmic pattern that is invariant to
the approximation quality. Hence, the specific timbre of in-
dividual percussive hits may have revealed subtle timbral
cues that aid discrimination, but only if the observer chose to
the concentrate on such timbral minutiae rather than the
rhythmic performance. Thus the listening strategy of the ob-
server may have affected thresholds more for the second
VAS than the third VAS.

Comparing the thresholds for the two experiments, the
thresholds from Experiment I were significantly higher than
those from Experiment II. Experiment I allowed the listener
to focus on a single, familiar, wideband stimuli. Many prac-
tical binaural display applications will not be so demanding
on the HRTF approximations. Of the two experiments, the
threshold estimates from Experiment II are more likely to be
appropriate for practical systems.

V. CONCLUSION

Experiment I yielded state-space thresholds of 12�N
�24 for a system that models D=50 HRTFs. Wideband
noises were used as stimuli and an objective adaptive-level
procedure was used to estimate the 70.7% discrimination
threshold. We included an array of truncated minimum-phase
impulse responses for comparison and found that for all con-
ditions the FIR array yield order thresholds that were at least
100% larger than the state-space thresholds �and this trend
holds if the thresholds are expressed as net arithmetic cost as
well�. The use of independent noises instead of identical
noises caused the thresholds to drop significantly for both
types of system. The inclusion of first-order virtual reflec-
tions caused the thresholds to drop for the state-space sys-
tem, but not the FIR system. This is likely due to the distri-
bution of spectral error across the 50 directions, where the
error is more likely to cancel with the state-space system.

Experiment II yielded state-space thresholds of 7�N
�13 for a system that models D=50 directions. Complex
and dynamic virtual auditory scenes were used as stimuli,
and a subjective method-of-adjustment procedure was used
to estimate the threshold of subjective equality. For practical
applications, the more optimistic thresholds estimated with
Experiment II are probably sufficient.

Next generation binaural displays will be expected to
render multiple sources, acoustic reflections, and source and
listener motion. The multi-direction framework considered in
this study can readily accommodate such phenomena. The
cost of this framework can be reduced with a state-space
implementation. An order N=7 system appears sufficient for
most applications and affords a dramatic decrease in compu-
tational cost from a full-order implementation. The collection
of 50 full-order HRTFs would require approximately 1.13
�109 multiplies per second in real-time, whereas the N=7
state-space system would require about 34�106 multiplies
per second for the entire collection. In conclusion, we have
demonstrated that a state-space approach can yield a low cost
and perceptually adequate implementation of a collection of
HRTFs.
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APPENDIX: PSYCHOMETRIC FUNCTIONS

In order to determine if an adaptive procedure was fea-
sible for Experiment I, and to estimate appropriate steps
sizes, the psychometric functions for one observer �the first
author� were estimated for several conditions. An additional
objective of this experiment was to determine if individual-
ized HRTFs were necessary for Experiments I and II. The
procedure was the same as in Experiment I, except that a
fixed-level procedure was used instead of an adaptive-level
procedure.

1. Methods

Three factors were considered: approximation type,
noise type, and HRTF type. The first two factors were the
same as those used in Experiment I. With respect to HRTF
type, stimuli were generated using either a custom HRTF
dataset measured for the observer, or the HRTF dataset used
in Experiments I and II. That is, the stimuli were generated
either from individualized or non-individualized HRTFs. For
both the state-space and FIR conditions, seven system orders
spanning the range from near-perfect discrimination to near-
chance discrimination were tested.

The same four-interval two-alternative forced-choice
task as Experiment I was used; however, the order of the
approximate system was fixed throughout each block. Trials
were presented in blocks of 54 trials. The first four trials of
each block were practice. Five blocks for each stimulus con-
dition and approximate order were presented. The eight con-
ditions were divided into four groups. The first two groups
tested stimuli generated with individualized HRTFs, and the
first and third groups tested identical noises. Within each
group, blocks were presented with random system type and
system order. Each point in the psychometric functions
shown below is the result of 250 responses. The observer
performed several hours of training prior to conducting the
experiment. The stimulus conditions and psychophysical
procedure are described in greater detail in Adams, 2007.

2. Results

Figures 4 and 5 show the psychometric functions for the
eight conditions described above. The abscissa plots the sys-
tem order �N� on a logarithmic scale, and the ordinate plots
the observer’s percentage correct. The psychometric func-
tions that correspond to the identical condition are shown
with solid lines, and the functions that correspond to the
independent condition are shown with dashed lines. The in-
dividualized HRTF conditions are shown with gray lines, and
the non-individualized HRTF conditions are shown with
black lines. The FIR conditions are shown in Fig. 4 and the
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state-space conditions are shown in Fig. 5. Each point of
each psychometric function shows the fraction of the 250
trials for which the observer made the correct decision. The
standard error was computed assuming a binomial distribu-
tion.

For both system types, it is evident that the use of non-
individualized HRTFs instead of individualized HRTFs does
not significantly change discrimination performance. In con-
trast, the noise stimuli has a significant effect of discrimina-
tion. For the FIR systems, independent noises cause dis-
crimination to drop 10%–20% for 12�N�62. However, for
both noise types, discrimination does not drop to chance un-
til N�140. For the state-space systems, independent noises
cause the psychometric function to shift left, and the order at
which discrimination falls to change drops from 56 to 42.

The fixed-level experiment revealed two important prop-
erties that enabled the adaptive-level experiments. First, the
psychometric functions are smooth and monotonic. Hence
adaptive-level techniques are valid. In particular, in the tran-
sition region from 90% to 60%, the psychometric functions
are approximately linear in terms of log�N�, permitting geo-
metric step sizes in the adaptive-level experiment.

Second, for the single listener in this experiment, the
effect of system order on performance does not depend on
whether the subject’s own HRTFs, or those of someone else,
were used. Whatever stimulus differences exist between an
identical-noise signal passed through either an individualized
or non-individualized HRTFs, the results suggest that they
are small when compared to the variations in the stimulus
which are introduced when independent, rather than identi-
cal, noise is used as the source. The primary experiments of
the present paper report results for non-individualized
HRTFs. From the results shown in Figs. 4 and 5, we con-
clude that an adaptive procedure, properly adjusted in step-
size to cover the range of the psychometric function, will
yield a consistent estimate of threshold. However, we cannot
rule out the possibility that some subjects, when using their
own HRTFs, might exhibit higher absolute thresholds.

1See Fig. 4 in Grantham et al., 2005 and Fig. 4 in Adams and Wakefield,
2008.

2Music for Archimedes �audio CD�, Bang and Olufsen, 1992, Catalog No.
B&O 101.

3New CBS audio-file sound effects �audio CD�, Columbia Broadcasting
System, 1977, Catalog No. A2 14062/A 14064.

4http://www-personal.umich.edu/nhadams/auditoryScenes �Last viewed
January, 2009�.
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Effects of center frequency and rate on the sensitivity to
interaural delay in high-frequency click trains
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The effects of center frequency and pulse rate on the sensitivity to ongoing envelope interaural time
differences �ITDs� were investigated using bandpass-filtered pulse trains. Three center frequencies
�4.6, 6.5, and 9.2 kHz� were tested with bandwidths scaled to stimulate an approximately constant
range on the basilar membrane. The pulse rate was varied from 200 to 588 pps �pulses per seconds�.
Five normal-hearing �NH� subjects were tested. Averaged over all rates, the results show a small
decrease in sensitivity with increasing center frequency. For all center frequencies, sensitivity
decreases with increasing pulse rate, yielding a rate limit of approximately 500 pps. The lack of an
interaction between pulse rate and center frequency indicates that auditory filtering was not the rate
limiting factor in ITD perception and suggests the existence of other limiting mechanisms, such as
phase locking or more central processes. It is concluded that the comparison of the rate limits in ITD
perception between cochlear-implant listeners and NH subjects listening to high-frequency
bandpass-filtered pulse trains is not confounded by the choice of center frequency of stimulation in
NH listeners. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3120413�

PACS number�s�: 43.66.Pn, 43.66.Ts, 43.66.Mk �RYL� Pages: 3903–3913

I. INTRODUCTION

Interaural time differences �ITDs� are important for the
localization of sound sources �e.g., Macpherson and Middle-
brooks, 2002�. It is well known that the ITD information in
unmodulated signals can only be processed up to about
1500 Hz �Zwislocki and Feldman, 1956; Blauert, 1997�. At
higher frequencies, ITD information can be processed from
the slowly-varying temporal envelope only. This is supported
by various psychoacoustic �Henning, 1974; Nuetzel and
Hafter, 1976, 1981; Bernstein, 2001; Bernstein and Trahiotis,
2002� and physiologic studies �Yin et al., 1984; Skottun et
al., 2001; Shackleton et al., 2003�. The ability to transmit
envelope and carrier information in separate paths seems to
be a general property of the auditory system �Liang et al.,
2002� and was also found in other sensory modalities like
visual and electrosensory systems �Middleton et al., 2006�.

There is strong evidence that envelope ITD sensitivity
depends on the temporal properties of the fast-varying carrier
signal. This was shown for sinusoidally amplitude-
modulated �SAM� tones �Henning, 1974; Stellmack et al.,
2005; Nuetzel and Hafter, 1976�, two-tone complexes �Mc-
Fadden and Pasanen, 1976; Bernstein and Trahiotis, 1994�,
transposed tones �Bernstein and Trahiotis, 2002�, and
bandpass-filtered click trains �Hafter and De Maio, 1975;
Hafter and Dye, 1983�. All these studies found that envelope
ITD sensitivity is limited with respect to the rate of the en-
velope fluctuations. However, ITD sensitivity depends not
only on the rate of envelope fluctuations. For example, Bern-
stein and Trahiotis �2002� found that transposed tones, which
have sharper1 envelopes than SAM tones, yield higher per-
formance for comparable rates. On the physiological basis, it

was shown that, under certain conditions,2 the neural re-
sponse to transposed tones can even be comparable with the
response to low-frequency pure tones �Griffin et al., 2005;
Dreyer and Delgutte, 2006�.

In cochlear-implant �CI� listeners, Majdak et al. �2006�
and Laback et al. �2007� investigated the sensitivity to ongo-
ing ITD presented at one binaural electrode pair. At least one
CI listener tested showed sensitivity up to 800 pps �pulses
per second�.3 Further, they compared sensitivity to ongoing
envelope ITD of normal-hearing �NH� subjects. In NH ex-
periments, they used bandpass-filtered pulse trains to simu-
late pulsatile stimulation with CIs, similar to McKay and
Carlyon �1999�. The best NH listeners showed sensitivity up
to 600 pps �Majdak et al., 2006� and 400 pps �Laback et al.,
2007�. Thus, compared to the best performance in electric
stimulation, the rate limit of the best NH listeners was lower.
Even though only two of five CI listeners showed a higher
rate limit than NH listeners, this finding is rather surprising.
It has been concluded that the comparison between these two
groups may be affected by different properties of electric and
acoustic stimulations. In acoustic stimulation the bandpass-
filtered pulse train passes through the basilar membrane,
where the envelope sharpness can be reduced depending on
the stimulation place. This filtering process is bypassed in
electric stimulation. Thus, assuming that a sharp envelope is
required for ITD sensitivity �Stellmack et al., 2005�, the rate
limit of the NH listeners may have been affected by auditory
filtering in the cochlea. The investigation of a possible limi-
tation in the comparison between NH and CI listeners’ re-
sults was the main motivation for this study.

If auditory filtering limits ITD perception, then the in-
crease in the stimulus center frequency �CF� should improve
performance. This is because the auditory filter bandwidth
increases with the CF, causing relatively less reduction in the
envelope sharpness �e.g., Patterson et al., 1992�, especially at

a�Author to whom correspondence should be addressed. Electronic mail:
piotr@majdak.com
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high modulation rates. However, the inversion of that argu-
ment is not valid: if performance does not improve with CF,
it does not mean that auditory filtering has no effect because
auditory filtering may be counteracted by other effects asso-
ciated with the stimulation of different tonotopic places.
Those are �1� changing hearing thresholds, which may result
in a change of ITD sensitivity �Nuetzel and Hafter, 1976�; �2�
stimulating different amounts of peripheral neurons when
constant bandwidth stimuli are applied �Buell and Hafter,
1991�; and �3� differences in the higher processing stages
�e.g., changing number of responding cells in the central ner-
vous system as indicated in Bernstein and Trahiotis, 1994, or
differences in the tonotopic specialization of the coincidence
detectors as shown in chicks by Kuba et al., 2005�. Thus, the
ITD sensitivity as a function of CF alone is a misleading
indicator for a possible effect of auditory filtering.

However, the question of auditory filtering can be ad-
dressed by investigating the effect of CF on the rate limit.
This is because both increase in rate and decrease in CF can
reduce envelope sharpness . Thus, if auditory filtering affects
ITD sensitivity, the rate limit should significantly increase
with CF. In other words, a significant interaction between CF
and rate could indicate that the reduction in the envelope
sharpness depends on the tonotopic position and, thus, audi-
tory filtering limits ITD sensitivity. If the interaction is not
significant then the rate limit is not affected by the choice of
CF and, thus, this limit is probably a result of some more
central limitations.

In NH listeners, Hafter and Dye �1983� investigated the
detection of ITD in bandpass-filtered click trains as a func-
tion of the inter-pulse interval �IPI� and the number of clicks.
Although they did not collect data for different CFs, their
results indicate that the envelope sharpness reduction due to
auditory filtering does not explain the decrease in perfor-
mance for increasing pulse rate. However, additional data on
ITD sensitivity at different CFs are required to substantiate
their conclusions.

For other types of stimuli, there are indications that au-
ditory filtering is not the limiting factor in ITD perception, as
supported by the results of two studies: Bernstein and Trahi-
otis �1994� and Bernstein and Trahiotis �2002�. For 100%
SAM tones and two-tone complexes, Bernstein and Trahiotis
�1994� found a general decrease in ITD sensitivity when the
CF was increased. They varied the modulation rate as well,
showing that the sensitivity to ITD decreased as the rate of
envelope fluctuation increased. The comparison of the modu-
lation rate effect between different CFs led to the conclusion
that the change in ITD sensitivity is unlikely affected by
auditory filtering. For transposed tones, Bernstein and Trahi-
otis �2002� investigated ongoing ITD sensitivity and com-
pared their results to those obtained with SAM and pure
tones. For the lower modulation frequencies ��256 Hz�, lis-
teners showed even higher ITD sensitivity to transposed
tones than to pure tones with comparable frequency. How-
ever, using higher modulation frequencies, JNDs could not
be determined for transposed tones. Furthermore, increasing
the center frequency of the transposed tones resulted in lower
sensitivity as well. From their results, Bernstein and Trahi-

otis �2002� concluded that for SAM and transposed tones,
ITD perception is not primarily limited by the effects of au-
ditory filtering.

Nevertheless, Bernstein and Trahiotis �2002� found large
differences in ITD sensitivity between the SAM and trans-
posed tones. Those findings indicate that the relative de-
crease in ITD sensitivity usually observed for high-frequency
stimuli �compared to low-frequency stimuli� is associated
with the type of stimuli used, as specified by the center fre-
quency, rate, and sharpness of envelope fluctuation. Hence,
conclusions derived for SAM and transposed tones do not
automatically apply to other types of stimuli like bandpass-
filtered click trains. All these stimuli have different envelope
sharpness even for the same CF and rate. Thus the impact of
auditory filtering on ITD perception may be different and
requires a separate investigation for click trains.

Majdak et al. �2006� and Laback et al. �2007� used
bandpass-filtered click trains because these stimuli appear to
be a good approximation of the electric stimulation in CIs
when investigating temporal effects �McKay and Carlyon,
1999; Carlyon et al., 2002� in NH listeners. Electric pulse
trains presented at one electrode in the cochlea have a very
steep onset, which may be best approximated by bandpass-
filtered click trains in acoustic stimulation. Of course, when
compared to electric pulse trains, the response of an auditory
filter to bandpass-filtered click trains results in temporal fluc-
tuations with a clearly reduced envelope sharpness. How-
ever, the resulting envelope is still sharper than for SAM or
transposed tones. Dreyer and Delgutte �2006� showed that
phase locking to transposed tones is better than to SAM
tones and for transposed tones, it even reaches levels com-
parable to pure tones under certain restrictions.2 Transposed
tones clearly have sharper envelopes than SAM tones. Thus,
stimuli with even sharper envelopes like bandpass-filtered
pulse trains offer the possibility of further improvements in
the phase locking effects.

An additional advantage of bandpass-filtered click trains
is that the onset slopes do not change with the pulse rate as it
is the case for SAM and transposed tones. The amplitude
spectrum of a click train is a harmonic series, which can be
limited in frequency by applying a bandpass filter. Thus, the
bandwidth and the CF are independent, making it possible to
systematically stimulate different amounts of neurons at dif-
ferent tonotopic places. In contrast, for both SAM and trans-
posed tones the bandwidth is directly related to the modula-
tion rate and is constant for all CFs. Thus, assuming an
approximately logarithmic scaling of the frequency-to-place
mapping �Greenwood, 1961�, fewer neurons may be stimu-
lated at higher CFs than at lower CFs when SAM and trans-
posed tones are used. Even though the effect of bandwidth
on the sensitivity to envelope ITD is still unclear, there are
some indications that increasing bandwidth leads to im-
proved envelope ITD perception �Buell and Trahiotis, 1993�.
Using stimuli with a logarithmically-scaled bandwidth may
compensate for the decrease in performance found in the
literature for SAM and transposed tones at higher CFs. Thus,
for lower rates, co-varying the bandwidth with the CF could
lead to high performance across all CFs, which is important
in our study in order to limit potential floor effects when
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switching from lower to higher rates. Notice, that in the
present study we varied the bandwidth with the CF, however,
we do not treat it as an independent variable and its effects
are not investigated.

The main focus of this study is to reconsider the com-
parison between CI and NH listeners performed in Majdak et
al. �2006� and Laback et al. �2007� under the hypothesis that
the NH performance was not underestimated because of au-
ditory filtering. The effect of auditory filtering was investi-
gated by systematically varying CF and the pulse rate of
bandpass-filtered pulse trains and testing the sensitivity to
ongoing envelope ITD in NH listeners. The main hypothesis
is tested by comparing the rate limit between three different
CFs. This is performed by a statistical analysis of the inter-
action between CF and pulse rate. Additionally, the results
are discussed in the context of the general effects of CF and
pulse rate on ITD perception in NH and CI listeners.

II. METHODS

A. Subjects and apparatus

Five NH subjects participated in this study. All subjects
were aged between 25 and 35 years and had no indication of
hearing abnormalities. One of them �NH2� was an author of
this study.

A personal computer system was used to control the
experimental task. The stimuli were output via a 24-bit ste-
reo D/A converter �ADDA 2402, Digital Audio Denmark�
using a sampling rate of 96 kHz per channel. The analog
signals were sent through a headphone amplifier �HB6, TDT�
and an attenuator �PA4, TDT�, and presented to the subjects
via a circumaural headphone �K501, AKG�. Calibration of
the headphone signals was performed using a sound level
meter �2260, Brüel & Kjær� connected to an artificial ear
�4153, Brüel & Kjær�.

B. Stimuli

The stimuli were 300-ms pulse trains composed of
monophasic pulses with a duration of 10.4 �s, corresponding
to one sampling interval at a sampling rate of 96 kHz. The
pulse rate was varied from 200 to 588 pps. The smallest IPI
was 1700 �s. Both of the studies with click trains discussed
above, Majdak et al. �2006� and Laback et al. �2007�,
showed that for pulse rates above 600 pps ongoing ITD sen-
sitivity degrades to chance rate. Hence, higher pulse rates
were not tested.

The ITD was introduced by delaying the temporal posi-
tion of the pulses at one ear relative to the other ear. To

restrict the ITD to the ongoing part of the stimulus only, the
position of the first pulse pair �onset� and the last pulse pair
�offset� was fixed to a zero ITD �Laback et al., 2007�. To
minimize the monaural perception of irregularities, half of
the ITD was applied to the leading ear and the other half to
the lagging ear. Laback et al. �2007� showed that these ir-
regularities are not perceptible. The ITD values varied4 from
20 to 400 �s. The ITD was adapted to account for the sub-
ject’s sensitivity. According to Majdak et al. �2006�, ITDs
higher than 0.25 IPI can lead to lower performance compared
to ITDs lower than 0.25 IPI. This is an effect of the ambigu-
ity in ongoing ITD information provided by the stimulus for
ITD=0.5 IPI and results in a nonmonotonic psychometric
function. Thus, combinations of ITD and pulse rate resulting
in ITD values higher than 0.25 IPI were not tested in this
study.

The pulse trains were passed through a digital eighth-
order Butterworth filter. Three different CFs were tested:
4589 �CF4.6�, 6490 �CF6.5�, and 9178 Hz �CF9.2�. The low-
est CF, CF4.6, was chosen to be identical with the CF used in
Carlyon et al. �2002�; Majdak et al. �2006�; and Laback et al.
�2007�. The highest CF, CF9.2, is double the frequency of
CF4.6 and corresponds to the CF used in Carlyon and Deeks
�2002�. CF6.5 is the geometrical average of CF4.6 and
CF9.2. Using CFs higher than 10 kHz would lead to even
shorter impulse responses of auditory filtering. However, we
did not test CFs above 10 kHz since Bernstein and Trahiotis
�1994� showed that it is hard to retrieve valid data for very
high CFs. Also, in electric hearing, the most-basally im-
planted electrode usually corresponds to frequencies below
10 kHz.

The bandwidth of the stimuli was co-varied with the CF
with the aim to obtain an approximately constant stimulation
range on the basilar membrane. The bandwidth for CF4.6 is
1500 Hz, which is identical to the bandwidth in previous
studies. It corresponds to the ERB-rate of 2.53 �according to
Moore and Glasberg, 1983� and a stimulation range of
2.28 mm on the basilar membrane �according to Greenwood,
1990�. For CF9.2, the bandwidth is double the bandwidth for
CF4.6, which results in 3000 Hz. It roughly corresponds to
the ERB-rate of 2.11 and a stimulation range of 2.32 mm on
the basilar membrane.5 Further details about the filter con-
figurations can be found in Table I. By doubling the band-
width from CF4.6 to CF9.2 and using the geometrical aver-
age for CF6.5, we hoped to achieve a similar ITD sensitivity
for the three CFs at lower rates. With these bandwidths, the
signals clearly stimulate regions outside the critical band-
width. By doing that we hoped to achieve a good ITD sen-

TABLE I. Filter configuration for the conditions CF4.6, CF6.5, and CF9.2. The CF �Hz� is the geometrical CF
resulting from the lower and upper edges. The bandwidth �ERB-rate units� is according to Moore and Glasberg
�1983�. The distance on the basilar membrane �BM� is according to Greenwood �1990�.

Code
Center frequency

�Hz�
Lower edge

�Hz�
Upper edge

�Hz�
Bandwidth

�Hz�
Bandwidth

�ERB-rate units�
Distance on BM

�mm�

CF4.6 4589 3900 5400 1500 2.53 2.28
CF6.5 6490 5515 7637 2121 2.35 2.30
CF9.2 9178 7800 10800 3000 2.11 2.32
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sitivity at lower rates, which was required to avoid potential
floor effects because the performance was expected to de-
crease with increasing rate.

Given that the sound pressure level �SPL� depends on
the pulse rate, the amplitudes of the stimuli were adjusted to
maintain a constant A-weighted SPL of 66 dB �with refer-
ence to 20 �Pa�, measured at the headphones, for all rates
and CFs. We did not compensate for differences in hearing
thresholds at different CFs. Despite the filtering of the pulse
trains, some artifacts like harmonic distortions or intermodu-
lation at the basilar membrane can cause stimulation outside
the desired frequency band. To prevent these artifacts from
being heard, a binaurally uncorrelated background noise was
continuously played throughout the testing. We used Gauss-
ian white noise ranging from 50 Hz to 20 kHz with the over-
all A-weighted SPL of 52.2 dB. This corresponds to a sound
pressure spectrum level of 9.2 dB �with reference to 20 �Pa
in a 1-Hz band�, which is approximately 28 dB below the
maximum level of the tonal components in the filtered pulse
train. According to Goldstein �1967�, with this background
noise level the intermodulation components and difference
tones, which may potentially transmit ITD information out-
side the desired frequency band, were masked by either the
background noise or the stimulus itself.6

C. Procedure

A two-interval, two-alternative forced-choice procedure
was used in a lateralization discrimination test. The first in-
terval contained the reference stimulus with zero ITD evok-
ing a centralized auditory image. The second interval con-
tained the target stimulus with the ITD tested. The subjects
were requested to indicate whether the second stimulus was
perceived to the left or to the right of the first one by pressing
an appropriate button. The chance rate was 50%. A score of
100% correct �Pc� responses indicates that all stimuli were
discriminated, with lateralization corresponding to the ear
receiving the leading signal.

The tests were performed in blocks. Each block con-
tained 70 presentations of four different ITD values7 for a
combination of CF and pulse rate. The ITD values were pre-
sented in a randomized order with 35 targets leading to the
left and 35 targets leading to the right. The rate and ITD
values were varied from block to block with the goal to
obtain a good estimation of the 70%-threshold. Thus, in
cases where the performance was at chance, blocks with
lower ITD values or higher rates were not tested. In cases
where the performance was at ceiling, higher ITDs or lower
rates were not tested. The initial four ITD values were esti-
mated on the basis of the training results. At least two blocks
were completed for a tested condition and the order of blocks
was randomized for each subject. Visual response feedback
was provided after each trial.

Stimuli with the pulse rate of 200 pps and ITD of
600 �s at CF4.6 were used to train subjects before the main
test started. The subjects were trained until they showed a
stable performance which was achieved within a few hours.

III. RESULTS

Figure 1 shows the percent correct �Pc� scores as func-
tion of the ITD with the pulse rate as parameter. Each panel
shows data for one subject and one CF. The dashed horizon-
tal lines show the 70%-threshold used for the JND estima-
tion.

The comparison of the data between the three CFs �col-
umns� suggests a difference in performance. Especially com-
paring CF9.2 and CF4.6 for subjects NH2, NH7, NH8, and
NH9, performance appears to decrease at higher CFs. The
effect of the pulse rate seems to be more salient: performance
decreases with increasing pulse rate, independent of subject,
CF, and ITD.

In Fig. 2, data from Fig. 1 for the ITD of 200 �s were
replotted to directly show the effect of the CF. The data are
shown as a function of CF and the parameter is rate. Each
panel shows data for one listener. It appears that with in-
creasing pulse rate the differences between the CFs become
larger, particularly for subject NH8. However, for NH5, the
performance appears to be constant for all CFs. Generally,
for the highest rate, the performance is in the range of
chance, and for the lowest rates, the performance is at ceil-
ing.

The data for all ITD values were statistically analyzed
by calculating a multiway repeated-measures analysis of
variance �RM ANOVA� with the factors CF, pulse rate, and
ITD. The RM ANOVA was chosen because it considers the
individual tendencies of each subject in the analysis. To not
violate the assumption of homogeneity of variance required
for ANOVA, the Pc scores were transformed using the ratio-
nalized arcsine transform �Sherbecoe and Studebaker, 2004�.
The results show that the main effect of CF is highly signifi-
cant �p�0.0001� with decreasing performance for increasing
CF. The main effect of the pulse rate is highly significant
�p�0.0001�; performance decreases with increasing pulse
rate. As expected, the effect of ITD is highly significant �p
�0.0001� showing increasing performance for increasing
ITD values.

Due to the individual performance of the subjects, for
some subjects and conditions there are more extreme Pc

scores like 100% or 50% than for others. These extreme
values, which represent the tails of the psychometric func-
tions, have an impact on the analysis producing ceiling or
floor effects. For example, the Tukey–Kramer post-hoc test
revealed that the results for the pulse rates of 200, 300, and
400 pps are not significantly different �p�0.05�, which in-
dicates a possible ceiling effect for pulse rates lower than
400 pps. To reduce this problem, the RM ANOVA was per-
formed again. However, this time we excluded all combina-
tions of ITD�CF� rate�subject for which the Pc was be-
low 60% and above or equal to 90%. The exclusion of these
data resulted in a well populated condition matrix and the
interactions could be included in the analysis. The main fac-
tors were CF, ITD, and pulse rate and the interactions were
CF� ITD and CF�pulse rate. The interactions of pulse
rate� ITD and pulse rate� ITD�CF were not included.

The results for the main effects did not change �p
=0.002 for CF; p�0.0001 for the effects of ITD and pulse
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rate�. Neither interaction was significant �p=0.1188 for CF
� ITD; p=0.4247 for CF�pulse rate� showing the indepen-
dence of the effects of CF, ITD, and pulse rate. The signifi-
cance of the factor CF is an effect of a decreasing perfor-
mance with increasing CF as indicated by the Pc averaged
over ITD, rate, and subjects for the three CFs �72.7%,

71.5%, and 69.2% for CF4.6, CF6.5, and CF9.2, respec-
tively�. For each of the rates from 200 to 541 pps, the
Tukey–Kramer post-hoc tests revealed a significant decrease
in performance between CF4.6 and CF9.2 �p�0.05�. At the
rate of 200 pps, which is least affected by rate limitation
effects, the Pc averaged over ITD and subjects are 82.1%
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FIG. 1. �Color online� Performance in
percent correct �Pc� as a function of
the ITD. The parameter is the pulse
rate in pps. Each column shows one
CF and each row shows results for one
subject. The dashed lines show the
threshold used for the JND estimation.
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�CF4.6�, 78.7% �CF6.5�, and 79.1% �CF9.2�. At 588 pps,
there was a non-significant effect of CF �p�0.05; with an
increase in performance of 0.98% between CF4.6 and
CF9.2�. For this rate the data represent results from three
subjects only. Notice that the presented average Pc scores are
averages over subjects while the statistical analysis takes into
account the between-subject variability. These averaged Pc

scores are only used to determine the direction of the CF
effect. In all cases, the performance decreases with increas-
ing CF.

This comparison may be confounded by the fact that not
always the same combination of ITD and rate was tested at
different CFs. To strengthen the previous findings, we per-
formed an additional statistical comparison for one ITD only,
namely, for the ITD of 200 �s. For this ITD, the results �see
Fig. 2� show a good balance between ceiling and floor ef-
fects, and the data are available for most combinations of
rate�CF�subject.8 Thus, the condition matrix was almost
full in this case. An RM ANOVA was performed with factors
CF and rate and included the interaction between CF and
rate. All main effects were significant �p�0.0001� and the
interaction was, as in the previous analysis, not significant
�p=0.415�. This supports the previous finding that the rate
limit does not change with CF. As in the previous compari-
son, the effect of CF is due to performance decrease with
increasing CF as indicated by the Pc averaged over subjects
and rate �85.7%, 80.1%, and 75.9% for CF4.6, CF6.5, and
CF9.2, respectively�. The Tukey–Kramer post-hoc tests re-
vealed a significant decrease in performance between CF4.6
and CF9.2 �p�0.05� for 400 pps only. For this rate, the Pc

averaged over ITD and subjects are 93.8% �CF4.6�, 88.1%
�CF6.5�, and 82.7% �CF9.2�. For all other rates, the Pc aver-
aged over ITD and subjects decreases �not always mono-
tonic� with increasing CF; however, the changes are not sta-
tistically significant.

To compare the results to the literature the ITD-JNDs
were calculated. Psychometric functions were estimated
from maximum-likelihood cumulative Gaussian fits to the
raw data �Wichmann and Hill, 2001b�.9 The ITD value yield-

ing 70% of the Pc score along the psychometric function was
defined as JND. The estimated JNDs are shown as functions
of the pulse rate in Fig. 3, one panel per subject. The param-
eter is CF. In some cases, mostly for the higher pulse rates,
the psychometric functions did not reach 70% and the JNDs
could not be determined. These not determinable �ND� JNDs
are plotted at “ND.” The vertical bars show the 95% confi-
dence intervals of the JNDs and were determined applying a
bootstrapping method �Wichmann and Hill, 2001a�.

The JNDs for 200 pps, averaged over subjects ��1 stan-
dard deviation� are 57.3�48.9 �s �CF4.6�, 59.9�32.9 �s
�CF6.5�, and 58.7�31.1 �s �CF9.2�. By increasing the pulse
rate, larger differences in JNDs as a function of CF can be
found, especially for subjects NH7, NH8, and NH9. How-
ever, no general trend can be revealed just by visual inspec-
tion. Many JNDs could not be determined for the higher
pulse rates and the consequences of this problem for the
statistical analysis are discussed in the Appendix. Thus, the
estimated JNDs are only used to further facilitate the inter-
pretation of results and for a comparison to the literature in
Sec. IV.

IV. DISCUSSION

In this study, the effect of auditory filtering on ongoing
envelope ITD-based perception was tested by varying the CF
and the pulse rate of bandpass-filtered pulse trains. The band-
width of the stimuli was co-varied with the CF to obtain an
approximately constant stimulation range on the basilar
membrane. In this section, we first generally compare our
data to previous studies, and then discuss the effects of CF,
rate, and auditory filtering on ITD sensitivity.

A. General comparison

A recent study, which describes effects of subject’s vari-
ability and training patterns, is Zhang and Wright �2007�.
They studied ITD sensitivity in eight subjects listening to
SAM tones �4-kHz carrier and 300-Hz modulator�. After
training, the subjects achieved an average JND ��1 standard

FIG. 3. �Color online� ITD-JNDs as a
function of the pulse rate in pps. The
parameter is the CF. The vertical bars
indicate the 95% confidence intervals.
The non-determinable JNDs are drawn
at “ND” and are connected with
dashed lines.
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deviation� of approximately 220�50 �s, with 50 �s for the
best and 320 �s for the worst subject. Their condition corre-
sponds best to our condition of CF4.6 with the rate of
200 pps, for which the average JND is 57.3�48.9 �s, with
22 �s for the best and 89 �s for the worst subject. Their data
can also be compared to our condition CF4.6 with the rate of
300 pps, for which the average JND is 56.3�35.8 �s, with
23.8 �s for the best and 100.8 �s for the worst subject.
Thus, the variability of our subjects is similar to that shown
in Zhang and Wright, 2007. However, the absolute JND val-
ues in our study are much lower, which may result from the
different types of stimuli used in both studies. Bernstein et
al. �1998� tested 19 subjects and showed a JND of
377�191 �s for narrow-band noise stimuli �CF of 4 kHz,
bandwidth of 400 Hz�. Their variability is much higher than
the variability across our subjects. We conclude that the per-
formance variability of our subjects is within a reasonable
range and that the conclusions of this study are not likely to
be confounded by an accidentally bad sampling of the popu-
lation.

Bernstein and Trahiotis �2002� studied the sensitivity to
ongoing ITD using transposed tones under conditions similar
to ours. For 4 kHz and modulation rates of 128 and 256 Hz,
they found JNDs of 79 and 100 �s, respectively. These con-
ditions correspond best to our condition CF4.6 and 200 pps,
where we found a lower JND of 57 �s. Considering an in-
formation integration across frequencies, the larger band-
width of our bandpass-filtered pulse trains provides a poten-
tial explanation for the performance differences.
Additionally, our bandpass-filtered click trains, after passing
the auditory filters, provide sharper envelopes than SAM or
transposed tones. These aspects may explain why bandpass-
filtered pulse trains show a higher sensitivity to ITD than
transposed tones at the similar rate.

For bandpass-filtered pulse trains at CF4.6 and 200 pps,
Laback et al. �2007� found a performance, which roughly
corresponds to a JND10 of 200 �s. This JND is much higher
than ours. However, they used four-pulse stimuli, which re-
sults in a stimulus duration of 20 ms. The temporal integra-
tion effect of the ITD information for our much longer
stimuli is the most likely reason for such a large difference.
This is supported by findings of Hafter and Dye �1983�, who
showed that for 200 pps, appending more pulses to a short
stimulus improves ITD sensitivity.

B. Effect of the CF

Our results show a significant decrease in ongoing enve-
lope ITD sensitivity as the CF increases. In the following, we
try to estimate the size of the sensitivity decrease. The aver-
age decrease in Pc scores averaged over subjects, rate, and
ITD is 3% when changing from CF4.6 to CF9.2. This differ-
ence increases to 10%, when only data for the ITD of 200 �s
are considered. However, in both cases, the data contain con-
ditions with rates near the rate limit, which may confound
this estimation. Thus, we consider a lower rate, for which
there is no evidence for a strong rate limitation due to audi-
tory filtering, namely, a rate of 200 pps. For this particular
rate, Pc scores averaged over subjects and ITD show a sig-

nificant decrease by approximately 3% when CF is increased
from CF4.6 to CF9.2. For 200 pps and ITD of 200 �s, for
which the condition matrix is well-populated, analysis of the
data revealed a non-significant effect of CF. Further, for
200 pps, the estimation of JNDs also shows approximately
constant sensitivity for all CFs, with an average JND of
about 59 �s. Thus, even though the quantitative comparison
of the sensitivity between different CFs depends on the way
of analyzing the data, the decrease in ITD sensitivity for
increasing CF appears to be small.

Both the statistical analysis and JNDs show results
which are contrary to the outcome of Bernstein and Trahiotis
�2002�. They found a considerable decrease in ITD sensitiv-
ity as CF increased for transposed tones; for the modulation
rate of 128 Hz, the JNDs increased from 79 to 170 �s when
CF was increased from 4 to 10 kHz. Their results for 128-Hz
SAM tones showed an even larger effect of CF: the JNDs
increased from approximately 150 �s �for 4 kHz� to 350 �s
�for 10 kHz�. Bernstein and Triahiotis �2002� concluded that
the decrease in performance with increasing CF may result
from a frequency dependence of central binaural mecha-
nisms which process ITD.

However, the larger CF effect for SAM and transposed
tones can also be explained by comparing the envelopes of
the auditory filter response to stimuli with the same rate: by
increasing the CF, the envelope of SAM or transposed tone
response has only a slight increase in the envelope sharpness
because of the constant bandwidth. In contrast, for the enve-
lope of our bandpass-filtered click train response, the relative
increase in sharpness with increasing CF is even stronger
because the bandwidth was increased too. This probably
leads to a more compact period histogram of neural dis-
charges �i.e., more neural synchrony�, which may contribute
to the higher ITD sensitivity. Actually, our stimuli were de-
signed to yield a constant stimulation range on the basilar
membrane. By doing this we hoped to stimulate approxi-
mately constant amounts of neurons for different CFs. Our
results indicate that stimuli with such a bandwidth almost
compensate for the CF effect observed with SAM and trans-
posed tones. Nevertheless, this is not necessarily at odds with
Bernstein and Trahiotis’ �2002� conjecture of a frequency
dependency in central processing stages. It still may be the
case that the sharper envelopes associated with a roughly
constant ERB-rate of our stimuli simply compensate for the
hypothesized sensitivity decrease in higher ITD processing
stages. It is also worth mentioning that the slightly better
ITD sensitivity at CF4.6 may be just because the subjects
were trained exactly at this CF.

In electric hearing, the place �electrode� has no system-
atic effect on the width of excitation patterns �Cohen et al.,
2003� and therefore, a constant stimulation range is assumed
along the tonotopy. With respect to ITD sensitivity, van Hoe-
sel et al. �2002� tested in one CI listener at two different
tonotopic places and they did not find any difference in
JNDs. However, Litovsky et al. �2005� showed an effect of
place on ITD sensitivity in electric stimulation, although it
was not consistent across all subjects and the most plausible
explanation may be the place-dependent survival of neurons
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�dead regions�. Hence, the frequency dependencies in higher
processing stages postulated for acoustic hearing could not
be shown yet in electric hearing.

Carlyon and Deeks �2002� tested the detectability of dy-
namic ITDs using bandpass-filtered pulse trains at different
CFs. Two of their CFs correspond to our CF4.6 and CF9.2
and for these CFs, they used exactly the same bandwidths as
we did. They tested with a 300-Hz alternating phase com-
plex, which corresponds to our pulse rate of 600 pps. From
the point of view of the monaural stimulus configuration, this
is the best-comparable study. However, Carlyon and Deeks
�2002� tested a different task: at one ear, they presented sig-
nals with a fixed rate and, at the contralateral ear, they pre-
sented signals with a fixed but different rate. In such a stimu-
lus, the rate difference creates a dynamic ITD, which
periodically bounces between the positive and the negative
IPI. In that study, the duration and the rate differences were
fixed in such a way that the ITD varied from 0 to at least
413 �s �in terms of increase and decrease� depending on the
rate difference. This yields a kind of moving, blurred, or
diffuse binaural image, depending on the bouncing rate rela-
tive to the limit of binaural sluggishness �Blauert, 1972�. In
particular, such detection of dynamic ITD corresponds to an
incoherence detection task, for which the performance is
found to be based on the size of interaural fluctuations
�Goupell and Hartmann, 2006�. An interesting aspect of Car-
lyon and Deeks �2002� with respect to our study is that they
used exactly the same bandwidth as we do, but they obtained
a higher performance then we did. For CF4.6, in their study,
all four subjects showed sensitivity to ITD �d��1�, while in
our study for 588 pps, all subjects performed primarily at
chance. For CF9.2, in their study, one of three subjects still
showed sensitivity to ITD, whereas, in our study, for
588 pps, none of the five subjects performed consistently
above the chance. However, their better ITD sensitivity may
result from the fact that in general, listeners are extremely
sensitive to changes from coherent signals to slightly-
incoherent signals �Gabriel and Colburn, 1981�, which may
have been the main cue in their task. Nevertheless, their out-
come validates our finding of a high ITD sensitivity even at
CFs as high as 9.6 kHz and supports our further findings
about auditory filtering �see Sec. IV D�.

C. Effect of the pulse rate

The results show a strong effect of pulse rate. The me-
dian rate limit, which is the highest rate yielding a valid
JND, is 500 pps. For transposed tones, Bernstein and Trahi-
otis �2002� found a rate limit of 256 Hz at 4 kHz, which
decreased to 128 Hz at 10 kHz. The lower rate limit at
10 kHz may result from floor effects in the performance be-
cause their JNDs for 10 kHz were generally higher than the
JNDs for lower CFs even at the lowest rate �32 Hz�. For
CF4.6, Laback et al. �2007� found a limit of 200 pps, which
is, again, lower than ours. This is probably an effect of over-
all lower performance resulting from using much shorter
stimuli. Majdak et al. �2006� tested NH subjects for pulse
rates of 400, 600, 800, and 938 pps using stimuli of 300 ms
duration, which is the same as in our study. From their Fig. 7,

JNDs can be estimated by applying a 70%-threshold to their
Pc-data. This way, the JND can be determinated for the rate
of 400 pps only. For the next higher rate tested, 600 pps, the
JND is not determinable. Thus, their rate limit is higher than
400 pps and lower than 600 pps, which is in agreement with
the results of the present study.

In CI listeners, according to Majdak et al. �2006�, the
rate limitation varied between 100 and 800 pps, depending
on the subject. Laback et al. �2007� found similar rate limits
in CI listeners, again varying between 100 and 800 pps
across the subjects. In van Hoesel and Tyler �2003� and van
Hoesel �2007�, ITD sensitivity of eight CI listeners in total
was tested under several conditions. Their rate limit ranges
from 100 to 600 pps.

Generally, it appears that CI listeners show sometimes a
lower and sometimes a higher rate limit than NH listeners.
However, both van Hoesel �2007� and we found individual
rate limits, which are equal or higher than those in NH lis-
teners. It appears that the average rate limit �over the subject
group tested� is similar for both groups, with the difference
that the CI listeners’ data show much higher variability. The
origin for the strong subject dependence found in the CI-
studies is still unclear. However, the existence of CI listeners
who show higher rate limits than NH listeners indicates that
the lower rate limit found in other CI listeners is not a gen-
eral property of electric stimulation. On the contrary, the
sometimes higher rate limits in CI listeners suggest the exis-
tence of different limiting mechanisms in the two listener
groups, for example, a lower degree of phase locking in
acoustic hearing �Abbas, 1993�.

D. Rate limit: Effect of auditory filtering?

Let us return now to the main question posited in this
study: does auditory filtering affect the rate limit in ITD per-
ception? Considering CF as the only parameter, an increase
in ITD sensitivity with increasing CF would argue for an
effect of auditory filtering. However, this can be overshad-
owed by the effects of changing bandwidths, changing abso-
lute thresholds, or even differences in neural processing
when CF of the stimulus changes. Thus, a decreasing perfor-
mance with increasing CF does not rule out a possible effect
of auditory filtering. The impact of auditory filtering can be
revealed by also varying the pulse rate: with increasing pulse
rate, auditory filtering smears the timing information more
and more and reduces the envelope sharpness. Thus, if audi-
tory filtering is responsible for the rate limit, this limit should
increase with CF. In the statistical analysis of our data, a
significant interaction between pulse rate and CF would sup-
port such an effect. In fact, two different statistical analyses
showed no such interaction �p�0.415� between pulse rate
and CF, suggesting no effect of auditory filtering. Thus, our
data provide no evidence that the choice of the CF affects the
rate limit in ITD perception.

This conclusion is in agreement with the study of Car-
lyon and Deeks �2002�, who compared rate discrimination
between monaural and binaural conditions at the rate corre-
sponding to our 600 pps �see Sec. IV B.�. They concluded
that, even for such a high rate, there is sufficient temporal
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information in the auditory periphery, which can be used by
the binaural system. This implies that auditory filtering is not
the rate limiting factor in ITD perception.

However, such a general conclusion is limited by the
methods we used. It could still be the case that the power of
our statistics was too small to reveal an effect. The across-
channel integration may have concealed some differences in
performance, preventing us from finding an effect. We tested
only five subjects, thus, there is a chance that auditory filter-
ing affects the rate limit in a subpopulation which was not
tested in this study. Furthermore, a possible CF dependency
in the more central processing stages of the brain may com-
pensate for the effect we are looking for.

An alternative explanation for the rate limit could be a
consequence of a limitation in higher stages of auditory pro-
cessing. It may be explained by neural effects in terms of a
binaural adaptation mechanism, which seems to affect ITD
sensitivity at higher pulse rates when periodic pulse trains
are used �Hafter and Dye, 1983�. This topic still requires
more investigation. For example, as shown in Laback and
Majdak �2008� for CI listeners and in Goupell et al. �2008�
for NH listeners, the temporal structure of stimuli plays an
important role in the rate limitation mechanism in ITD per-
ception at higher rates.

Finally, one of our aims was to validate the comparisons
between the electric and acoustic rate limits in Majdak et al.
�2006� and Laback et al. �2007�. Based on our results, we
conclude that those comparisons were not affected by the
particular choice of the CF in the acoustic CI simulation.

V. SUMMARY AND CONCLUSIONS

This study investigated the effects of rate and center
frequency on ongoing envelope ITD sensitivity. With in-
creasing center frequency, the bandwidth of our stimuli was
co-varied, aiming at an almost constant stimulation range on
the basilar membrane. The results show a decrease in sensi-
tivity when the CF is increased from 4.6 to 9.2 kHz. Com-
pared to studies with a constant bandwidth, our stimuli
yielded a relatively small effect of CF on ITD sensitivity.
Further, ITD sensitivity decreased with increasing rate,
showing a median limit at 500 pps. No interaction between
the effects of rate and CF could be found. This suggests that
the rate limitation is not caused by the ringing of auditory
filters. Thus, there is no indication that the comparison of
rate limits between electric stimulation and acoustic CI simu-
lation is affected by auditory filtering. It is conjectured that
in both acoustic and electric hearing, different mechanisms
such as phase locking or some higher stages in the binaural
processing are responsible for the upper rate limit in ITD
perception.
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APPENDIX

In some cases, mostly for the higher pulse rates, the
psychometric functions did not reach 70% for all tested ITD
values and the JNDs could not be determined. This appendix
shows the problem of including conditions with ND JNDs in
an RM ANOVA.

The RM ANOVA is usually performed on all data. How-
ever, conditions with ND JNDs cannot be included in the
analysis. In the ANOVA model, those conditions are treated
as “no information given,” leading to a condition matrix not
of full rank. This results in a lower test power of the
ANOVA. To compensate for this problem, the ND JND con-
ditions can be replaced by a hypothetical JND value, forcing
the ANOVA to treat these conditions as if they were mea-
sured, even though no sensitivity was found. Thus, the ND
JND replacement should be of a sufficiently high magnitude.

We analyzed the JND data using the RM ANOVA under
different conditions. The different conditions correspond to
the results presented in Table II. In the first ANOVA we
excluded the ND JND conditions, taking into account having
a condition matrix not of full rank �condition excluded in
Table II�. In the following ANOVAs, we included the ND
JND conditions and each ANOVA was performed with a dif-
ferent ND JND replacement. In the second ANOVA, the ND
JNDs were set to 630 �s �condition 630 �s�, which corre-
sponds to the natural ITD for lateral sounds for an average
subject �Blauert, 1997�. In the third ANOVA, the ND JNDs
were set to 1

4 IPI �condition 1
4 IPI�, assuming that this yields

maximal sensitivity for the ongoing ITD cue �Majdak et al.,
2006�. In the fourth ANOVA, the ND JNDs were set to the
highest JND derived for each subject and CF �condition max
�JND��. These values ranged from 125 to 585 �s. In the fifth
and last ANOVA, the ND JNDs were set to 10 ms �an ap-
proximation of infinity, which could not be used due to tech-
nical limitations�. This was the condition 10 ms. All ANOVA
results are presented in Table II. The effect of CF is just
significant and not significant �0.0373� p�0.2327�, depend-
ing on the choice for the ND JND replacement. The main
effect of the pulse rate is always significant �p�0.0001� and
the interaction between CF and pulse rate is not significant
for all analyses �p�0.2776�. The comparison of different
ND JND replacements clearly shows that inclusion of the
ND JND conditions in the ANOVA is problematic and the

TABLE II. Results from separate ANOVAs applying different assumptions
for ND JND replacements. Significant effects �p�0.05� are shown in bold.
“ND JND” describes the replacement for a non-determinable JND �see Ap-
pendix�.

ND JND
p

�CF�
p

�pulse rate�
p

�CF�pulse rate�

Excluded 0.0859 �0.0001 0.9826
630 �s 0.0414 �0.0001 0.5045

1
4 IPI 0.0373 �0.0001 0.8050

max�JND� 0.0545 �0.0001 0.9722
10 ms 0.2327 �0.0001 0.2776
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results depend strongly on the choice of the ND JND re-
placement.

A straight forward solution is to exclude ND JND con-
ditions from the analysis. However, this leads to a low test
power for at least two reasons. First, for the higher pulse
rates, only a small amount of data is available for all sub-
jects. Unfortunately, this is the range of pulse rates where we
expect an effect of CF and which needs to be well repre-
sented by the data. Second, at lower pulse rates, although the
data are available for all subjects, the test power of the
ANOVA is reduced using the concept of the JND. Perform-
ing the ANOVA on JNDs implies comparing only one
sample of data per condition and subject. This reduces the
test power compared to the analysis based on Pc scores: they
are represented by three to five samples per condition and
subject.

Furthermore, the concept of the sigmoidal psychometric
function is questionable in our study. This model requires a
stimulus variable which, under certain conditions, can al-
ways be detected �a small observer lapse is allowed; Wich-
mann and Hill, 2001b�. Said another way, the function range
should be between 50% and 100% in our discrimination task.
This is not always the case: performance in the ND JND
conditions never reached 70%. Furthermore, for conditions
with determinable JNDs, it cannot be ensured that increasing
ITD would lead to Pc=100% �e.g., NH8, CF4.6, 588 pps�.
For example, Majdak et al. �2006� showed more general re-
sults for ongoing ITD, which were above 70%-threshold but
never reached 100% �their Fig. 7, left upper panel�. These
results show that sigmoidal psychometric functions are not
an appropriate model for the statistical analysis of such an
effect. Thus, given the absence of an adequate model for our
ITD data, only the statistical analyses of the Pc data are
appropriate. Nevertheless, the estimated JNDs remain impor-
tant to facilitate the interpretation of the results and for a
comparison to the literature.

1Besides the rate, various other aspects of the temporal envelope may be
important for envelope ITD perception, namely, modulation depth, duty-
cycle, and slope steepness. We use the term “sharpness” to refer to all
these aspects.

2The required condition is between stimulus levels near thresholds with
modulation frequencies below 250 Hz and low spontaneous discharge
rate.

3The five CI listeners from both studies showed rate limits of 100, 100,
400, 800, and 800 pps, respectively.

4The actual values for the ITDs were integer multiples of the sampling
interval of 10.4 �s. Thus, the lowest ITD value tested was 20.8 �s, and
the highest ITD value tested was 395.8 �s.

5Notice that, according to Moore and Glasberg �1983�, the formula for
ERB-rate calculation is based on data collected up to 6.5 kHz only.

6More recent study �Wiegrebe and Patterson, 1999� suggests that the level
of quadratic distortion products may be higher than the levels of combi-
nation tones as suggested by Goldstein �1967�.

7For one subject, NH9, only three ITDs were tested.
8Three exceptions are given for NH9: �1� for 541 pps, he was tested at
CF4.6 only because his performance was at chance already for 500 pps at
higher CFs; �2� for 400 pps, we have data for CF4.6 and CF6.5 only; and
�3� for 450 pps, we have data for CF6.5 and CF9.2 only.

9Using PSIGNIFIT version 2.5.41 �see http://bootstrap-software.org/
psignifit/�, a software package for fitting psychometric functions to psy-
chophysical data �Wichmann and Hill, 2001b�.

10They calculated 65%-JNDs, while we calculated 70%-JNDs.
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In a free-field pointing task, listeners localized trains of 4–32 spatially distributed Gabor clicks
�narrowband impulses� centered at 4-kHz carrier frequency and repeating at an interval of 5 ms.
Multiple regression coefficients estimated the perceptual “weight” applied to each click in a train
during location judgments. Temporal weighting functions obtained in this way exhibited two key
features: onset dominance, as evidenced by high weight on the initial click, and “upweighting” of
late-arriving sound, as evidenced by weights that gradually increased over the duration of each
click-train. Across all tested click-train durations, and despite randomly varying the durations from
trial to trial, the greatest post-onset weights were consistently found for clicks at or near the offset.
The results imply a special importance of late-arriving sound rather than feedforward recovery from
onset dominance, and are broadly consistent with recency effects resulting from temporal
integration. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3124776�

PACS number�s�: 43.66.Qp, 43.66.Pn, 43.66.Mk �RLF� Pages: 3914–3924

I. INTRODUCTION

According to Rayleigh’s duplex theory �Strutt, 1907�,
azimuthal localization of high-frequency ���2-kHz� sound
relies primarily on interaural level differences �ILDs�; sensi-
tivity to interaural time difference �ITD� is reduced at these
frequencies, due in part to ambiguous correspondences of
tone phase at the two ears. For modulated high-frequency
sounds, however, localization may utilize ITD carried by
temporal envelopes �“envelope ITD”�. Over the past several
decades, numerous studies have investigated important ques-
tions such as whether sensitivity to envelope ITD is similar
or inferior to fine-structure ITD at low frequencies and over
what range of modulation frequencies envelope-ITD sensi-
tivity is evidenced �see, e.g., Henning, 1974; McFadden and
Pasanen, 1975, 1976; Nuetzel and Hafter, 1976�. Two rela-
tively recent findings are of special interest. First, envelope-
ITD sensitivity at high frequency can be similar to fine-
structure ITD at low frequency, at least for sounds with
temporally interrupted modulators, such as trains of filtered
impulses �Hafter and Dye, 1983; Hafter and Buell, 1990� or
“transposed tones” �van de Par and Kohlrausch, 1997�. Sec-
ond, psychophysical and physiological sensitivity to ongoing
envelope ITD in high-frequency sounds is significantly im-
paired at modulation rates above 150–200 Hz. At these
rates, discrimination of ongoing envelope-ITD information
becomes difficult or impossible in the absence of onset ITD
�e.g., when the stimulus is slowly gated on at both ears;
Bernstein and Trahiotis, 2002�. When onset cues are avail-
able, this rate-limitation manifests as increased reliance on

onset ITD and diminished influence of ongoing ITD �Hafter
and Dye, 1983; Saberi, 1996�. The affected modulation rates
and other characteristics of this onset dominance �cf. Frey-
man et al., 1997� call to mind a range of closely related
binaural phenomena including binaural adaptation �Hafter
and Dye, 1983; Hafter, 1997�, the precedence effect �Wallach
et al., 1949�, and the Franssen effect �Franssen, 1962; Hart-
mann and Rakerd, 1989�.

The relative contributions of onset and ongoing enve-
lope ITD have been assessed using a variety of methods
�Tobias and Schubert, 1959; Abel and Kunov, 1983; Buell et
al., 1991; Saberi and Perrott, 1995; Buell et al., 2008�. A
particularly illuminating approach has been to measure the
relative sensitivity of listeners’ localization responses to al-
terations of the spatial cues contained in each temporal por-
tion of the stimulus �e.g., each click in a train of clicks�.
Plotting the relative sensitivity over time gives a temporal
weighting function �TWF� for each stimulus. For example,
Stecker and Hafter �2002� presented trains of filtered clicks
from loudspeakers in the free-field, varying the location ran-
domly from click to click within each presentation. Follow-
ing previous studies that used similar techniques to estimate
spectral and temporal weights in tone detection and discrimi-
nation tasks �Berg, 1989; Richards and Zhu, 1994; Lutfi,
1995; Sadralodabai and Sorkin, 1999�, the authors used mul-
tiple linear regression of listeners’ pointing responses onto
the individual click locations to estimate TWFs for click-
trains varying in rate. Consistent with previous and subse-
quent reports, the TWFs indicated strong onset dominance
�in the form of increased weight on click 1� for click rates at
or above 200 Hz �interclick intervals �ICIs� �=5 ms�. This
finding was similar for trains of 2 or 16 clicks and agreed
closely with TWFs measured in previous studies of stimuli
varying only in ITD �Shinn-Cunningham et al., 1993, 1995;

a�Author to whom correspondence should be addressed. Electronic mail:
cstecker@u.washington.edu
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Saberi, 1996; Dizon et al., 1998; Stellmack et al., 1999�.
Different from those prior studies was the additional finding
that late portions of the stimulus �clicks at or near the offset�
were weighted more strongly than intermediate portions—
although a similar result was recently reported for virtual-
space localization in the vertical plane �Macpherson and
Wagner, 2008�. This upweighting of late-arriving sound is
intriguing because it suggests that the temporal integration of
auditory spatial information could be sensitive to the nature
of that information, the behavioral requirements of the ex-
perimental task, or both.

Among several candidate explanations for the upweight-
ing of late-arriving sound, the most straightforward is that
upweighting simply reflects recovery from onset dominance.
In the current report, we describe an experiment that tests
this explanation via two closely related hypotheses: a “fixed-
recovery” hypothesis in which the recovery time is fixed to a
specific duration or number of clicks and an “anticipatory-
recovery” hypothesis in which the recovery time adjusts ac-
cording to the stimulus context. That might allow the system
to anticipate stimulus durations when predictable and recover
sensitivity to spatial cues contained in the stimulus offset.
Note that “anticipation” of stimulus durations might require
durations to be highly predictable �e.g., as when the duration
is fixed across blocks of trials� or might instead adjust
quickly in response to local trial-by-trial variation in stimu-
lus duration. In the first case �global predictability� anticipa-
tion should be thwarted �and upweighting reduced� by suffi-
cient randomization of stimulus durations �condition 1 of the
current study�, while in the second case �local predictability�,
recovery would not be completely thwarted by randomiza-
tion but would vary depending on whether stimulus dura-
tions do or do not repeat from trial to trial �condition 2�. The
current study tests these possibilities by measuring TWFs
over a range of stimulus durations that vary from trial to
trial.

II. METHODS

Details of the experimental apparatus, configuration, and
analysis used here were previously described by Stecker and
Hafter �2002�. Additional details regarding the apparatus and
basic temporal-weighting analysis can be found in that paper.

A. Subjects

Four subjects participated in this experiment. One �CS�
was the first author; others were paid subjects naive to the
purpose of the experiments. Three of the subjects were tested
in condition 1 and two in condition 2 �see Secs. II D and
II H, below�. All subjects had normal audiograms �pure-tone
thresholds �10-dB hearing loss �HL�� between 125 and
8000 Hz.

B. Stimuli

Stimuli were trains of narrowband Gabor clicks
�Gaussian-windowed tone bursts� sampled at 50 kHz. Each
click consisted of a 4-kHz cosine multiplied by a Gaussian
temporal envelope with � equal to 212 �s.1 The resulting
spectral envelope was Gaussian with �=750 Hz �half-

maximal bandwidth �1.8 kHz�. Trains of 4, 8, 16, or 32
such clicks were synthesized with a peak-to-peak ICI of
5 ms. This ICI was chosen for its combination of clear up-
weighting and similarly clear �though moderate� onset domi-
nance in the data of Stecker and Hafter �2002�. Stimulus
level, measured from the listener’s position with a continu-
ous train of clicks at 5-ms ICI, was approximately 35-dB
sound pressure level �SPL� �A-weighted, “fast” setting� and
clearly audible for all subjects.

C. Apparatus

Listeners were seated in an anechoic chamber �Eckel
Corp., 8.3�5.4�4.0 m3�, facing an array of 12 ear-height
loudspeakers �Audax model MHD12P25 FSM-SQ� separated
by 5.5° each and spanning 60.5° in listener-centered azimuth.
Loudspeakers were equalized through digital inverse-
filtering �frequency distortion within �1 dB over the range
2–6 kHz�, delay, and attenuation to eliminate spectral and
path-length differences between speakers. Loudspeakers
were obscured visually by an acoustically-transparent white
curtain 42 in. in front of the listener.

D. Stimulus presentation and listeners’ task

On each trial, a location within the loudspeaker array
was selected at random. This location defined the center of a
group of five adjacent loudspeakers spanning 22° azimuth.
�Thus, there were eight unique loudspeaker groups within the
12-loudspeaker array; group centers spanned the central
37.5° of azimuth.� Each of the 4–32 clicks comprising the
click-train stimulus was presented from one loudspeaker in
the group, selected randomly for each click. This random
variation in location across clicks in the train allows the
computation of observer weights for each click.

At the beginning of each trial, subjects faced the loud-
speaker array with head still as a stimulus was presented
from one of the eight potential loudspeaker groups. Next,
subjects directed their gaze �without moving their heads� to
foveate the perceived location. Next, they recorded a local-
ization response by marking the point of gaze with a hand-
directed laser pointer, the orientation of which was recorded
digitally and converted to head-centered coordinates for
analysis. This procedure was employed in order to maintain a
head-centered coordinate system for responses, avoiding
confusion related to mapping from laser-pointer orientation
to sound-source position in three-dimensional space. In the
event that more than one acoustic image was perceived, sub-
jects were instructed to respond to the leftmost image.2 Fol-
lowing each response, subjects returned the laser spot to
“home” position �head-centered elevation �28°, azimuth
0° �17°� to initiate the next trial after a 1-s delay. Each
experimental run consisted of 100 uninterrupted trials. Sub-
jects were allowed to take breaks between runs and com-
pleted between 7 �subject LS� and 16 �all other subjects� runs
per condition.
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E. Temporal weighting analysis

The perceptual weights applied to each click in a train
were estimated using multiple linear regression of listener
response azimuth �R onto the azimuths of individual clicks
�i:

�̂R = �
i=1

N

bi�i + k . �1�

For comparison across subjects and conditions, regression
coefficients bi were normalized to sum to 1 over each stimu-
lus duration

wi =
bi

� j=1
N bj

�2�

with the resulting normalized weights wi indicating each
click’s relative influence on the listener’s response. Indi-
vidual weights thus vary from 0 �indicating no linear rela-
tionship between click location and response� to 1 �indicat-
ing a strong linear relationship�. Plots of wi weights vs click
number comprise the TWFs and indicate how click effective-
ness varies over the stimulus duration. Figures 1 and 3 plot
normalized TWFs for each listener, along with 95% confi-
dence intervals on each normalized weight �Stecker and
Hafter, 2002�. Figure 5 plots across-subject means of these
normalized TWFs.

A reasonable strategy for this task would place equal
weight on each click since all clicks are equally informative
with regard to the stimulus location. For a discrimination
task, such a strategy can be considered optimal because the
effective variance of a location estimate is reduced by equal
averaging across multiple clicks in a train �Saberi, 1996�.
Unequal weighting, in contrast, is sub-optimal because it re-
duces this benefit �effectively averaging over a smaller num-

ber of clicks�. A similar argument for the effectiveness of an
equal-weighting strategy can be made for localization in the
free-field, although “optimality” is not well-defined for this
task.

F. Measures of upweighting

We quantified the degree of upweighting in each TWF in
two different ways. The first approach was based on the av-
erage ratio �AR� originally defined by Saberi �1996� as the
ratio of onset click weight to the average of post-onset click
weights. We chose to use AR over Saberi’s precedence ratio
�ratio of onset weight to sum of remaining weights� because
AR more appropriately facilitates comparison across stimuli
differing in click number. For the purposes of this study, we
redefined AR as the ratio of onset or offset weight to the
mean of intermediate weights �i.e., the mean excluding onset
and offset clicks�:

ARonset =
w1

�i=2
N−1wi/�N − 2�

�3�

or

ARoffset =
wN

�i=2
N−1wi/�N − 2�

. �4�

The second approach we used to quantify upweighting
reflects the apparently gradual increase in weights reported
by Stecker and Hafter �2002�. We used linear regression to fit
straight lines through weights 2–N, separately for each sub-
ject and condition. Residuals were examined for approxi-
mately uniform distribution and did not indicate any clear
nonlinear trends. For plotting, slope values were converted to
rise �slope multiplied by the range of clicks used for fitting�,
an estimate of the difference between offset and click 2 that

0

0.25

0.5
4 Clicks

N
or

m
al

iz
ed

W
ei

gh
t

0
0.1
0.2
0.3

8 Clicks

0
0.1
0.2
0.3

CS

16 Clicks

0
0.1
0.2
0.3

32 Clicks

0

0.25

0.5

0
0.1
0.2
0.3

0
0.1
0.2
0.3

HW

0
0.1
0.2
0.3

0

0.25

0.5

0
0.1
0.2
0.3

0
0.1
0.2
0.3

LS

0
0.1
0.2
0.3

1 4
0

0.25

0.5

1 8

0
0.1
0.2
0.3

1 8 16

0
0.1
0.2
0.3

Click Number

Fixed Durations

1 8 16 24 32

0
0.1
0.2
0.3

FIG. 1. Normalized weights for click-trains. Upper three rows �filled symbols� plot TWFs for individual subjects, with train length N varied from trial to trial
�condition 1�. Bottom row �open symbols� plots comparison data obtained with train length N fixed across trials in a block �adapted from Stecker, 2000;
Stecker and Hafter, 2002�. Columns plot TWFs for trains of 4 �left column�, 8, 16, or 32 �right column� clicks. Error bars indicate 95% confidence intervals
on weight estimates, and gray lines indicate best linear fit to weights of clicks 2–N.
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would occur given a perfectly linear trend �hence, rise under-
estimates nonlinear upweighting confined to clicks near the
stimulus offset�.

G. Null-hypothesis testing

Statistical evaluation of AR and rise employed a para-
metric bootstrap procedure to evaluate the null hypothesis
that AR=1 and rise=0, separately for each combination of
subject and condition. Bootstrap weights were generated for
each click in a train by random sampling from a normal
distribution defined by the original estimate and standard er-
ror for that click weight. AR and rise were computed for each
of 10 000 bootstrapped TWFs comprised of these weights to
generate sampling distributions for each statistic. Sampling
distributions for AR were approximately log normal, and the
significance level of each AR estimate was computed empiri-
cally from the proportion of bootstrapped AR�1. Sampling
distributions for rise were normal. Standard error �e.g., error-
bars in Fig. 2� was computed directly from the distribution
for each rise estimate and significance levels computed from
the proportion of bootstrapped rise�0. Results of signifi-
cance testing are displayed in Figs. 2 and 4 for each combi-
nation of subject and condition.

A second level of significance testing compared values
of AR and rise across subjects and conditions. For this, we
used Wilcoxon’s one-sample signed-rank test �MATLAB sta-
tistics toolbox function “signrank”� to evaluate the null hy-
potheses that �1� median AR equals 1 across subjects and
conditions and �2� median rise equals 0. We used the paired-
samples version of the same test to compare ARonset and
ARoffset across subjects and conditions.

H. Train-length manipulation

The length of each click-train was selected randomly on
each trial. In condition 1, train length was selected randomly
to be 4, 8, 16, or 32 clicks in order to test the hypotheses that
�1� weight increases occur after a fixed number of clicks �the
“fixed recovery” hypothesis� or �2� weight increases occur at
different latency based on “anticipation” of a predictable
train offset �the “global anticipatory recovery” hypothesis�.
In condition 2, train length was constrained to be either 8 or
16 clicks to increase the likelihood of train-length repeats on
successive trials so that weighting functions could be reliably
computed for both repeated and non-repeated train lengths.
This condition tests a “local” anticipatory-recovery hypoth-
esis, in which weight increase occurs at a time matching the
duration of the immediately previous trial. Subjects CS, HW,
and LS were tested in condition 1, and subjects HW and TL
were tested in condition 2.

III. RESULTS

A. Localization accuracy and reliability

The accuracy and reliability of listeners’ localization re-
sponses were quantified using the multiple regression model
responsible for temporal weight estimation �Eq. �1��. For the
current study, this approach offers two key advantages over a
more traditional approach in measuring listener performance.
First, due to the randomization of individual click locations
and the unequal temporal weighting applied to click-trains, it
was not possible to compute a “correct” location for each
trial outside the context of the regression model. Second, the
reliability of localization responses could be computed from
the proportion of variance explained by the model �R2�, thus
taking into account the effects of individual and condition-
specific differences in localization gain, bias, and temporal
weighting.

Reliability. R2 ranged from 0.81 to 0.96, with a mean of
0.89 and standard deviation of 0.04, across subjects and con-
ditions, indicating good reliability of localization responses
for all subjects. Note that the quantity 1−R2 �proportion of
localization variance not explained by the model� estimates
the localization error variance3 as the deviation from ex-
pected response given the full model, thus taking account of
intersubject and interstimulus differences in localization ac-
curacy.

Accuracy. Because the main focus of the study was on
the relative effects of individual click locations on listeners’
responses �i.e., TWFs are not affected by gain or bias of
listener’s responses� and because the task itself was subjec-
tive �in the sense that listeners pointed to perceived locations
without feedback�, absolute accuracy measures are not par-
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FIG. 2. Top: AR, quantifying the relative influence of onset �left-pointing
triangles� and offset �right-pointing triangles� clicks, is plotted for each com-
bination of train-length N �x-axis� and subject tested in condition 1 �filled
symbols�. Comparison data from fixed-duration studies �Stecker, 2000;
Stecker and Hafter, 2002� are plotted with open symbols. The dashed line
represents a ratio of 1 �the value that would obtain for equal sensitivity
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indicate AR significantly greater than 1 at the p�0.05 level based on para-
metric bootstrap testing. Bottom: rise, defined as the expected weight
change �based on a linear fit� from click 2 to click N �offset�, is plotted for
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isks � *� indicate values significantly greater than 0 �p�0.05�.
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ticularly meaningful but are included here. Localization gain
�the ratio of expected response azimuth to stimulus azimuth�
was estimated by the sum of �non-normalized� regression
weights bi over all clicks. Gain ranged from 0.66 to 1.23,
with a mean of 0.98 and standard deviation of 0.15, across
subjects and conditions. Bias, estimated by the constant term
k of the regression equation, ranged from +0.7 to +8.5 �posi-
tive value indicates rightward bias�, with a median of +3.25°
azimuth across subjects and conditions �subject HW exhib-
ited a consistent rightward bias of 6°–8.5° in all conditions;
other subjects’ biases were generally close to +3°�. Gain near
1 and bias near 0 are indicative of accurate �though not nec-
essarily reliable� localization.

B. Temporal weighting functions

Figure 1 plots the TWFs obtained in condition 1 �filled
symbols plot normalized weights for each click, with error
bars indicating 95% confidence intervals�. Although some
individual variability is present, key features of the TWFs—
specifically, the greater weight for clicks at onset and near
offset than for intermediate clicks—appear for most subjects
and train lengths. For example, in all but two cases �subject
LS at 8 and 32 clicks�, the weight applied to click 2 fell
below the 95% confidence interval on weight for click N. In
all but one case �LS, eight clicks�, weights can also be seen
to gradually increase over the post-onset duration of each
click-train, as reported by Stecker and Hafter �2002� for 16-
click-trains. TWFs from that study, along with data for 4-, 8-,
and 32-click-trains �adapted from Stecker, 2000� are plotted
for comparison in the bottom row of Fig. 1 �open symbols�.
Those studies measured TWFs for click-train durations that
remained fixed across blocks of trials and used a slightly
different loudspeaker arrangement, but were otherwise simi-
lar to the current study and tested five subjects that included
those of the current study. Note that only data for 5-ms ICI
are included in the figure. Again, key features of the TWFs
�onset dominance and upweighting� appear similar across
train lengths and regardless of train-length randomization.

Values of the AR for each subject and condition are
plotted in Fig. 2 �top panel�. AR values varied somewhat
across subjects and train length N, but were consistently and
significantly greater than 1 for both onset �Wilcoxon one-
sample signed-rank test, T=4, p�0.005� and offset �T=0,
p�0.0005� clicks, indicating greater influence of these
clicks than intermediate clicks. Furthermore, AR of the offset
click was slightly but significantly greater than that of the
onset click �T=11, p�0.05�. That difference suggests that
the magnitude of upweighting is not limited to the magnitude
of onset dominance, as would be expected if upweighting
were simply recovery from onset dominance.4

The lower panel in Fig. 2 plots the rise in weights from
click 2 to click N for each combination of train duration and
subject, as measured by the slope of best-fitting linear func-
tion. Overall, the rise was significantly positive, �T=0, p
�0.0005�, similar between subjects, and declined slightly
with increasing train length N. The two measures of up-
weighting �AR and rise� are complementary in that AR is
especially sensitive to sharp weight increases near the end of

the sound, whereas rise better characterizes gradual weight
increases. Both features are present in the data �note in Fig.
1, for example, the tendency for offset clicks to receive
weight in excess of the linear trend�, however, and the two
measures agree. The measures varied slightly, and in oppo-
site ways, with increasing N, suggesting relatively more
abrupt weight increase at offset �vs gradual increase� for
longer trains. Overall, weights were consistently greater for
clicks presented during later portions than middle portions of
the train.

Figure 3 plots TWFs obtained in condition 2; consistent
with the findings of condition 1, these exhibited both onset
dominance and upweighting of later clicks. TWFs for
repeated-length trials �filled symbols� were not significantly
different from TWFs for non-repeated trials �open symbols�,
indicating little if any effect of the local stimulus context on
the form of temporal weighting. That result is corroborated
by AR values exceeding 1 and rise values exceeding 0 in Fig.
4. Values were similar overall to those measured in condition
1 for both repeated and non-repeated trials. Estimates of rise
did not differ significantly between repeated and non-
repeated train lengths based on permutation bootstrap testing
�8 clicks: p�0.11, 16 clicks: p�0.42�.

IV. DISCUSSION

A. Prior studies indicating recovery from onset
dominance

The upweighting effect described in this paper demon-
strates one way in which spatial cues contained in the later,
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ongoing, portions of a stimulus contribute to sound localiza-
tion judgments. The role of such ongoing cues has been in-
vestigated in several past studies. Tobias and Schubert
�1959�, for example, studied the duration of ongoing sound
necessary to counteract transient cues present at sound onset
and offset. Based on their results, Tobias and Schubert
�1959� argued that ongoing cues completely dominate the
localization of broadband sounds longer than 100 ms in du-
ration; for shorter stimuli, transient and ongoing cues trade.
Because the transient cues employed in that study included
both onset and offset cues in agreement with each other, the
results actually demonstrated a dominance of intermediate
over onset and offset cues—contrary to the current results—
with long-duration stimuli. The consequent prediction that
both onset dominance and upweighting should be eliminated
for stimuli over 100 ms in duration is not strongly supported
by the current results5 �Fig. 2�, although casual inspection of
TWFs plotted in Fig. 1 might suggest somewhat flatter func-
tions for longer stimuli.

Freyman et al. �1997� investigated the apparent discrep-
ancy between results like those of Tobias and Schubert
�1959� and other studies that demonstrated strong onset
dominance �e.g., Kunov and Abel, 1981; Saberi and Perrott,
1995�. Based on their results, Freyman et al. �1997� argued
that onset dominance arises in cases where stimulus period-
icity or spectral sparseness renders ongoing cues ambiguous.
Note that the high-rate Gabor click-trains used in the current
study contain both types of “ambiguous” features and dem-
onstrate strong onset dominance, consistent with the results
of Freyman et al. �1997�. This likely explains the discrep-
ancy between current results and the ongoing-cue dominance
reported by Tobias and Schubert �1959�.

Zurek �1980� asked listeners to discriminate the lateral
positions of pairs of noise bursts and found binaural dis-
crimination to be impaired during a period 2–5 ms follow-
ing the initial stimulus onset. He suggested that sensitivity to
binaural information is transiently reduced following onset
and recovers over the subsequent 10 ms. In one experiment,
Zurek �1980� inserted a brief �5-ms� dichotic noise “probe”
into a longer �50-ms� diotic noise burst �thus introducing a
leading and a trailing diotic “fringe”�. Discrimination perfor-
mance was strongly affected by the temporal position of the
probe within the background: best near the background onset
or offset and worst approximately 2–5-ms post-onset. Dis-
crimination performance improved monotonically with delay
beyond this value, reaching near-normal levels only close to
the offset of the background noise, somewhat similar to the
TWFs measured in the current study. Akeroyd and Bernstein
�2001� extended this finding by repeating Zurek’s �1980� ex-
periment with added conditions that omitted either the lead-
ing or trailing fringe. Consistent with the results of Zurek
�1980� and those of the current experiment, they found great-
est sensitivity �lowest thresholds� when the probe occurred
near the onset or offset of the background noise burst �e.g.,
when either the leading or trailing burst was omitted�.

B. Evaluation of recovery hypotheses

The results of Zurek �1980� provide one candidate ex-
planation for the upweighting effect considered in the current
study: that upweighting reflects recovery from the temporary
effects of onset dominance. Here, we consider that explana-
tion with respect to results of the current study. Specifically,
we consider two sets of hypotheses: �1� the fixed recovery
hypothesis, in which recovery takes place over a fixed time
course and �2� the anticipatory recovery hypothesis, in which
recovery takes place over a time course that is adjusted in a
predictive fashion. Two types of anticipatory mechanisms are
considered. The “global” anticipatory hypothesis posits that
recovery time is adjusted to match the expected stimulus
duration when durations are highly predictable �e.g., when
they do not change from trial to trial�, while the “local”
anticipatory hypothesis posits more rapid adjustment of re-
covery time on a trial-by-trial basis.

Following Zurek �1980�, the fixed recovery hypothesis
assumes that the post-onset reduction in weights �i.e., onset
dominance� reflects a temporary insensitivity to binaural in-
formation and that the binaural system recovers sensitivity
given sufficient time. The recovery time might reflect the
time constant of post-onset inhibition �Zurek, 1980; Linde-
mann, 1986� or to increasing likelihood of “restarting” the
binaural adaptation mechanism �Hafter and Buell, 1990�.
Previously, Stecker and Hafter �2002� reported recovery of
weights to occur near the offsets of 16-click-trains across a
range of ICI from 3 to 8 ms and thus a range of train dura-
tions spanning 47–122 ms �Stecker and Hafter, 2002�. That
result supports the view that recovery time should be ex-
pressed in number of clicks �16� rather than elapsed time.6

The fixed-recovery hypothesis predicts recovery to take
place at the same point in each train, regardless of train
length. Thus, recovery is expected to occur near the midpoint
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of 32-click-trains, but remain incomplete for trains of fewer
than 16 clicks. The TWFs plotted in Fig. 1 are not consistent
with this prediction, as recovery appears consistently near
the offset of each tested click-train, regardless of length. A
corollary prediction of the fixed-recovery hypothesis is that
upweighting should be significantly reduced or eliminated
for shorter-duration trains, a prediction that is not supported
by either of the summary statistics plotted in Fig. 2.

As an alternative to the fixed-recovery hypothesis, we
next consider the anticipatory recovery hypothesis. By this
account, upweighting reflects recovery from onset domi-
nance with an adjustable—rather than fixed—recovery time.
For example, since echoes act to prolong the proximal stimu-
lus in a room-specific manner, such adjustment could be a
means to optimize the temporal extent of onset dominance
�echo suppression�. Indeed, this trial-to-trial adaptation
would be reminiscent of the “buildup” of precedence effects
with repeated stimulation �Clifton and Freyman, 1989�. The
anticipatory-recovery hypothesis predicts recovery to occur
at or near the end of each click-train if the duration is pre-
dictable from the context of recent stimuli. TWFs measured
with duration fixed across blocks of trials �Stecker, 2000;
Stecker and Hafter, 2002, lower panels of Fig. 1� appear
consistent with that prediction. In the current study, we re-
duced predictability by randomizing train durations in con-
dition 1 but noted a similar pattern of recovery near the end
of each stimulus regardless of duration. Thus, upweighting
does not appear to require predictable train lengths, contrary
to the prediction of the anticipatory-recovery hypothesis.

While the results obtained in condition 1 argue against
an anticipatory recovery mechanism requiring blocks of
fixed train durations �a global anticipatory hypothesis�, a re-
maining possibility is for the recovery time to be adjusted on
a more rapid, trial-by-trial, basis �a local anticipatory hypoth-
esis�. In that case, stimulus durations are predictable when
they match the duration of the immediately previous trial
�“repeated trials”�. TWFs for repeated trials are thus pre-
dicted to show recovery near the stimulus offset �as for fixed
durations�, while TWFs for non-repeated trials should expe-
rience recovery at some other time �e.g., reduced recovery if
the previous trial was longer in duration, or premature recov-
ery if the previous trial was shorter�. In condition 1, repeated
trials accounted for 25% of trials, so one might expect some
effect of local predictability on TWFs. Casual examination of
Fig. 1 suggests that some TWFs exhibited slight weight in-
creases near clicks 4, 8, and 16 in trains of other lengths,
possibly consistent with the local hypothesis. Condition 2
separately tested this possibility, however, and found no sig-
nificant differences between TWFs measured with repeated
and non-repeated trials. Thus, despite the suggestive features
of condition-1 TWFs, the results are not consistent with ei-
ther local or global anticipatory recovery.

Overall, TWFs measured in this study showed increased
weights near the end of each click-train stimulus, consistent
with the observations of Stecker and Hafter �2002�. This pat-
tern was observed consistently regardless of click-train dura-
tion and despite randomization to reduce the predictability of
stimulus duration. These results therefore strongly suggest
that upweighting does not reflect a feedforward recovery

from onset dominance with either a fixed or anticipatory re-
covery time. Rather, the weight increases reflect a specific
contribution of late-arriving sound, possibly independent of
onset dominance. In other words, sound localization reflects
a post hoc combination of multiple cues �Saberi, 1996� rather
than a strictly feedforward accumulation of spatial informa-
tion.

C. Prior studies that failed to show upweighting

In addition to the current study, a number of other recent
studies have also measured TWFs for auditory spatial cues.
Although these studies have generally been in agreement
with respect to evidence for onset dominance, upweighting
has not been consistently reported. Notably, two studies �Sa-
beri, 1996; Dizon et al., 1998� measured TWFs for ITD us-
ing headphone presentation, finding strong evidence for on-
set dominance at fast rates, but no suggestion of
upweighting. In contrast, the current study, Stecker and
Hafter �2002�, and a recent study of TWFs for stimuli vary-
ing in median-plane elevation �Macpherson and Wagner,
2008� all reported upweighting of late-arriving sound. What
similarities and differences among these studies might ac-
count for the differences in findings?

Difference 1: The types of spatial cues presented.
Among the most obvious differences are the spatial cues
available to listeners in each study. Stecker and Hafter �2002�
presented stimuli in the free-field and Macpherson and Wag-
ner �2008� used virtual acoustic space �VAS� recordings
based on the acoustic effects of listeners’ own ears in the
free-field; the studies of Saberi �1996� and Dizon et al.
�1998� employed headphone presentation, with spatial cues
limited to ITD only.7 Free-field and VAS stimuli possess cues
related to ILDs and direction-dependent spectral cues gener-
ated by the acoustic effects of the head and outer ears, along
with corresponding ITD cues. Varying only ITD, in contrast,
places these cues in conflict with one another �ILD and spec-
tral cues indicate a constant, near-midline azimuth�. The rela-
tive weighting of ITD and ILD cues has been shown to vary
with the listening situation �Rakerd and Hartmann, 1985�,
and ambiguity �as in a cue-conflict situation� may cause lis-
teners to de-emphasize one or the other cue. Two possibili-
ties are suggested by the differences in spatial-cue content.
One possible explanation is that upweighting reflects mainly
sensitivity to late-arriving ILD and/or spectral cues and
somehow does not apply to the temporal integration of ITD.
A second possibility is that conflict between cues reduces
upweighting by rendering late-arriving cues ambiguous or
uninformative �Rakerd and Hartmann, 1985; Freyman et al.,
1997�.8

Difference 2: The nature of tasks involved. Another im-
portant difference among these studies is the type of re-
sponse employed. Dizon et al. �1998�, for example, used an
adjustment technique with acoustic pointer to indicate the
perceived lateral positions of stimuli. In that study, test and
pointer alternated until subjects were satisfied with the match
�a closed-loop procedure in which listeners have multiple
opportunities to compare stimuli and minimize adjustment
error�. Saberi �1996� had subjects discriminate the lateral po-
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sitions of stimuli as left or right of midline. In the current
study �as in Stecker and Hafter, 2002; Stecker, 2000� sub-
jects made a saccadic eye movement following presentation
of a single stimulus �an open-loop procedure with no oppor-
tunity for “fine-tuning” the response over multiple presenta-
tions�. Macpherson and Wagner �2008� had subjects turn
their heads in the direction of the perceived location, also in
open-loop fashion. The tasks employed in the latter two stud-
ies are the most similar; both used orientation �pointing to a
location in space� in an open-loop procedure. The discrimi-
nation procedure used by Saberi �1996� is most clearly dif-
ferent; discrimination does not necessarily require that sub-
jects be able to report a perceived location, and engages a
motor response �button press� that does not require precise
positioning within the spatial reference frame of the stimulus
representation. The case of Dizon et al. �1998� is intermedi-
ate; subjects were asked to precisely judge the spatial loca-
tion of the stimulus, as in the current study, but they did so in
the context of a closed-loop task. The various procedures
have different memory demands that could explain the dif-
ference in upweighting �see Sec. IV D 1�. Alternately, we
might consider the differences in neural mechanisms respon-
sible for generating the specific motor responses in each task
�see Sec. IV D 3�: both of the orienting tasks require a re-
sponse in the same spatial reference frame as the stimulus
location, whereas the adjustment and discrimination tasks re-
quire a more arbitrary mapping from perception to motor
action.

D. Mechanisms that might contribute to upweighting

Although the results clearly suggest a post-hoc analysis
of late-arriving sound, the mechanisms underlying that post-
hoc analysis are not clear. Potentially relevant mechanisms,
addressed below, relate to the integration of recent informa-
tion in sensory memory, the perception of apparent motion,
and/or the generation of motor responses.

1. Recency in sensory memory

One possible explanation for the relative importance of
late-arriving spatial cues may be found in the nature of
memory mechanisms involved in integrating these cues over
time. Well known from memory tasks �such as free recall of
words from a memorized list�, for example, are “recency”
effects, whereby memory for recent items is better than for
prior items �Glanzer and Cunitz, 1966�. Within the domain of
auditory perception, Sadralodabai and Sorkin �1999� noted
clear recency effects in listener weighting of temporal inter-
vals in a tone-pattern discrimination task. Although numer-
ous mechanisms have been considered for recency effects at
long time scales �seconds to minutes�, one view that is espe-
cially amenable to shorter time scales is of recency as a
general consequence of temporal integration. For example, a
leaky integrator combines new information with a decaying
representation of prior information, thus acting as a rudimen-
tary memory that emphasizes the recent over the less-recent.

Similarly, Akeroyd and Bernstein �2001� used temporal
integration to account for the dependence of ITD and ILD
thresholds on varying-length fringes of diotic noise sur-

rounding a dichotic noise burst �Zurek, 1980�. Their model
combines a temporal integrator �a “binaural temporal win-
dow”� with a post-onset weighting function �Houtgast and
Aoki, 1994� to model both onset dominance and
upweighting-like effects in their discrimination data. Be-
cause the temporal window weights prior inputs by a decay-
ing exponential �as in the leaky integrator�, its memory-like
behavior similarly emphasizes recent input, resulting in in-
creased weight �and reduced thresholds� for binaural infor-
mation occurring near the offset of a sound.

In order to quantify the effects of temporal integration
on TWFs, we applied the model of Akeroyd and Bernstein
�2001� to stimuli as tested in condition 1 of the current study.
Details of the model are given in the Appendix. The model
predictions are plotted along with cross-subject average
TWFs in Fig. 5. The parameters were identical to those used
by Akeroyd and Bernstein �2001� to model ITD discrimina-
tion thresholds of broadband noise, but still account reason-
ably well for the narrowband localization-based TWFs of the
current study. Both onset dominance and upweighting are
apparent in the model predictions. The former is a conse-
quence of the model’s post-onset weighting �Eq. �A1��, while
the latter reflects temporal integration �Eqs. �A2� and �A3��.
Intermediate weights are reduced due to “dilution” of binau-
ral information by neighboring clicks; this dilution is re-
duced at stimulus onset and offset when fewer neighbors fall
within the limits of the temporal window. Note that for long
durations �16–32 clicks�, the model TWFs feature constant
weights during the middle of the stimulus and a brief in-
crease near the stimulus offset. The temporal extent of the
increase reflects the time constant of the binaural temporal
window and in this case appears to underestimate the up-
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weighting measured in this study. A longer �i.e., more “slug-
gish;” Grantham and Wightman, 1978� temporal window
might have provided a better fit to the present data. If so, that
result would be consistent with the view that localization
involves relatively slower integrative mechanisms than does
binaural discrimination.

Note that the possibility of recency effects in sound lo-
calization �due to binaural temporal integration or otherwise�
does not speak to the issue of why some studies have re-
ported upweighting �this study, Zurek, 1980; Akeroyd and
Bernstein, 2001; Macpherson and Wagner, 2008�, while
other similar studies have not �Saberi, 1996; Dizon et al.,
1998�. A satisfactory explanation would require addressing
how the use of memory systems differs between these stud-
ies. One possibility is that the time constant of temporal in-
tegration differs between ILD �or spectral cues� and ITD.
Another is that some tasks, such as open-loop orientation,
depend on decaying spatial representations that are not uti-
lized in discrimination or closed-loop tasks �see Sec.
IV D 3�. At this point, however, neither of these possibilities
provides a compelling account of the data, insofar as the
results of Zurek �1980� and Akeroyd and Bernstein �2001�
suggest upweighting for discrimination of both ITD and
ILD, and the current results demonstrate upweighting for lo-
calization in the free-field.

2. Apparent motion

Another possibility is that the dynamic locations of
stimuli resulted in a perception of apparent motion. While
the likelihood of coherent motion of up to 32 clicks is quite
low, saltatory motion �e.g., motion caused by displacement
of the offset relative to the onset, Grantham, 1997� could
produce a sensation of motion in the direction of the dis-
placement. If listeners’ judgments were, in turn, biased in the
direction of motion, we would expect to observe increased
weights at or near the offset of the sound, regardless of du-
ration. These saltatory motion cues thus represent another
way in which post-hoc analysis of spatial information might
produce upweighting. However, the argument for upweight-
ing as a result of apparent motion is a bit circular: if the
perceived location of a stimulus is dominated by the onset
and offset, then motion may be perceived when onset and
offset differ in location. Does the motion enhance the effect
of the offset click, or vice versa? Furthermore, it does not
explain the differences between studies noted above; all of
the referenced TWF studies included dynamic locations that
could have introduced apparent motion, unless the types of
spatial cues strongly determine the salience of saltatory mo-
tion �cf. “binaural sluggishness,” Grantham, 1984 �. Future
experiments that directly manipulate perceived motion may
be necessary to evaluate this possibility.

3. Response generation

Finally, the post-hoc integration of spatial information
suggested by the current results could imply a role for deci-
sion and/or response aspects of the task. That is, the observed
effects might be strongly response-dependent, reflecting non-
auditory �cognitive or motor� processes that are not funda-

mentally involved in the early processing of auditory spatial
cues. Could late-arriving cues somehow bias the response
representation �e.g., a spatial-motor plan� rather than the sen-
sory representation itself? This view is supported by the ap-
parent failure of upweighting in discrimination and closed-
loop adjustment tasks �Saberi, 1996; Dizon et al., 1998�,
where the two representations are not required to share a
common spatial reference frame. Future studies might test
this possibility directly by comparing TWFs for identical
stimuli across response methods such as open-loop orienta-
tion and spatial discrimination.

It is an intriguing possibility that late-arriving cues
might affect some tasks and not others, but this explanation
requires that response-generation �motor-planning� mecha-
nisms gain access to information about multiple spatial cues
�i.e., onset and ongoing cues� prior to integration of spatial
information across cue type. That is, multiple representations
of auditory spatial information �e.g., representations of onset
vs ongoing or ITD vs ILD cues� must be separately main-
tained to relatively high levels within the auditory pathway
�that is, at least to those levels involved in generating motor
responses�. Though difficult to reconcile with a traditional
modular view of sensory and motor processing, this interpre-
tation is, in fact, consistent with recent electroencephalo-
graphic and lesion-based evidence for separate representa-
tions of ITD and ILD within human auditory cortex �Tardif
et al., 2006; Yamada et al., 1996; Schroger, 1996; Ungan et
al., 2001�. The notion that multiple “channels” of spatial
information might be integrated at a very late stage of pro-
cessing is, furthermore, consistent with current views of how
auditory space is represented within auditory cortex. Neuro-
physiological evidence from animal models suggests that au-
ditory spatial codes are distributed across a small number of
broadly tuned sub-populations of cortical neurons �Stecker
and Middlebrooks, 2003� rather than by sharply tuned indi-
vidual neurons. Although their aggregate spatial information
is sufficient to underlie normal behavior, that information
might not be integrated across these sub-populations until the
level of multimodal and/or sensorimotor integration �Stecker
et al., 2005�.

V. SUMMARY AND CONCLUSIONS

The following conclusions can be drawn from the cur-
rent results.

�1� TWFs for free-field localization of 4000-Hz Gabor click-
trains, presented at 5-ms ICI, are characterized by �1�
onset dominance, as evidenced by increased weight on
the first click, and �2� upweighting of late-arriving
sound, evidenced by a gradual increase in weights fol-
lowing the first click and a correspondingly increased
weight on the final click.

�2� Upweighting affects most strongly those clicks nearest
the offset of the train, regardless of stimulus duration,
predictability of duration, or similarity to recent stimuli.

�3� Upweighting of late-arriving sound thus does not reflect
a recovery from onset dominance. Among eliminated hy-
potheses are �1� recovery at a fixed post-onset time, �2�
recovery at a variable post-onset time adjusted to match
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the �predictable� stimulus duration, and �3� recovery at a
variable post-onset time adjusted to the duration of im-
mediately previous stimuli.
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APPENDIX: MODELING DETAILS

The model of Akeroyd and Bernstein �2001� combines a
binaural temporal window of integration with a post-onset
weighting function �Houtgast and Aoki, 1994�.

Model predictions were computed in the following man-
ner.

�1� Post-onset weights x�t� were computed as a function of
post-onset time t of each click in a train, according to the
following post-onset weighting function �Houtgast and
Aoki, 1994�:

x�t� = ae−t/Ta + be−t/Tb + 1. �A1�

Parameters for Eq. �A1� were set to the values used by
Akeroyd and Bernstein �2001� to model ITD discrimina-
tion: a=3.1, Ta=2.8 ms, b=−2.1, and Tb=5.9 ms.

�2� Temporally integrated weights y�t� were computed by
calculating the ratio of each x�t� weight to the sum of x
weights falling within an asymmetric temporal window
	�
� centered on each click time t �Akeroyd and Bern-
stein, 2001�:

y�t� =
x�t�

�x�t + 
�	�
�d

, �A2�

where 
 represents time relative to the peak of the bin-
aural temporal window function 	�
�:

	�
� = � e
/T1, 
 � 0

e−
/T2, 
 � 0,
	 �A3�

and T1 and T2 are time constants that define the re-
sponse of the temporal window to prior and subsequent
clicks, respectively. As for Eq. �A1�, parameters for Eq.
�A3� were set to the values used by Akeroyd and Bern-
stein �2001� to model ITD discrimination: T1=5.2 ms
and T2=7.2 ms.
Model TWFs were computed by normalizing the tempo-

rally integrated weights y so that the set of model weights
sums to 1 across all clicks in a train. In Fig. 5, normalized

model TWFs are plotted along with mean normalized TWFs
measured in condition 1 of the current study.

1We have previously referred to this duration as “nominally 2 ms,” based
on the total envelope duration calculated at an amplitude resolution of
16 bits �Stecker and Hafter, 2002�. Despite the difference in nomenclature,
the stimuli used in the current study are identical to those of the previous
study.

2This instruction was meant to reduce any effects of listener bias when
multiple images were present �for example, by electing to respond to the
early-sounding image�. Consistent pointing to the leftmost image is ex-
pected to flatten TWFs overall when multiple images are perceived rather
than to enhance any particular element of the TWF. Subjects were not told
to expect multiple images, and in this study, no subjects reported consis-
tent appearances of multiple images. In our previous study �Stecker and
Hafter, 2002�, the appearance of multiple images was primarily confined
to conditions of long ICI �14 ms� and were not reported at 5-ms ICI.

3Because 1−R2 also includes variance associated with systematic but non-
linear trends in the responses, it estimates an upper bound �rather than an
unbiased estimate� on the true localization error.

4Note that this result is consistent with the moderate onset dominance ob-
served previously for 5-ms ICI. At shorter ICI, greater onset dominance
�and thus greater AR for onset clicks� would be expected.

5Note, however, the significant differences between stimuli. Tobias and
Schubert �1959� presented broadband noises with amplitude fluctuations
reduced by peak limiting, whereas the current study employed narrowband
stimuli that were amplitude-modulated at a depth of 100%.

6In the current study, ICI was fixed at 5 ms so that duration and click
number are perfectly correlated.

7Saberi �1996� presented 4000-Hz Gabor click-trains—as used in the cur-
rent study—with ICI ranging 1.8–12 ms and asked subjects to discrimi-
nate the left/right position of trains with ITD varying from click to click.
Dizon et al. �1998� presented broadband noise bursts divided into four to
six temporal “slices” of 2–10 ms duration, each with a randomly selected
ITD. Subjects were asked to adjust the ITD of a separate broadband noise
pointer—which alternated with the test stimulus—until the lateral posi-
tions of test and pointer matched.

8On the other hand, the conflicting cue �ILD� might simply impart a center
bias to judgments of the main cue �ITD� in these studies. In that case, the
cue conflict should not have prevented upweighting.
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This paper presents the design and evaluation of a new controller for a multi-finger tactual display
in speech communication. A two-degree-of-freedom controller consisting of a feedback controller
and a prefilter and its application in a consonant contrasting experiment are presented. The feedback
controller provides stable, fast, and robust response of the fingerpad interface and the prefilter
shapes the frequency-response of the closed-loop system to match with the human
detection-threshold function. The controller is subsequently used in a speech communication system
that extracts spectral features from recorded speech signals and presents them as
vibrational-motional waveforms to three digits on a receiver’s left hand. Performance from a
consonantal contrast test suggests that participants are able to identify tactual cues necessary for
discriminating consonants in the initial position of consonant-vowel-consonant �CVC� segments.
The average sensitivity indices for contrasting voicing, place, and manner features are 3.5, 2.7, and
3.4, respectively. The results show that the consonantal features can be successfully transmitted by
utilizing a broad range of the kinesthetic-cutaneous sensory system. The present study also
demonstrates the validity of designing controllers that take into account not only the
electromechanical properties of the hardware, but the sensory characteristics of the human user.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3124771�

PACS number�s�: 43.66.Wv, 43.66.Ts, 43.66.Gf, 43.60.Ek �ADP� Pages: 3925–3935

I. INTRODUCTION

The motivation for this research is to utilize touch as a
sensory substitute for hearing in speech communication for
individuals with severe hearing impairments. That such a
goal is attainable is demonstrated by users of the Tadoma
method who receive speech by placing a hand on the face of
a speaker to monitor facial movements and airflow variations
associated with speech production. Previous research has
documented the speech-reception performance of highly ex-
perienced deaf-blind users of the Tadoma method at the seg-
mental, word, and sentence levels �Reed et al., 1985�. An
analysis of information-transfer �IT� rates for a variety of
methods of human communication �Reed and Durlach, 1998�
suggests that the communication rates achieved through

Tadoma are roughly half of those achieved through normal
auditory reception of spoken English. By comparison, the
estimated communication rates for speech transmission
through artificial tactile aids are substantially below those of
the Tadoma method �Reed and Durlach, 1998�. The limited
success demonstrated thus far with artificial tactual commu-
nication systems may be due to a variety of factors, including
�1� the homogeneous nature of displays that utilize single or
multiple actuators to deliver only high-frequency cutaneous
stimulation, and �2� the use of body sites with relatively
sparse nerve innervation, such as forearm, abdomen, or neck
�Plant, 1989; Waldstein and Boothroyd, 1995; Weisenberger
et al., 1989; Galvin et al., 1999; Summers et al., 2005�. In
contrast, Tadoma users have access to a rich set of stimulus
attributes, including kinesthetic movements of the face and
jaw, cutaneous vibrations at the neck, airflow at the lips, and
muscle tensions in the face, jaw, and neck, which are re-
ceived through the hands.

To more fully exploit the capabilities of the tactual sen-
sory system that are engaged in the use of the Tadoma

a�
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method, an artificial device, the Tactuator, was developed to
deliver kinesthetic �motions� as well as cutaneous �vibra-
tions� stimuli through the densely innervated fingertips of the
left hand �Tan and Rabinowitz, 1996�. Previous research has
examined IT rates for multidimensional stimuli delivered
through the Tactuator device �Tan et al., 1999, 2003�. For
example, in Tan et al., 2003, IT rates of up to 21.9 bits/s
were achieved using multidimensional synthetic waveforms
presented at a single contact site. These rates, which are
among the highest reported to date for a touch-based display,
are at the lower end of the range of IT rates obtained for
auditory reception of speech �Reed and Durlach, 1998�.

The present research was concerned with the utilization
of the broad kinesthetic-to-cutaneous stimulation range
�nearly 0–300 Hz� of the TactuatorII1 for the display of
speech. In particular, this research was designed to extend
the work of Yuan �2003� in which speech was encoded for
display through the Tactuator device. Yuan �2003� examined
the ability to discriminate the voicing cue in consonants us-
ing a two-channel speech-coding scheme in which the am-
plitude envelope of a low-frequency band of speech was
used to modulate a 50-Hz waveform delivered to the thumb,
and the amplitude envelope of a high-frequency band of
speech was used to modulate a 250-Hz waveform at the in-
dex finger. Noise-masked normal-hearing participants
achieved high levels of performance on the pairwise dis-
crimination of consonants contrasting the feature of voicing
through the tactual display alone. This coding scheme was
also effective in providing a substantial benefit to lipreading
in closed-set consonant identification tasks.

Encouraged by the results of Yuan �2003�, the present
study investigated consonant discriminability for the features
of place and manner of articulation in addition to voicing. A
speech-to-touch coding scheme was developed to extract en-
velope information from three major spectral regions of the
speech signal and present them as kinesthetic motional and
cutaneous vibrational cues. The three spectral bands included
a low-frequency region �intended to convey information
about fundamental frequency�, a mid-frequency region �in-
tended to convey information about the first formant of
speech�, and a high-frequency region �intended to convey
second-formant information�. These bands were somewhat
consistent with the assessment of bands of modulated noise
required for speech recognition by Shannon et al. �1995�, as
well as those used in previous studies on tactile aids
�Weisenberger and Percy, 1995; Clements et al., 1988; Sum-
mers, 1992�. Amplitude-envelope information from each of
these spectral regions was encoded tactually through the use
of mid- and high-frequency vibrations at one of the three
contactor sites of the TactuatorII �thumb, middle finger, and
index finger, respectively�. The absolute amplitude of the vi-
brations at each finger provided information about the energy
in the corresponding frequency band. The relative amplitudes
of the two vibrations �modulated at 30 and 200 Hz� at each
finger channel provided information about energy spread in
the corresponding frequency band. In addition to the tactile
waveforms, the coding scheme monitored energy peaks
within each band and presented this information as low-
frequency motional cues—extending the finger for high-

frequency contents and flexing the finger for low-frequency
contents in the corresponding finger band. These more pro-
nounced representations of formant and formant transition
cues were employed in an effort to improve the transmission
of cues related to place of articulation, which have been
poorly transmitted through previous tactile aids �Clements
et al., 1988; Weisenberger et al., 1989; Waldstein and Boo-
throyd, 1995; Plant, 1989; Summers et al., 2005; Weisen-
berger and Percy, 1995; Galvin et al., 1999�. Acoustical
analyses of plosive and fricative consonants have shown that
place of articulation is well correlated with the frequency
values of the first two formants �spectral peaks in the speech
spectrum due to the shape of the mouth�, F1 and F2, and
their transitions �Ali et al., 2001a, 2001b; Jongman et al.,
2000�. Therefore, motions indicating changes in F1 and F2
were used to encode information concerning place of articu-
lation. Although the location of the energy peaks was pre-
sented as high-frequency vibrations, redundant presentations
of the same information as quasi-static positions of the fin-
gers were intended to reduce inter-channel effects that may
arise, such as those due to masking. It is well known that
masking reduces internal representations of proximal tactual
stimuli �Craig and Evans, 1987; Evans, 1987; Tan et al.,
2003� and redundant presentation of speech information can
lead to improved perceptual performance �Yuan, 2003; Sum-
mers et al., 1994�.

One challenge associated with the use of broadband sig-
nals with an electromechanical system such as the Tactua-
torII is that the system frequency response is not uniform
across its operating range. Therefore, the input signals are
distorted spectrally before they are presented to a human
user. To solve this problem, a closed-loop two-degree-of-
freedom �2DOF� controller was developed to reshape the
overall system response. Specifically, the controller compen-
sated for both the frequency response of the TactuatorII and
the frequency-dependent human detection-thresholds �HDTs�
for tactual stimulation so that when a broadband input signal
is applied to the TactuatorII, the relative amplitude of spec-
tral components in the input signal is preserved in terms of
perceived intensity when the signal reaches the user’s fin-
gers. The 2DOF controller consists of a feedback controller
and a prefilter. The feedback controller �referred to as the
low-frequency kinesthetic or motion controller� counters the
effects of low-frequency disturbances due to a user’s finger
loading the device, increases the closed-loop bandwidth, and
reduces the high-frequency in-line noise. The prefilter �re-
ferred to as the broadband cutaneous or vibration controller�
shapes the overall system frequency response so that two
equal-amplitude spectral components at the reference input
would be perceived as equally intense by the human user.

The remainder of this paper describes the controller de-
sign and implementation of the TactuatorII system �Sec. II�
and the speech-to-touch coding scheme �Sec. III�. An experi-
mental study on the pairwise discrimination of consonants
with two human observers is reported �Sec. IV� before the
paper concludes with a general discussion �Sec. V�.
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II. CONTROLLER DESIGN

A. Apparatus

The TactuatorII consists of three independently-
controlled channels interfaced with the fingerpads of the
thumb, the index finger, and the middle finger, respectively
�Fig. 1�a��. The range of motion for each digit is about 25
mm. Each channel has a continuous frequency response from
dc to 300 Hz, delivering stimuli from the kinesthetic range
�i.e., low-frequency gross motion� to cutaneous range �i.e.,
high-frequency vibration� as well as in the mid-frequency
range. Across the frequency range of dc to 300 Hz, an am-
plitude of 0 dB sensation level �SL� �decibels above HDT� to
at least 47 dB SL can be achieved at each frequency, thereby
matching the dynamic range of tactual perception �Verrillo
and Gescheider, 1992�. Details of the TactuatorII can be
found in Israr et al., 2006 �cf. Sec. II A, on pp. 2790–2791�
and Tan and Rabinowitz, 1996.

The frequency response of the motor assembly was ob-
tained by measuring the input-output voltage ratio over the
frequency range dc to 300 Hz. It was modeled by a second-
order transfer function P�s�=2875 / �s2+94s+290� �see also
Tan and Rabinowitz, 1996�.

B. Controller design

The main design objective was to shape the frequency
response of the TactuatorII so that when driven with a broad-
band signal �up to 300 Hz�, the relative intensities of differ-
ent spectral components were preserved in terms of the rela-
tive sensation levels �SLs� delivered by the TactuatorII. In
addition, the controller should be able to reduce the effects of

low-frequency finger load disturbance, and achieve fast and
stable motion tracking. Because of the similarities among all
three channels, controller design for one channel assembly of
the TactuatorII is discussed in this paper.

Our approach was to have two main components in the
controller: one for the low-frequency kinesthetic movements,
and the other for the broadband high-frequency cutaneous
region, as explained in Fig. 1�b�. The high-frequency broad-
band reference position signal, r2�t�, was first passed through
a prefilter, F�s�, and then added to the low-frequency mo-
tional reference position, r1�t�. The combined signal was
then compared to the measured position signal, y��t�, to form
an error signal, e�t�, as the input to the feedback controller,
C�s�. The output of the feedback controller or the command
signal, u�t�, was used to drive the motor assembly, P�s�, to
achieve a position trajectory of y�t� at the point where the
fingerpad rests. The effects of finger loading and sensor noise
are represented by d0�t� and n�t�, respectively.

Major steps in the design of the feedback controller and
the prefilter are outlined below. More details can be found in
Israr, 2007 �cf. Chap. 2�.

1. Feedback controller for kinesthetic stimulus region

The feedback controller or the motional �kinesthetic�
controller C�s� was designed using a lead-lag frequency
loop-shaping technique that shaped the frequency response
of the open-loop transfer function, L�s�=C�s�P�s�, to lie
within the constraints determined by the required closed-loop
response, T�s�=C�s�P�s� / �1+C�s�P�s�� �Maciejowski,
1989�. It consists of an integrator for maintaining the 0 dB
closed-loop gain, a pair of zeros for increasing the stability
margin, and a high-frequency pole for suppressing inline
noise and for the proper structure �causality� of the controller
C�s�. The final design of the feedback �kinesthetic� controller
is given by

C�s� = 12.264
s2 + 111s + 530

s�s + 260�
.

Figure 2 shows the magnitude �panel �a�� and the phase
�panel �b�� of the frequency response for the open-loop sys-
tem �dashed-dotted curve� and the closed-loop system �solid
curve�. The stability gain and phase margins achieved with
the controller C�s� are also shown in Fig. 2. A quantitative
analysis of the system showed that the feedback controller
was able to reject or reduce unwanted noise. The 60-Hz in-
line noise was imperceptible by human users due to rapidly
falling slope of the closed-loop magnitude frequency re-
sponse at 60 Hz. The finger load was rejected by keeping the
closed-loop response close to the 0 dB line at low frequen-
cies, and by selecting an appropriate bandwidth of about 30
Hz. In the loaded conditions �where the fingerpad was lightly
placed on the fingerpad interface�, the average deviations of
the closed-loop response were 0.34 dB at 1 Hz, 1.43 dB at 8
Hz, 0.64 dB at 40, 0.3 dB at 100, and 0.65 dB at 260 Hz
from the unloaded conditions �where the fingerpad interface
was displaced with no finger load�, measured at four inten-
sity levels.

FIG. 1. �a� Three channels of the TactuatorII system and the three hand
contact points rested lightly on the “fingerpad interface” rods �inset�. �b� The
block diagram representation of the 2DOF controller.
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2. Prefilter controller for cutaneous stimulus region

For the design of the broadband controller component,
i.e., the prefilter F�s�, we first considered the typical HDT
curve as a function of sinusoidal stimulus frequencies2 �Bol-
anowski et al., 1988� �shown as solid curve in Fig. 3�. The
inverse of this detection-threshold curve was regarded as the
sensitivity curve, or equivalently, the “frequency response”
of the human user. The perceived intensity of a signal, in dB
SL, is roughly determined by the distance between the physi-
cal intensity of the signal and the detection-threshold at the
corresponding frequency �Verrillo and Gescheider, 1992�.
The effect of the human sensitivity curve on system perfor-
mance is illustrated in Fig. 4. When a broadband cutaneous

controller is used to compensate for the human sensitivity
function, equal intensities in the input signal �shown as equal
intensities in the reference signal, Fig. 4� spectrum will result
in equally strong sensations when received by a human user.
Therefore, the steady-state response of the overall closed-
loop system, H�s�=F�s�T�s�, should follow the target fre-
quency function of the HDT curve in the frequency range dc
to 300 Hz, i.e., H�s�=HDT�s�.

It was anticipated that the HDT function with the finger-
pad interface of the TactuatorII system would differ from that
reported in Bolanowski et al., 1988 based on the known

FIG. 5. �a� Response of TactuatorII for ramp signal applied at the reference
input, r1�t�, shown as solid line. The response of the model �dashed line� and
actual mechanical assembly �dots� showed fast response time and low over-
shoot. �b� A comparison of the measured sensor outputs �individual data
points� and the predicted output levels �solid lines� at 0, 10, 20, 30, and 40
dB SLs without the influence of human finger loading �unloaded condition
shown as unfilled symbols� and with the influence of human finger loading
�loaded condition as filled symbols�.

FIG. 2. Comparison of the frequency response of open-loop and closed-loop
systems. �a� shows the magnitude response of the open-loop and closed-loop
systems. A solid curve shows the input-output transfer function model of the
closed-loop TactuatorII assembly. The response of the continuous and dis-
crete open-loop responses overlaps. �b� shows phase response of the open-
loop and closed-loop systems. Also shown in the figure are gain and phase
margins, which are important criteria for system stability.

FIG. 3. A typical HDT curve as a function of frequency adapted from
Bolanowski et al. �1988� �solid curve� and a HDT curve obtained in the
present study �dashed curve�. Also shown here are data points from three
participants �S1—�, S2—�, and S3—�� and the standard errors of their
threshold levels. The dashed curve is a first order approximation of the
detection-threshold levels for three participants along the frequency con-
tinuum.

FIG. 4. Graphical illustration of the objectives for the high-frequency cuta-
neous controller. When the frequency-response function of the mechanical
system matches with that of the HDT, the frequency function cancels the
effects of variable human sensitivity function and preserves spectral compo-
nents of the reference input signal.
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variation in tactual thresholds with experimental conditions
such as contact site, direction of vibrations, use of an annulus
surround to restrict penetration of vibrations, etc. �Verrillo
and Gescheider, 1992; Brisben et al., 1999�. Thus, the
detection-thresholds for three highly trained participants
were estimated in a psychophysical experiment. Detection-
thresholds for 1-s stimulus at nine test frequencies �1, 3, 7,
15, 31, 63, 127, 255, and 300 Hz� were determined with a
three-interval forced-choice paradigm combined with a
one-up three-down adaptive procedure �Leek, 2001�. Thresh-
olds obtained this way corresponded to the 79.4-percentile
point on the psychometric function. The results are shown in
Fig. 3. Compared with the HDT curve determined by Bol-
anowski et al. �1988�, which were measured at the thenar
eminence, the newly measured thresholds measured on the

index fingerpad followed the same general trend; however,
our absolute-threshold measurements were somewhat higher
than those of Bolanowski et al. �1988� at the lower frequen-
cies and lower than theirs at the higher frequencies. These
results were consistent with those found in other studies �Ge-
scheider et al., 1978; Van Doren, 1990; Goble et al., 1996�,
and those taken earlier with the Tactuator using a
Proportional-Integral-Derivative �PID� controller �Tan and
Rabinowitz, 1996; Yuan, 2003�.

The TactuatorII-specific HDTs were subsequently incor-
porated into the parameters of the prefilter controller, F�s�. A
new HDT curve based on the measured data �dashed line in
Fig. 3� was obtained and used as the required frequency
function H�s�=F�s�T�s�. The Laplace transform of the result-
ing prefilter is

F�s� = 0.51
s4 + 1797s3 + 1.822 � 106s2 + 9.779 � 108s + 1.955 � 1011

s4 + 1134s3 + 4.313 � 106s2 + 1.337 � 109s + 1.995 � 1010 .

C. Controller response analysis

The 2DOF controller was implemented on a SBC6711
standalone DSP card �Innovative Integration, Simi Valley,
CA� with a 16-bit Analog-to-Digital Converter �ADC� and a
16-bit Digital-to-Analog Converter �DAC� at a sampling rate
of 4 kHz. The 2DOF controller design was analyzed by mea-
suring closed-loop reference tracking and overall closed-loop
frequency response in unloaded and loaded conditions. In
order to readily compare the sensor feedback signal in volts
with the threshold levels, the controller input reference was
scaled by a factor of 0.003 97. This factor accommodated the
magnitude level of the flat portion of the HDT function at
lower frequencies �26 dB with regard to 1 �m peak or �34
dB with regard to 1 mm peak in Fig. 3, or equivalently
0.019 95� and the sensor gain of 0.198 98 V/mm.

1. Motion tracking

Figure 5�a� shows the response of the TactuatorII system
for ramp trajectories applied at the reference input r1�t� with-
out the influence of human finger load. Shown are the re-
sponses of the model �dashed line� and the actual hardware
assembly �dots�. The slopes of the reference trajectories were
0.1, �0.06, �0.28, 0.04, and 0.016 V/ms, respectively. The
output �position� response of the hardware assembly showed
that the low-frequency kinesthetic controller maintained sta-
bility of the device, and tracked the reference input with low
response time �about 10 ms� and with a small response over-
shoot.

2. Frequency response

Sinusoidal reference input signals of 2-s duration at vari-
ous frequencies, r2�t�, were applied to the TactuatorII system,
and the position-sensor readings were recorded. The results

for unloaded �without finger load� and loaded �with finger
placed lightly on the fingerpad interface� conditions are
shown in Fig. 5�b�. The bottom solid curve corresponds to
the HDT curve measured with the TactuatorII �dashed line in
Fig. 3�, i.e., the 0 dB SL curve. The other four solid curves
are at 10, 20, 30, and 40 dB SLs, respectively. The open
symbols show the measured outputs at the five SLs with no
finger load and the filled symbols show loaded results with a
finger resting lightly on the fingerpad interface. There was
generally a close match between the measured data points
�filled and unfilled symbols� and the expected output levels
�solid curves�. Deviations at a few frequencies �especially at
the highest frequencies� were likely due to signal noise and
non-linear finger loading effects at such a low signal level.
Therefore, the 2DOF controllers were successful at compen-
sating for the frequency response of the motor assembly and
the HDT curve, and the feedback controller was effective at
rejecting the low-frequency disturbances caused by the finger
load.

The engineering performance measurements presented
above indicate that the 2DOF controller met the original de-
sign objectives in accurate and fast motion tracking, distur-
bance rejection, and broadband response shaping. Most im-
portantly, we demonstrated the achievement of the main
design objective of preserving the relative intensities of input
signal spectral components in terms of dB SLs.

III. SPEECH-TO-TOUCH CODING

Speech features were extracted off-line in MATLAB �The
MathWorks, Inc., Natick, MA� from the digitized speech
segments and were converted into tactual signals presented
through all three channels of the TactuatorII. Before the pro-
cessing, the speech signal was passed through a pre-
emphasis filter that amplified the energy above 1000 Hz at a
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typical rate of 6 dB/octave in order to compensate for the
falling speech spectrum above 1000 Hz. Three major signal
processing schemes were used for the extraction of spectral
features: �1� low-pass filtering, �2� band-pass filtering, and
�3� envelope extraction scheme of Grant et al., �1985�. In this
scheme, the band-limited signal is rectified and passed
through a low-pass filter to extract its temporal envelope,
which is then scaled and output with a carrier frequency, as
shown in Fig. 6�a�. The coding scheme incorporates both
high-frequency tactile vibrations and low-frequency mo-
tional waveforms.

A. Speech material

The speech materials consisted of C1VC2 nonsense syl-
lables spoken by two female speakers of American descent.
Each speaker produced eight tokens of each of 16 English
consonants �the plosives, fricatives, and affricates: /p, t, k, b,
d, g, f, �, s, b, v, ð, z, c, tb, dc/� at the initial consonant �C1�
location with medial V= / Ä /. The final consonant �C2� was
randomly selected from a set of 21 consonants �/p, t, k, b, d,
g, f, �, s, b, v, ð, z, c, tb, dc, m, n, G, l, r/�. The syllables were
converted into digital segments and stored as a .mov �Quick-
Time Movie� file on the hard drive of a desktop computer
�see details of conversion in Yuan, 2003�. The .mov files
were then converted into .wav �waveform audio� files by
using CONVERTMOVIE 3.1 �MOVAVI, Novosibirsk, Russia�
and with audio format set at a sampling rate of 11 025 Hz
and 16-bit mono. The duration of the segments varied from
1.268 to 2.002 s with a mean duration of 1.653 s.

B. Tactile coding scheme

The coding scheme extracted envelopes from three dis-
tinct frequency bands �F0-, F1-, and F2-bands� of the speech
spectrum and presented them as vibrations �mid- and high-
frequency waveforms� through the three channels of the Tac-
tuatorII. Table I lists the numerical values for the frequency
bands and corresponding finger channels. Spectral energy
from the fundamental frequency �F0� region was presented at

the thumb channel by passing the low-pass filtered speech
signal directly through the 2DOF controller described in Sec.
II. Information from the first-formant band �F1� was pre-
sented through the middle finger channel and the second-
formant band �F2� information through the index finger
channel, using processing units described in Fig. 6�a�. The
formant band-limited signal was processed through two
band-pass filters, and amplitude envelopes of these two
bands were extracted and modulated with carrier frequencies
of 30 and 200 Hz. The 30-Hz waveforms modulated the
envelope of the lower-frequency band and the 200-Hz wave-
forms modulated the higher-frequency band. The two vibra-
tory signals were added and passed through the fingerpad
interface. Since the digitized speech segments were normal-
ized to one, the vibrations were scaled to a maximum inten-
sity of 40 dB SL.

Figure 7 illustrates the vibration cues associated with
two CVC segments spoken by two female speakers. The top
two panels show the 30- and 200-Hz vibrations for segment
/b ÄC2/ spoken by speaker 1 and the bottom two panels
show the same by speaker 2. Note the similar waveforms at
the two fingerpads associated with the same medial vowel
/Ä/. The vowel /Ä/ has a high first formant and a low second
formant. This is indicated by stronger 200-Hz vibrations than
the 30-Hz vibrations at the middle fingerpad �see the two left
panels in Fig. 7� and significantly stronger 30-Hz vibrations
at the index fingerpad �see the two right panels�. Cues asso-
ciated with similar initial consonants are difficult to judge

FIG. 6. �a� Block diagram illustration of tactile coding
scheme used in the formant bands. �b� Block diagram
illustration of motional coding scheme. Spectral fea-
tures are extracted from three bands of speech signal
and presented as motional waveforms.

TABLE I. Speech bands and the corresponding vibrations through the three
channels.

TactuatorII
channel

Speech bands
�Hz�

Envelope bands
�Hz�

Carrier frequency
�Hz�

Middle finger F1-band �300–1200� 300–650 30
650–1200 200

Index finger F2-band �1150–4000� 1150–1750 30
1750–4000 200

Thumb F0-band �80–270� Low-pass filtered at 270 Hz
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because they are not resolved for a small duration of time
�either visually or through the tactual sensory system�.

C. Motional coding scheme

The coding scheme extracted frequency variations in the
F0-, F1-, and F2-bands using processing blocks shown in
Fig. 6�b� and presented them through three channels of the
TactuatorII. These motion cues indicated variations of spec-
tral energy such as formant transition cues in the consonant-
vowel segments and the quasi-static positions of the finger-
pad interface redundantly indicated the frequency locations
of energy peaks in the frequency band of each channel. As
illustrated in Fig. 6�b�, the formant band-limited signal was
passed through contiguous band-pass filters in parallel and
the temporal envelope of each band was obtained. The enve-
lopes were compared and the center frequency of the band
with the largest envelope value was noted at each sample
instant. The center frequency was linearly mapped to the
absolute reference position of the fingerpad interface that
ranged �12.5 mm from the neutral zero position and was
low-pass filtered with a gain crossover at 8 Hz. Thus, the
finger extended for high-frequency contents and flexed for
the low-frequency contents in the finger band. As with the
tactile coding scheme, the features from the F0-, F1-, and
F2-bands were presented to the thumb, middle finger, and
index finger channels, respectively. The center frequencies
and bands of each band-pass filters are shown in Table II.
The frequency ranges covered by the middle finger and
thumb channels were divided into eight bands, while the
larger range encompassed by the index finger channel was

divided into ten bands. Illustration of the motion cues asso-
ciated with two segments of six initial consonants in CVC
format spoken by the two speakers is shown in Fig. 8.

IV. PRELIMINARY STUDY OF CONSONANT
DISCRIMINATION

A perception study was conducted on the pairwise dis-
criminability of consonants that were processed for display
through the three finger-interfaces of the TactuatorII system.

A. Methods

The ability to discriminate consonantal features was
tested for 20 pairs of initial consonants that contrasted in
voicing, place, and manner features. Each pair contrasted one

FIG. 7. Illustration of vibration wave-
forms extracted by using the speech-
to-touch coding scheme. The figure
shows vibration cues presented on the
middle fingerpad �left panel� and on
the index fingerpad �right panel�. The
cues are associated with multiple seg-
ments of /bÄC2/ spoken by two fe-
male speakers �Sp1 or Sp2�.

TABLE II. Frequency bands for motional cues.

Filter index

Frequency band
�Hz�

Middle finger Index finger Thumb

1 300–400 1150–1300 80–100
2 400–500 1300–1500 100–120
3 500–600 1500–1700 120–140
4 600–700 1700–1900 140–160
5 700–800 1900–2100 170–200
6 800–900 2100–2300 200–220
7 900–1000 2300–2500 220–240
8 1000–1200 2500–3000 240–260
9 N/A 3000–4000 N/A

10 N/A 4000 – 5000 N/A

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Israr et al.: Tactual consonant discrimination 3931



of the three features �and had the same value for each of the
other two features�. The pairs used in the present study along
with their contrasting features are shown in Table III. Out of
the 20 pairs, 5 pairs contrasted in voicing, 8 pairs contrasted
in place, and 7 pairs contrasted in manner. Two male partici-
pants �ages 30 and 22 years old� took part in the experi-
ments. S1, who is one of the authors, was highly experienced
with the TactuatorII system, but S2 had not used the device

prior to the present study. Both S1 and S2 were research staff
members with previous experience in other types of haptic
experiments.

The tests were conducted using a two-interval two-
alternative forced-choice paradigm �Macmillan and Creel-
man, 2004�. On each trial, the participant was presented with
two tactual stimuli associated with a specific pair of conso-
nants. The order of the two consonants was randomized with

FIG. 8. Illustration of motion waveforms extracted by
using the speech-to-touch coding scheme. Each row
shows the waveforms associated with two segments of
the same initial consonant spoken by two female speak-
ers �sp1 or sp2�. The waveforms correspond to the for-
mant location and formant transitions in the first-
formant band �solid line, motion waveforms at the
middle finger� and in the second-formant band �dashed
line, motion waveforms at the index finger�. Also
shown are the locations of constriction during the pro-
duction of the initial consonant.
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equal a priori probability in each trial. The participant was
instructed to press a button corresponding to the order of the
consonants presented. The duration of each stimulus interval
was 2 s with an inter-stimulus-interval of 500 ms. A 150-ms
auditory tone and a visual phrase indicating “stimulus 1” or
“stimulus 2” were presented 250 ms before the start of each
stimulus to mark the beginning of each stimulus interval.

Data were collected for each consonant pair under three
different experimental conditions tested in a single session: A
20-trial initial run without any feedback �C1�, up to four
20-trial runs with trial-by-trial correct-answer feedback �C2�,
and a 50-trial final run without feedback �C3�. Condition C2
was terminated if a percent-correct score above 90% was
obtained in a single run or when the participant had com-
pleted all four runs. Conditions C1 and C3 could be viewed
as the initial and final assessments of the participants’ perfor-
mance, while C2 provided training as needed �although one
could argue that S1 was already “trained” prior to C1�. Half
of the 256 total speech tokens were used in conditions C1
and C3 and the other half were used in condition C2. Thus,
the two sounds associated with each discrimination test were
represented by eight tokens apiece �four from each of the two
speakers�. Each consonant within a pair was presented once
or twice to the participant before C1 to familiarize the par-
ticipant with its tactual cues. The order in which consonant
pairs were tested was randomized for each participant. Each
participant was tested for no more than two 40–45 min ses-
sions on a single day, and frequent rests were encouraged.

For each experimental run, a 2�2 stimulus-response
confusion matrix was obtained, from which the percentage-
correct �PC� score, the sensitivity index d�, and the response
bias � were calculated using signal-detection theory �Mac-
millan and Creelman, 2004�. The sensitivity index was set to

4.65 �corresponding to a hit rate of 0.99 and a false-alarm
rate of 0.01� when the performance was perfect.

During the experiment, the TactuatorII was placed to the
left of the participant’s torso. It was covered by a padded
wooden box that served as an armrest for the participant’s
left forearm. The top of the box had an opening that allowed
the participant to place the thumb, the index finger, and the
middle finger on the “fingerpad interface” rods �see inset in
Fig. 1�. Earmuff �Twin-Cup type, H10A, NRR 29, Peltor,
Sweden� and pink noise �presented at roughly 80 dB SPL�
were used to eliminate possible auditory cues.

B. Results

In general, performance indices increased as the partici-
pants gained more experience with the stimuli. Overall, the
average sensitivity index of all pairs increased from d�
=2.66 �PC=83%� in C1 to d�=3.13 �PC=91%� in C3. A
pairwise two-sided t-test showed that sensitivity scores in C3
were significantly higher than in C1 �t�39�=2.16, p
�0.05�. The sensitivity indices averaged over the two par-
ticipants for each contrasting consonant in condition C3 are
shown in Table III. For consonants contrasting in the voicing,
place, and manner of articulation features, the performance
levels of the two participants were similar in C3:d�=3.5 for
S1 and d�=3.5 for S2 in voicing, d�=2.8 for S1 and d�
=2.6 for S2 in place, and d�=3.2 and d�=3.6 for S1 and S2,
respectively, in manner distinction. The response bias across
the 20 consonant pairs ranged from �=−0.74 to �=0.63 and
averaged �=0.008, indicating that the participants generally
demonstrated little or no bias in their use of the two response
choices. Both participants performed perfectly in discrimi-
nating the two consonant pairs /p,b/ and /d,c/. For the re-
maining pairs, the participants’ relative performance levels
were mixed as one participant performed better than the
other with some pairs but not others. In all cases, d� was
greater than 1.0, a typical criterion for discrimination thresh-
old, indicating that the coding scheme succeeded in provid-
ing the cues needed for the discrimination of the consonant
pairs.

V. DISCUSSION

The coding scheme used in the present study was an
extension of the scheme presented in Yuan, 2003, where the
envelope of the low-frequency speech band ��350 Hz� was
modulated with a 50-Hz vibration at the thumb and the en-
velope of the high-frequency speech band ��3000 Hz� was
modulated with a 250-Hz vibration at the index finger. This
scheme was successful in pairwise discrimination of initial
consonants that contrasted in voicing only. On average, dis-
criminability of roughly 90% and d� of 2.4 were obtained for
eight voiced-unvoiced pairs in four participants. Our coding
scheme presented the low-frequency speech band �funda-
mental frequency band� directly at the thumb and the enve-
lopes of the high-frequency speech band �second-formant
band� at the index fingerpad, consistent with the scheme pre-
sented in Yuan,2003. The results of the two studies show
similar performance: An average discriminability of 94% and
d� of 3.5 were obtained in the present study when contrasting

TABLE III. Contrasting consonant pairs, associated articulatory and pho-
netic features, and average evaluation scores in C3.

Pairs
Articulatory

features
Contrasting
distinction d�

/p-b/ Bilabial plosives Voicing 4.65
/k-g/ Velar plosives Voicing 2.90
/f-v/ Labiodental fricatives Voicing 2.36
/s-z/ Alveolar fricatives Voicing 3.78
/tb-dc Affricates Voicing 3.81
/p-t/ Unvoiced plosives-bilabial/alveolar Place 2.38
/t-k/ Unvoiced plosives-alveolar/velar Place 1.66
/b-d/ Voiced plosives-bilabial/alveolar Place 3.80
/d-g/ Voiced plosives-alveolar/velar Place 2.13
/f-s/ Unvoiced fricatives labiodental/alveolar Place 1.46
/v-z/ Voiced fricatives labiodental/alveolar Place 3.80
/�-b/ Unvoiced fricatives dental/post-alveolar Place 2.66
/ð-c/ Voiced fricatives dental/post-alveolar Place 3.60
/p-f/ Unvoiced bilabial plosives/labiodental fricative Manner 3.12
/b-ð/ Voiced bilabial plosives/dental fricative Manner 3.47
/t-s/ Unvoiced alveolar plosive/fricative Manner 3.60
/d-c/ Voiced alveolar plosive/post-alveolar fricative Manner 4.65
/d-dc/ Voiced alveolar plosive/affricate Manner 2.37
/s-tb/ Unvoiced alveolar fricative/affricate Manner 3.00
/b-tb/ Unvoiced post-alveolar fricative/affricate Manner 3.38
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five voiced-unvoiced consonant pairs, indicating that the
coding scheme used in Yuan, 2003 was a subset of the
scheme used in the present study. The performance level ob-
tained in the present study also appears to compare favorably
with the results reported by earlier studies of tactual displays,
where discrimination scores were generally less than 75%
�Plant, 1989; Clements et al., 1988; Galvin et al., 1999;
Waldstein and Boothroyd, 1995; Weisenberger et al., 1989;
Summers et al., 2005�.

In addition to incorporating the amplitude information
from low- and high-frequency speech bands, as in Yuan,
2003, our coding scheme displays energy information from
the mid-frequency speech band in the form of temporal en-
velopes as well as low-frequency motion cues from the three
speech bands to the corresponding fingerpads. To the best of
our knowledge, this is the first time that low-frequency mo-
tion cues have been used to encode speech spectral informa-
tion. These cues provide both frequency location and fre-
quency transition information of formants to the receiver’s
fingerpads. The transition of formants is useful for the dis-
tinction of the place of articulation feature in consonants as
indicated in Ali et al., 2001a,2001b and Jongman et al.,2000.
Although some studies have presented contradictory results
arguing that formant transitions are not useful for distin-
guishing place of articulation in consonants �e.g., see a re-
view by Jongman et al. �2000��, motion waveforms extracted
from the speech-to-touch coding scheme in the present study
�see Fig. 8� indicate distinction in transitions as the place of
constriction during the production of consonants varies from
lips to velum. The cues associated with transition of the sec-
ond formant can be observed in Fig. 8 �dashed lines�. The
index finger flexes at the onset of the initial bilabial plosive
/b/ and stays flexed for the medial vowel /Ä/ �first row�. The
index finger extends at the onset of the initial velar plosive
/g/ and flexes at the onset of the medial vowel /Ä/ �second
row�. Similarly, for fricatives, the index finger stays at the
neutral zero position at the onset of the initial labiodental
consonant /v/ �third row� and slightly extends at the onset of
the initial dental fricative /ð/ �fifth row�. The index finger
extends for a longer duration at the onset of the initial alveo-
lar and the post-alveolar fricatives /z/ and /c/ before it flexes
at the onset of the medial vowel /Ä/ �fourth and sixth rows�.
Thus, as the place of articulation of consonant moves from
near lips �bilabials� to near velum, the index finger extends
more for the latter initial consonants �corresponding to an
increase in F2 associated with an effective shortening of the
vocal tract for velar as opposed to labial constrictions�. This
may explain the better performance level we have achieved
in the present study due to the utilization of place of articu-
lation cues.

Results of the pairwise consonantal discrimination ex-
periments in the present study showed that both participants
were able to discriminate all eight consonant pairs that dif-
fered in the place of articulation feature with an average
discriminability of 88% and a d� of 2.7. The results of pre-
vious studies with tactual displays indicate poor transmission
of place cues. For example, Clements et al. �1988� used a
12-by-12 pin tactual matrix display to present acoustic fea-
tures as vibrations along the two dimensions of the display

similar to that in the spectrogram used for speech analysis.
The pairwise discrimination performance of the manner of
articulation and voicing features was satisfactory �71% for
voicing and 80% for manner� but discriminability of place of
articulation distinction was poorer, i.e., 66%. Even with the
multi-channel spectral display of the Queen’s vocoder stud-
ied by Weisenberger et al. �1989�, place of articulation was
not discriminated as well as other features �65% for place
compared to 75% for manner and 70% for voicing�. In other
studies, discriminability of place of articulation was at
chance level �Waldstein and Boothroyd, 1995; Plant, 1989;
Summers et al., 2005; Weisenberger and Percy, 1995; Galvin
et al., 1999�. Therefore, it appears that the present coding
scheme was able to transmit the place of articulation feature
more successfully than has been demonstrated previously.

Consonants contrasting manner of articulation have been
shown to be well discriminated with the tactile displays of
previous studies, i.e., 80% in Clements et al., 1988, 75% in
Weisenberger et al., 1989, 	90% in Weisenberger and Percy,
1995, 70% in Plant, 1989, and �85% in Summers et al.,
2005. In the present study, the discriminability of manner of
articulation was always greater than 90% except for the /s/-/
tb/ contrast �88%� by S1 and the /d/-/dc/ contrast �84%� by
S2. The manner of articulation distinction is associated with
coarse spectral variations in speech such as abrupt or smooth
temporal variations �e.g., plosives vs fricatives� or the com-
bination of both �as in affricates�. The manner discrimination
results obtained in the present study are comparable to the
best performance obtained with previous tactile speech dis-
plays.

A major distinction between the present and previous
studies is that the previous displays utilized either the tactile
or the kinesthetic sensory system, but not both, to transmit
acoustic and phonetic features associated with consonantal
and vocalic contrasts �Bliss, 1962; Tan et al., 1997�. The two
sensory systems are perceptually independent �Bolanowski
et al., 1988; Israr et al., 2006� and can be utilized simulta-
neously to improve the transmission of features associated
with speech signals. Tan et al. �1999, 2003� formed a set of
synthetic waveforms from the two sensory systems and dem-
onstrated that relatively high rates of information could be
transmitted through the tactual sense. In the present study,
we utilized the entire kinesthetic-cutaneous sensory con-
tinuum in an effort to broaden the dynamic range of tactual
perception, similar to the Tadoma method, and to improve
speech transfer through the human somatosensory system.
Our results demonstrate that with the new controller and the
coding scheme reported here that engage both the kinesthetic
and cutaneous aspects of the somatosensory system, normal-
hearing participants were able to discriminate consonantal
features at a level that is similar to or higher than those
reported by previous studies with other types of tactual
speech-information displays.
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In this study the acoustic and articulatory variabilities of speakers with different palate shapes were
compared. Since the cross-sectional area of the vocal tract changes less for a slight change in tongue
position if the palate is domeshaped than if it is flat, the acoustic variability should be greater for flat
palates than for domeshaped ones. Consequently, it can be hypothesized that speakers with flat
palates should reduce their articulatory variability in order to keep the acoustic output constant. This
hypothesis was tested on 32 speakers recorded via electropalatography �EPG� and acoustics. The
articulatory and acoustic variability of some of their vowels and /j/ was measured. Indeed, the results
show that the speakers with flat palates reduce their variability in tongue height. There is no such
trend in acoustic variability. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3125313�

PACS number�s�: 43.70.Bk, 43.70.Mn �CHS� Pages: 3936–3949

I. INTRODUCTION

Since Stevens’ seminal paper �Stevens �1972�� it is
known that the relationship between articulation and acous-
tics is nonlinear. In the present study we make use of this
nonlinearity in order to investigate speakers’ control of vari-
ability. Basically, we compare speakers for whom theoretical
models of articulatory-acoustic relations predict that they can
allow for much articulatory variability without having as
much variability in the acoustic output with speakers for
whom the models suggest that they cannot allow for so much
articulatory variability because then the acoustic output
would be too variable. The differences in speakers’ variabil-
ity are assumed to exist because of differences in morphol-
ogy.

Let us consider two ideal and very different palate
shapes in the coronal plane, the one very flat and the other
very curved or domeshaped �cf. Fig. 1�. Let us also consider
for the sake of simplicity and clarity in the demonstration
that both palates would have the same distance dteeth between
the molars �symbolized as squares�. The speaker with the
domeshaped palate �right side in the figure� then has to move
his or her tongue further up in order to have the same cross-
sectional area A as the speaker with the flat palate. The width
of the vocal tract at the height of the tongue surface is then
dtong, which is smaller than dteeth. For the flat palate dtong

would be equal to dteeth and is therefore not given in the
figure.

If the tongue is now raised by �d, the distance between
tongue and palate changes to dc−�d for the domeshaped
palate �c stands for curved� and df −�d for the flat palate.
The difference between the original and the new area is for
the flat palate

�Af = dteeth � �d . �1�

For the domeshaped palate, if we approximate the palate
sides with straight lines,

dtong =
dteeth � dc

hc
�2�

the difference in the cross-sectional area is

�Ac = dteeth�d
dc

hc
. �3�

Given that hc �height of the domeshaped palate� is greater
than dc �distance between tongue and domeshaped palate�
the fraction dc /hc is smaller than 1. Consequently, a compari-
son between Eqs. �1� and �3� shows that �Ac is smaller than
�Af. This means that for the same change in articulation the
area changes more for the flat palate than for the domeshaped
one. Hence, for the same tongue movement, one of the per-
ceptually relevant characteristics of the vocal tract �i.e., the
constriction area� will change to a larger extent if the palate
is flat than if it is domeshaped.

Under the assumption that speakers should be interested
in keeping the acoustic output constant, it is hypothesized
that speakers should compensate for these differences in the
acoustics caused by differences in palate shape: Speakers

a�Author to whom correspondence should be addressed. Electronic mail:
brunner@zas.gwz-berlin.de
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with flat palates should reduce their articulatory variability in
order to keep the acoustic variability within an acceptable
range.

In fact, evidence for differences in articulatory variabil-
ity associated with these kinds of vocal tract differences has
previously been found. Perkell �1997� compared six speakers
with different palatal vaults who produced /i/, /(/, and /�/. He
found that the speaker with the shallowest vault showed the
smallest variability in tongue height for the three vowels.
The result has been supported by Mooshammer et al. �2004�
for the more crowded vowel inventory of German. They
compared three speakers, two of them with a domeshaped
palate and one with a flat palate, and found that the speaker
with a flat palate had a lower articulatory variability as com-
pared to the other speakers.

In this context, the study deals with the following ques-
tions. �1� Is the acoustic variability of speakers comparable,
no matter what their palate shape is? �2� Is the articulatory
variability greater for speakers with domeshaped palates than
for speakers with flat palates?

Whereas question �2� deals with the relation between
articulatory variability and the palate shape, question �1�
deals with the relation between acoustic variability and the
palate shape.

In order to investigate these questions 32 speakers were
recorded acoustically and via electropalatography �EPG�, a
method for investigating linguo-palatal contact. The formant
variability and the variability of the linguo-palatal contacts
were calculated. Furthermore, the shape of the speakers’ pal-
ates was estimated. If speakers with flat palates turn out to

have less articulatory variability but the same acoustic vari-
ability as other speakers, this would support the hypothesis
that speakers with a flat palate reduce their articulatory vari-
ability in order to keep the acoustic variability at a level
which the listener can tolerate.

Section II describes the EPG experiment. Section III de-
scribes its results. In Sec. IV the results are discussed.

II. METHODS

Section II A gives information about the speakers, their
gender, and which language they speak. Section II B de-
scribes the variation in palate shape in humans and how we
determined the palate shape of our speakers. Section II C
describes the recording procedure. Section II D deals with
the problem of different crowdedness of the phoneme inven-
tory in the different languages of our speakers, which could
influence our measurements of variability. Section II E de-
scribes our measurements of articulatory variability. Articu-
latory variability was assessed in three ways: �1� as the co-
efficient of variation in the percent of contact �POC� over the
complete segment, �2� as the standard deviation of the center
of gravity �COG� at the articulatory target, and �3� as the
coefficient of variation in the number of contacts in a row.
Finally, in Sec. II F we describe how we assessed acoustic
variability, i.e., as the standard deviation of the first three
formants over the complete segment. Section II G describes
the statistics carried out.

A. Speakers

Since the question investigated here is not bound to a
certain language but to human speech production in general,
32 speakers of languages featuring different phonological
characteristics were recorded:

• 2 speakers of Bulgarian �1 male, 1 female�,
• 3 speakers of Polish �1 male, 2 females�,
• 11 speakers of English �5 English �2 males, 3 females�, 4

Scottish �3 males, 1 female�, 1 American �male�, and 1
Australian �male��,

• 10 speakers of German �6 males, 4 females�,
• 6 speakers of Norwegian �Urban East Norwegian, 2 males,

4 females�.

We thus had 15 female and 17 male speakers. Since the
gender can be expected to influence at least the acoustic vari-
ability we carried out statistical tests for a gender effect in
our data.

B. Characterization of the palate shape

Human palates differ considerably both in size and cur-
vature. In the sample of adult palates of Vorperian et al.
�2005� length variation goes from about 3.7 to 5.2 cm. How-
ever, the human palate changes from birth to adulthood. The
greatest changes in palate shape take place in very early
childhood. Vorperian et al. �2005� investigated the growth
and restructuring of the vocal tract until the age of 6. They
found that the hard palate grows very rapidly until the age of
18 months, where it has reached 80% of its adult mature
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FIG. 1. Schematization of the influence of articulatory variability on the
cross-sectional area for speakers with flat palates �left side� and domeshaped
palates �right side�. Solid lines refer to morphological structures �palate,
tongue surface, and teeth�. Two tongue positions are given �cf. the two
parallel horizontal solid lines�. Given the same distance dteeth between the
molars �squares�, the same variation �d in the sagittal distance, and the
same cross-sectional area A for both palates, �A �the wide quadrilateral� is
greater for the flat palate than for the domeshaped palate. df: cross-sectional
distance for flat palate, dc: cross-sectional distance for domeshaped palate,
hc: height of the domeshaped palate, dteeth: width of the vocal tract at the
height of the molars, and dtong: width of the vocal tract at the height of the
tongue surface for the domed palate. For the flat palate dtong would be equal
to dteeth and is therefore not shown.
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size. Cheng et al. �2007� showed that there are significant
changes in palate shape until the age of 11 which go together
with differences in articulatory control �e.g., place of articu-
lation and amount of palatal contact�. After age 11 the shape
of the palate stays about the same even if the articulatory
control develops further. Hiki and Itoh �1986� found that the
adult palate is typically deeper than the child’s palate.

Fitch and Giedd �1999� showed that from puberty on-
ward there is a gender difference in vocal tract anatomy.
These differences are most pronounced in the lips and the
pharynx �see also Fant �1966�� which are disproportinately
larger in men than in women, and this difference goes be-
yond the one explainable by body size. Fitch and Giedd
�1999�, however, did not find changes with regard to palate
size between males and females except for those which are
due to differences in body size.

Cheng et al. �2007� found possible gender differences in
palatal contact, which, however, were inconsistent. The au-
thors concluded that “no genuine differences may exist be-
tween the sexes” �p. 387�.

Since our speakers were all at least 25 years old, one can
assume that they have the typical more curved adult palate
and adult articulatory patterns. Even if clear gender differ-
ences have so far not been found in the literature, we will
carry out statistical tests in order to see whether there are
gender differences in palatal shape and variability.

In this study we focus on palatal doming. In order to
investigate the relationship between palatal doming and vari-
ability one needs to determine the curvature of the palate.
Measurements were made from the cast of each palate which
existed in the form of an EPG palate.

At first the coordinates of each of the 62 electrodes were
measured using a caliper. In order to do so the EPG palate
was placed on a photocopier and a high quality copy was
made on which two dimensions of the placement of each
electrode could be seen. A coordinate system was set up on
the photocopy with the point of origin in the leftmost, most
posterior electrode. The abscissa was set up from the two
outermost electrodes on the most posterior row of electrodes.
The ordinate was set up perpendicular to the abscissa. Then
the x and y values of each electrode were measured with the
caliper.

In order to measure the third dimension the artificial
palate was put in the dental cast of the subject. A Plexiglas
disk with a small hole in it was placed on top. The disk was
moved so that the hole was exactly above the electrode to be
measured. The caliper was put through the hole, and the
distance from the electrode to the Plexiglas disk was mea-
sured.

A result of this can be seen in Fig. 2. We selected the
sixth row from the front for calculating the coefficient �.
This coefficient models the relationship between sagittal dis-
tance and area function and gives information about palatal
curvature for a constant tongue curvature �cf. Appendix�. The
sixth row was taken because it presents the middle of the
palatal zone. Since the electrode placing of the EPG palate is
carried out according to certain anatomical landmarks
�Wrench �2007�� the measurement is on the whole compa-
rable for all palates.

A parabolic approximation with two coefficients was
carried out for the measured points of row 6. The palatal
shape could now be described by

y�x� = ax2 + b �4�

and � was calculated as

� =
4

3��a�
�5�

by assuming that the tongue is flat �cf. Perrier et al. �1992�
for an explanation�. Assuming that the tongue curvature re-
mains constant, a high �-value corresponds to a flat palate
and a low value to a domeshaped palate.

C. EPG recordings

The speakers were recorded via electropalatography
�reading system�. All speakers were experienced in speaking
with an artificial palate and had taken part in several EPG
studies before. The experiments started after speakers had
become comfortable with the palate and their speech
sounded normal to the investigator. The length of this period
varied but usually took a couple of minutes. For the Norwe-
gian and all but one of the English subjects the WinEPG was
used. The German, Polish, Bulgarian, and English subjects
were recorded with EPG 3. A parallel acoustic recording was
carried out with a digital audio tape �DAT� recorder for the
German, Bulgarian, and Polish subjects and one English sub-
ject. For the other subjects the acoustic recording was carried
out via WinEPG. The sampling rate of the articulatory data
was 100 Hz. During the recording, if an error or dysfluency
occurred, additional repetitions were recorded. The speakers
produced between 0 and 11 errors per recording, the average
error rate was 1.4%.

The sounds to be investigated were the consonant /j/ and
the vowels /i/ and /e/ with their lax counterparts /(/ and /�/. In
some languages the tense-lax contrast goes together with a
length contrast. In German, tense vowels are long in stressed
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position �cf., e.g., Hoole and Mooshammer �2002�� so that
the tense vowels in our sample are all long since they occur
in stressed position. In Norwegian there is also a tense-lax
contrast which is realized by differences in quantity and
quality, even if the quality difference is, in contrast to Ger-
man, predictable from either length or stress �Kristoffersen
�2000��. In English there is also a length contrast; however,
the quality contrast is, in comparison to the other two lan-
guages, more pronounced �e.g., Peterson and Barney �1952�
and Hillenbrand et al. �1995� for American English�.

The sounds in our sample were chosen because the vocal
tract is rather narrow during their production, and conse-
quently an influence of the palate shape can be expected. In
order to make the data in the different languages comparable,
nonsense words were used rather than real words. Doing so it
was possible to take the same items for all the languages.
Since some of the sounds do not have phonemic status in all
the recorded languages not all the speakers were recorded
speaking all items. For Bulgarian and Polish speakers no lax
vowels were recorded; for English there was no /e/ �but /�/�.

The items in which the sounds were embedded were
/’titi/, /’t(ti/, /’tet./, /’t�t./ �for the English speakers /’t�t.r/ or
/’t�t./� and /’jaja/. The carrier phrases differed from lan-
guage to language:

• for Bulgarian: Kazah…na teb. �I have said…to you.�
• for Polish: Powiedzialem…do ciebie. �I said…to you.�
• for German: Habe…gesagt. ��I� have said…�
• for English: Say…please.
• for Norwegian: Jeg sa… ’a vet du. �I said… you know.�

As one can see, the phonetic contexts for the target
words differ across the languages. For Bulgarian the test
word is preceded by an /x/, for Polish by an /m/, and for the
other languages by some kind of centralized vowel. Since
carryover effects have been found to spread over two or three
segments �Daniloff and Hammarberg, 1973�, one could as-
sume that the different preceding sounds could have an in-
fluence on the measurements carried out on the target vowel
and consonant. However, Daniloff and Hammarberg �1973�
found these wide spreadings only for slow speech. Since our
speakers spoke with normal speed one can assume that the
influence is minor. Additionally, we did not analyze the first
phone of the test word, but its presence means that the con-
sonant immediately preceding the target vowel was always
the same.

Each sentence was repeated 30 times in randomized or-
der. The beginning and end of each segment of interest was
labeled in the acoustic signal using PRAAT 4.2.17 �Boersma
and Weenink, 1992�:

• sonorant onset and offset for the medial sonorant /j/ as the
middle of the formant transitions between the surrounding
vowels and the sonorant and

• onset and offset of the second formant for the vowels in
stressed position.

D. Influence of the size of the phoneme inventory

There are a couple of studies investigating the influence
of the size of the phoneme inventory on token-to-token vari-
ability �e.g., Tabain and Butcher �1999� for consonants and
Dixon �1980� for vowels�. The basic question behind these
studies is whether speakers reduce the variability to a level
which allows clear boundaries between the phonemes. Al-
though the results of these studies are not entirely consistent
regarding complete phoneme inventories �Tabain and
Butcher �1999� found that there is no influence for conso-
nants, but Dixon �1980� found that there is one for vowels�
the possibility that this influence exists has to be taken into
account in the present study.

In order to find out whether the languages in our study
are comparable with respect to the sounds studied here, the
phoneme inventories were compared. However, as suggested
by the results of Tabain and Butcher �1999� and of Dixon
�1980�, a more crowded inventory in one domain, e.g., vow-
els, does not necessarily influence the variability of produc-
tions in another domain, e.g., consonants. In order to account
for the potential influence of the phoneme inventory on
vowel variability, we compared the number of unrounded
front vowels in the languages of the study. Rounded front
vowels were not counted since we hypothesized that the ex-
istence of rounded front vowels in German and Norwegian
should not influence the variability of the unrounded front
vowels considerably, either articulatorily or acoustically. In-
deed, lip rounding and spreading presents an additional de-
gree of freedom and is very likely to provide a clear distinc-
tion between the spaces of the articulatory representations of
these two vowel categories. Acoustically, lip rounding gen-
erates a strong frequency decrease of the lowest front cavity
resonance in a way that is very different from the conse-
quence of local tongue displacements. For the approximant
/j/, we counted places of articulation for the respective man-
ner of articulation for lingual consonants. The information
about the phoneme inventories of Bulgarian and German was
taken from The Handbook of the IPA �IPA, 1999�. Our
sources for the other languages were Kristoffersen �2000� for
Norwegian, Gimson and Cruttenden �2001� for British Eng-
lish, and Jassem �2003� for Polish.

All five languages have just one palatal or velar approx-
imant �cf. Table I�. With respect to the vowels, English, Nor-
wegian, and German are comparable in terms of the number
of places of articulation. Polish and Bulgarian have fewer

TABLE I. Number of phonemic contrasts. Leftmost column gives sound class.

Bulgarian Polish English Norwegian German

Palatal or velar approximants 1 1 1 1 1
Unrounded front vowels 2 3 4 4 4
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unrounded front vowels. We therefore tested if there is an
influence of the number of unrounded front vowels on articu-
latory and acoustic variabilities.

E. Measuring articulatory variability

Articulatory variability was measured in three ways:

�1� as the coefficient of variation in the POC over the com-
plete segment,

�2� as the standard deviation of the COG �a measurement of
tongue position variation�, and

�3� as the coefficient of variation in the number of contacts
at the articulatory target �a measurement of tongue
height variation�.

1. Coefficient of variation in the percent of contact
„“POC-variability”…

The POC describes whether there is much or little con-
tact without specifying where the contact occurs. The articu-
latory variability of this index was calculated as follows:

• calculation of the POC for each EPG frame within the
acoustically measured segment,

• temporal alignment of the 30 repetitions for each speaker
and each item,

• calculation of a mean and the standard deviation for each
sample of the normalized 30 repetitions,

• calculation of a mean of the standard deviations over all
samples,

• normalization of this value at the mean POC, and
• calculation of the maximally observed variability.

These steps will now be described in detail.
At first, the POC was calculated for each EPG frame

within the measured time interval as

pc =
nc � 100

62
, �6�

with nc is the number of contacts and 62 as the maximal
number of contacts �Hardcastle and Gibbon, 1997�.

Figure 3 illustrates this method. The left subplot shows
the EPG frames of a production of /i/ surrounded by /t/ by
speaker E1 �English speaker 1, male�. In the beginning there
is more contact because the preceding consonant is /t/. The
closure, however, cannot be seen anymore since the figure
only shows the frames corresponding to the segment of the
acoustic signal that has a clear formant structure. Then there
is less and less contact. Toward the end there is again more
contact because the phoneme following the /i/ is again /t/.

The right subplot in the figure shows the POC for each
of the frames in the left subplot. As one can see there is a
higher percentage of contact in the beginning �when conso-
nantal characteristics are still present�, the POC falls in the
middle of the segment �during /i/�, and toward the end the
POC rises again because of the second /t/. These calculations
were carried out for the 30 repetitions of each item.

After this calculation data were split according to
speaker and item. As one can imagine, the 30 repetitions of
one item usually differed in duration. In order to calculate

standard deviations over the complete segment, however,
they had to be time-aligned. Therefore, they were aligned
nonlinearly according to an algorithm proposed by Lucero et
al. �1997� and Lucero and Koenig �2000�. The algorithm
aligns beginning, end, maxima, and minima of the POC-
signal. The transformation of the time scale is therefore non-
linear.

After this temporal alignment, a mean value and the
standard deviation of the 30 repetitions were calculated for
each of the sample points of the nonlinearly aligned repeti-
tions. The mean of all the standard deviations �one for each
sample point� was calculated separately for each item and
each speaker �across the 30 repetitions of one item�. When
the data were split according to the item �and thus according
to the target sound�, a significant positive correlation be-
tween mean and standard deviation was found for /�/ and /j/.
Hence, the standard deviations �one for each sample point� of
the POC were normalized by the mean value of the POC. We
thereby obtained the coefficient of variation. The resulting
value was treated as a measure of the articulatory variability
of one item uttered by a speaker and will be called POC-
variability.
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FIG. 3. Left: EPG frames for /i/ surrounded by /t/. Time goes from left to
right and from top to bottom. White circles represent electrodes without
contact; filled circles electrodes with contact. Right: POC for the EPG
frames of /i/ shown on the left �with linear interpolation�. Data from speaker
E1.
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As a final step we calculated the maximally observed
variability. This step is grounded in the following reasoning.
According to the argumentation in the Introduction, one can
expect speakers with flat palates to reduce their articulatory
variability. This, however, does not mean that speakers with
domeshaped palates should always have a high articulatory
variability. For all speakers it is possible that they have less
variability than they could allow for. The speakers with
domeshaped palates, however, have a greater range of pos-
sible levels of variation since the articulatory variability they
can allow for without changing the acoustic output consider-
ably is higher.1 What we are interested in is consequently the
maximum possible variability for a certain palate shape. It is
therefore important not only to look at the observed variabil-
ity but at the maximally observed variability for a certain
palate shape. In order to do so, we distributed palate shapes
across three groups: flat palates, medium palates, and domed
palates. The division was carried out linearly: Since the high-
est observed � was 2.24 and the lowest was 1.23, the border
between domed and medium palates was placed at 1.57 and
the one separating medium and flat palates at 1.91.

In order to get the maximum possible variability in each
palate shape group, for each segment and each palate group,
the upper third �rounded to the nearest higher integer� of the
observed POC-variability was considered. To give an ex-
ample for domed palates, for the ten speakers with a domed
palate �� between 1.23 and 1.57� the following POC-
variabilities were observed for /j/: 0.1139, 0.1194, 0.1239,
0.1254, 0.1279, 0.1736, 0.1783, 0.2199, 0.2223, and 0.3318.
The upper third corresponds to the four speakers with the
highest variability values: 0.3318, 0.2223, 0.2199, and
0.1783. These four values are the maximally observed articu-
latory variability for /j/ for speakers with domed palates. This
variability will be called maximally observed POC-
variability.

2. Standard deviation of the center of gravity „“COG-
variability”…

In contrast to the first measurement which calculated
variability over the complete segment, the second measure-
ment is one which corresponds to one moment in time only
and not to a complete segment. The reason for doing this was
to test whether we would get the same result for canonical
tongue positions.

Briefly, the following calculations were carried out:

• determination of an articulatory target for each production,
• calculation of the COG for the target EPG frame,
• calculation of the standard deviation of the mean COG for

the 30 repetitions of one item uttered by the same speaker,
and

• calculation of the maximally observed COG-variability.

First, in each production we labeled a point in time
which could be seen to be the articulatory target position of
the sounds. The definition of this articulatory target relies on
the assumption that consonants have more linguo-palatal
contact than vowels. A transition from a vowel to a conso-
nant will therefore involve an increase in the contact whereas

a transition from a consonant to a vowel will involve a re-
duction in contact. The articulatory target for a vowel was
therefore the frame with the least contact within the acousti-
cally measured segment. The articulatory target for a conso-
nant was the frame with the most contact within the acous-
tically measured segment.

This method is demonstrated in Fig. 3. The articulatory
target of the /i/-production shown there would be the fourth
and fifth samples in the figure since there is the least contact
in this production.

For the EPG frame at this articulatory target position we
calculated the COG, which is a measure of the mean location
of contact along the anterior-to-posterior axis of the palate
�Hardcastle et al. �1991��. If the COG is low this means that
there is more contact in the anterior region; if it is high there
is more contact in the posterior region of the palate.

The COG was calculated according to the following for-
mula �Cheng et al. �2002��:

COG =
R1 + 2R2 + 3R3 + 4R4 + 5R5 + 6R6 + 7R7 + 8R8

��contacts�
,

�7�

where R1–R8 denote the contacts observed in the horizontal
rows of the palate from the most anterior to the most poste-
rior position.

Since there was no correlation between the standard de-
viation of this coefficient and the mean COG-value we cal-
culated the standard deviation only instead of the coefficient
of variation. In order to calculate the highest observed vari-
ability we again calculated a mean value of the one-third of
speakers with the highest variability in each of our three
groups �flat palates, medium palates, and domed palates�.

3. Coefficient of variation in the number of contacts
in the row with the most contact „“NOC
variability”…

In order to calculate the variability of the number of
contacts we used the articulatory target again. From the EPG
frame at the target we took the row with the greatest number
of contacts �in Fig. 3 this would be row 6� and calculated the
standard deviation of the numbers of contacts within these
rows for the 30 repetitions of an item uttered by a speaker.
We divided the standard deviation by the mean �and thereby
received the coefficient of variation� since there was a corre-
lation between mean and standard deviation. As for all the
other parameters, the highest observed variability was calcu-
lated. This variability was called maximally observed NOC-
variability.

The aim of calculating this parameter was to investigate
the variability of the groove width which is important for the
acoustic output. In contrast to COG-variability the NOC-
variability measures tongue height differences instead of dif-
ferences in tongue position.

F. Measuring acoustic variability

Acoustic variability was calculated on the basis of the
frequencies of the first three formants. Section II F 1 de-
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scribes how the formants were measured. Section II F 2 de-
scribes how the acoustic variability was measured.

1. Formant measurements

For the measurement of the first three formants the data
were first downsampled from 48 to 10 kHz. Afterward semi-
automatic measurements were carried out in MATLAB with a
signal window length of 20 ms �adopized with a Hanning
window� and a shift duration of 5 ms �=75% overlap� be-
tween neighboring windows.

Two spectral analysis techniques were combined. An
LPC2 analysis with 14 coefficients was calculated. After-
ward, upper and lower boundaries in the frequency domain
were defined for each formant of each speaker and each
vowel. Then the formant detection program looked for true
maxima, corresponding to an actual zero crossing of the first
derivative of the spectral envelope. It looked for a unique
maximum within each of the three frequency ranges that
were defined for each of the first three formants.

For example, for most male speakers, F1 was detected in
the �200 400 Hz� range for /i/, while F2 was detected in the
�1800 2400 Hz� range for /i/. If there was a frequency range
within which no true maximum could be found, the program
looked for humps on the envelope. Humps correspond to
parts of the spectral envelope where the first derivative does
not cross zero and has, within an interval of 24 Hz, an am-
plitude that first reaches a value close to zero and then in-
creases back rapidly �i.e., is multiplied by a factor larger than
10�. These parts do not correspond to a true maximum of the
spectral envelope since there is no actual velocity zero cross-
ing. However, they show evidence for a local increase in the
spectral energy compatible with the existence of a formant.

If at the end of these processing steps the LPC analysis
did not propose a solution for each of the formant-specific
frequency ranges, the whole process was repeated for the
cepstral analysis. The cepstral analysis used the same signal
windows �20 ms, Hanning apodization� as the LPC analysis
and involved the computation of 256 point Fast Fourier
Transforms �FFTs� and inverse FFTs. Liftering in the cepstral
domain was 3 ms large for male speakers and 2.3 ms for
female speakers. Finally, the results were controlled manu-
ally, and the boundaries were reset if necessary.

Formant detection is especially complicated when sev-
eral formants get closer to form a single peak. To give an
example, in German, F2 and F3 of the vowel /i/ are usually
very close so that they could be interpreted as one formant
by a formant detector. This is the reason why we decided to
use a guided semi-automatic detection, and not an automatic
one, and to rely on two methods, an LPC analysis and cep-
stral analysis, in order to compute the spectral envelope.

In order to better illustrate the perceptual influence of a
certain variability, the formants were transformed into barks
according to the following formula �Schroeder et al. �1979��:

Fbark = 7 � a sinh�FHz/650� . �8�

For some speakers and some items formants could not
be reliably measured, or they could be measured for some
repetitions only. If more than 10 repetitions could not be

reliably measured, the items were excluded from further
acoustic analysis since, judging from our corpus, 20 repeti-
tions are needed for obtaining stable measurements for vari-
ability �i.e., the variability stops rising if more repetitions are
included�. If less than 20 repetitions are taken, variability
drops.

Consequently, the following data were excluded from
further analysis:

• F2 and F3 of /(/ by male speaker E1 where we usually
found three peaks instead of two in the F2-F3 region,

• F2 and F3 of /(/ by female speaker N3 �same problem�,
• F2 and F3 of /i/ by female speaker N5 where we often had

just one peak instead of two in the F2-F3 region,
• F2 of male speaker E9’s /(/ where the formant peak was

too small in amplitude,
• F2 and F3 of /e/ by female speaker N4 where the formant

peaks were too small in amplitude, and
• F2 of item /(/ by female speaker N6 where the peak was

too small in amplitude.

2. Standard deviation of F1, F2, and F3: “F1-
variability, F2-variability, and F3 variabilities”

The calculation of acoustic variability was carried out
similar to the POC-variability �Sec. II E 1�, except that no
coefficient of variation was measured. As for the articulatory
data, a nonlinear time alignment was carried out for the for-
mant values measured over a complete segment. The mean
value and the standard deviation of the bark transformed for-
mants were calculated for each of the samples. Then a mean
of the standard deviations was calculated for each sound and
each speaker. The coefficient of variation was not calculated
since there was no correlation between mean and standard
deviation.

G. Statistical analyses

All statistical analyses were carried out in SPSS 15.0. The
following tests were carried out.

• In order to investigate whether there is a gender effect in
palate size we calculated a one-factorial analysis of vari-
ance �ANOVA� with gender as factor and palate shape ���
as dependent variable.

• A possible influence of gender on all the variabilities
�POC-variability, COG-variability, NOC-variability, F1-
variability, F2-variability, and F3-variability� was assessed
with a repeated measures ANOVA with item as within-
subject factor and gender as between-subject factor.

• A possible influence of the size of the phoneme inventory
on all the variabilities �POC-variability, COG-variability,
NOC-variability, F1-variability, F2-variability, and F3-
variability� was assessed with a repeated measures
ANOVA with item as within-subject factor and vowel in-
ventory type �2 vs 3 vs 4 unrounded front vowels� as
between-subject factor.

• In order to see whether there is a significant influence of
the palate shape on the maximally observed variabilities
the palate shapes were divided into three groups �flat, me-
dium, and domed palates�, and the influence of the palate
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group on the variabilities was assessed via a repeated mea-
sures ANOVA with item as within-subject factor and palate
group as between-subject factor.

III. RESULTS

This section presents the results for our measurements.
At first all the parameters were checked to see if there is a
gender effect �Sec. III A�. Then the influence of the phoneme
inventory on the parameters was investigated �Sec. III B�. In
Sec. III C the results for the influence of the palate shape on
POC-variability, COG-variability, and NOC-variability are
presented. Then the influence of the palate shape on the
acoustic variability is discussed �Sec. III D�. Finally the re-
sults of our statistical analysis are presented �Sec. III E�.

A. Gender effect

Our corpus included data for 15 female and 17 male
speakers. After the calculation of our parameter � we tested
whether gender has an influence on the palate shape. A one-
factorial ANOVA showed that there was none �F�31,1�
=0.721, p=0.403�. However, as will be seen in Sec. III C 3,
although our sample seems to be balanced for gender, all the
flat palates belong to males.

Furthermore, we tested all our parameters �POC-
variability, COG-variability, and NOC-variability� to see if
there is an influence of gender. The results can be found in
Table II. As can be seen, there is a significant effect of gen-
der on COG-variability, F1-variability, and F2-variability.
The influence of gender on F3-variability is close to reaching
significance. In all further analyses of COG-variability, F1-
variability, F2-variability, and F3-variability we will there-
fore split data according to gender.

B. Influence of the size of the phoneme inventory

In Sec. II D we noted that Polish and Bulgarian have
fewer unrounded front vowels. The results of a repeated
measures ANOVA show that the influence of the size of the
phoneme inventory does not reach significance �cf. Table
III�.

C. Relationship between palate shape and
articulatory variability

1. General findings

Figure 4 shows as an example the relation between
POC-variability and the palate shape found for /(/. On the
abscissa the � values of the speakers are displayed and on
the ordinate the POC-variability.

As can be seen from the crowdedness of the points in the
middle of the figure, the sample is not entirely well balanced
with regard to the palate shape. Whereas there are just a
couple of speakers with a very curved �low �� or a very flat
palate �high ��, the majority of the speakers clusters around
the middle.

Furthermore, as expected, the variability varies more in
the left half of the figure �for low � and domed palates� than
in the right half �for high � and flat palates�. In the left half
one can find speakers with both high and low variabilities.
On the right side, however, there are only speakers with low
variability. This is consistent with the hypothesis that the
speakers with a flat palate all reduce their articulatory vari-
ability in order to preserve the acoustic output. For the other
speakers, the amount of articulatory variability is more vari-
able: It can be significantly larger than for speakers with a
flat palate, but this is not systematically the case.

In general, the expected relation can be seen quite
clearly: The maximally observed variability for a certain
range of palate shapes decreases from left to right. We will
therefore go on looking at the results for the maximally ob-
served variability.

Figure 5 shows the percentage of activation of each elec-

TABLE II. Results of repeated measures ANOVA with item as within-
subject factor and gender as between-subject factor.

Parameter Effect F �p�

POC-variability Gender F�1,30�=2.68, p=0.112
COG-variability Gender F�1,30�=4.820, p=0.036
NOC-variability Gender F�1,30�=0.037, p=0.849

F1-variability Gender F�1,30�=57.326, p=0.000
F2-variability Gender F�1,30�=29.688, p=0.000
F3-variability Gender F�1,30�=2.959, p=0.096

TABLE III. Results of repeated measures ANOVA with item as within-
subject factor and vowel inventory type �number of unrounded front vowels�
as between-subject factor.

Parameter Effect F �p�

POC-variability Vowel inventory type F�2,29�=1.460, p=0.249
COG-variability Vowel inventory type F�2,29�=0.141, p=0.869
NOC-variability Vowel inventory type F�2,29�=0.138, p=0.871

F1-variability Vowel inventory type F�2,29�=2.012, p=0.152
F2-variability Vowel inventory type F�2,29�=0.027, p=0.973
F3-variability Vowel inventory type F�2,29�=1.594, p=0.220
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trode at the articulatory target for the three groups of palates
and each item. Flat palates are shown in the left column,
medium palates in the middle, and domed palates in the
right. Each line shows a different item. White asterisks mean
“no contact” over all trials of all speakers with this kind of
palate and black asterisks mean “always contact” in all trials
of all speakers with this kind of palate. Gray asterisks denote
an intermediate activation, dark gray means more than 50%,
and light gray less than 50%.

One can see that the most gray asterisks �denoting that
this contact is sometimes active, sometimes it is not�, and
therefore the most variability in contacts, are around the
groove in the middle and in the most anterior rows. The
variability in groove width is probably due to differences in
tongue height: When the tongue is lowered, contact in the
middle of the palate disappears first. The variability in the
front rows is certainly due to differences in tongue position:
When the tongue is moved posteriorily, contact in the ante-
rior rows disappears.

2. Percent of contact „“POC-variability”…

Figure 6 shows all the POC-variability values as a func-
tion of the palate shape. Each small letter gives the value of
one measurement of the variability for one sound and one
subject. The vertical lines mark the borders of the three
groups of palates needed for the calculation of the maximally
observed POC-variability. The domed palates are on the left,
the medium palates in the middle, and the flat palates on the
right. Comparable to Fig. 4 one can see that the variability
varies for speakers with a domed palate but tends to be low
for the speakers with a flat palate.

Plotted on top of these values bold letters connected by
lines can be seen. These are the mean values of the maxi-

i

flat medium domed
I

flat medium domed
e

flat medium domed
E

flat medium domed
j

flat medium domed

FIG. 5. Mean contact patterns for the five items �rows� and palate types
�columns�. Black asterisks denote 100% contact �contact over all repetitions
of all speakers in that palate group�; white asterisks denote 0% contact.
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mally observed POC-variability in each group. All the lines,
except the one for /i/, are falling from left to right. This
means that, even if there are speakers with a domeshaped
palate exhibiting low variability, the maximally observed
variability in the group of speakers with domeshaped palates
is higher than the maximally observed variability in the
group of speakers with a flat palate.

3. Center of gravity „“COG-variability”…

Figure 7 shows the results for our measurements of
COG-variability. Since there was a significant effect of gen-
der, data are split according to gender. As one can see, our
small sample of subjects does not contain female subjects
with flat palate.

The results do not show the same tendency as for the
POC-variability. It rather seems that there is no tendency at
all, but that the maximally observed variability is connected
to the number of subjects in the group: There are many sub-
jects with a medium palate so there is a high maximally
observed COG-variability.

The different results for POC and COG could be due to
the fact that the COG measures differences in the front-back
dimension whereas the POC measures differences in both
dimensions �front-back and laterality�.

As can be seen in Fig. 5, variability occurs both in
tongue height and tongue position. So the fact that we do not
find results for COG but for POC variability could indicate
that only the variability in tongue height is connected to the
palate shape.

4. Number of contacts in the row with most contact
„“NOC-variability”…

Figure 8 shows the results of the third method to calcu-
late articulatory variability. The figure shows the coefficient
of variation for the contacts in the row with the highest num-
ber of contacts at the target position.

As one can see, a similar tendency as for the POC-
variability can be observed, even if the details vary. For /(/,
/j/, and /�/ one can see that the highest observed variability

shown by the big letters and the lines connecting them is
highest for the speakers with a domed palate, a little lower
for the speakers with a medium palate, and lowest for speak-
ers with a flat palate. For the two tense vowels /i/ and /e/ this
tendency cannot be observed.

D. Acoustic variability

According to our rationale in the beginning, speakers
with flat palates should have more acoustic variability if they
have the same articulatory variability as speakers with a
domeshaped palate. Since, however, these speakers have less
articulatory variability, they can be expected to have about
the same acoustic variability as speakers with domed palates.

Figures 9–11 give the results for the variability of the
formants. Since a gender effect was found, data were split by
gender. Same as for COG-variability, it is hard to see a ten-
dency, except for the dependence of the variability on the
sample size. Most importantly, however, the acoustic vari-
ability of speakers with flat palates is never greater than that
of speakers with domeshaped palates. As discussed in the
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FIG. 7. As Fig. 6, but for COG-variability.
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FIG. 8. As Fig. 6, but for NOC-variability.
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Introduction, there should be higher acoustic variability in
speakers with flat palates if speakers ignored the differences
in acoustic variability resulting from different palate shapes.

E. Statistical analysis

The results of our statistical analysis in Table IV show
that for the maximally observed POC- and NOC-variabilities
there is a significant effect of the form of the palate on the
articulatory variability. None of the acoustic parameters
showed a significant effect; neither did maximally observed
COG-variability.

IV. DISCUSSION

The aim of the current study was to investigate how
morphology influences motor strategies in order to reach an
acoustic target.

As has been explained in the Introduction, the starting
point of our study was the assumption that, without adjust-
ments by the speaker, a given amount of articulatory vari-
ability should result in less acoustic variability if the palate is
domeshaped than if it is flat since the constriction area
should be modified to a higher degree by articulatory vari-
ability in the second case than in the first.

By this reasoning, let us hypothesize that speakers
should compensate for the shape of their palate in order to

counteract the impact of the palate shape on the acoustic
variability and to keep this variability within a range com-
patible with the correct perception of the phoneme. More
precisely, speakers with flat palates should reduce their ar-
ticulatory variability, and there should be a relationship be-
tween palate shape and articulatory variability.

In this theoretical framework, articulatory and acoustic
variability of 32 speakers of various languages has been
measured. In order to assess articulatory variability we cal-
culated the coefficient of variation in the percent of contact
�POC-variability�, the standard deviation of the center of
gravity �COG-variability�, and the coefficient of variation in
the number of contacts in the row with most contact �NOC-
variability�. The first one of these measures assesses overall
variability, the second variability in the horizontal dimension
�tongue position�, and the third the variability in the vertical
direction �tongue height�.

The first main finding of this experimental study is that
for three of the five phonemes that were analyzed, namely, /(,
�, j/, there is clearly a relationship between maximal POC-
and NOC-variabilities and palate shape. For a fourth item,
/e/, there is one for POC-variability. Indeed, for these sounds,
speakers with flat palates show reduced articulatory variabil-
ity. Large articulatory variability is observed for some speak-
ers with domeshaped palates, while small articulatory vari-
ability is systematically observed for speakers with a flat
palate. For NOC-variability no consistent results could be
found. We therefore conclude that there is a systematic rela-
tionship between variability in vertical tongue position but
not in horizontal tongue position. This is consistent with our
rationale from the beginning which predicted a relation be-
tween vertical variability and palate shape.

For one sound, /i/, no trend in either POC- or NOC-
variability could be observed. This could be due to the gen-
erally low articulatory variability of this sound. Fujimura and
Kakita �1979� showed that synchronous activity of the dif-
ferent parts of the genioglossus in /i/ leads to a stable articu-
latory pattern �“stabilization effect”� and low acoustic vari-
ability �“saturation effect”�. Similarly, Perkell �1990, p. 269f�
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FIG. 10. As Fig. 6, but for F2-variability and maximally observed F2-variability.
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described this generally low articulatory variability of high
tense vowels as a saturation effect. The tongue blade is stiff-
ened and grooved and pushed against the hard palate by ge-
nioglossus posterior activity. In this position the tongue stays
rather stable even if activation levels of the genioglossus
posterior vary. According to Perkell �1990� this saturation
effect would strongly simplify the control of the stability of
the tongue positioning for high front vowels, and it would
ensure that the acoustic variability remains within a range
compatible with a correct perception of the phoneme. This
hypothesis is supported by the fact that, in spite of its low
articulatory variability, /i/ shows about the same amount of
maximal acoustic variability as compared to the other sounds
�but see criticisms of the saturation effect hypothesis in
Buchaillard et al. �2008��.

The second main finding is that the acoustic variability
was experimentally never found to be greater for speakers
with flat palates than for speakers with domeshaped palates.
This shows that the impact of the palate shape on the amount
of articulatory variability counteracts the natural influence of
palate flattening in the acoustics, namely, the increase in
acoustic variability.

Consequently, we interpret the experimental findings of
this study as supporting the hypothesis that, in order to pre-
serve the acoustic correlates of the perception of these pho-
nemes, speakers specifically adapt their articulatory variabil-
ity to their morphology. More precisely, speakers control the
accuracy of their tongue positioning in relation to their palate
shape in order to make sure that the acoustic variability re-
mains within a range compatible with the correct perception
of the phoneme. For some speakers, i.e., those for whom the
amount of acoustic variability is very sensitive to changes in
the amount of articulatory variability, the reduction in the
articulatory variability even generated a reduction in the
acoustic variability which was stronger than the one imposed
by perceptual accuracy requirements �i.e., the acoustic vari-
ability was below the one measured for speakers with other
palate shapes�.
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TABLE IV. Results of repeated measures ANOVA with item as within-
subject factor and palate group as between-subject factor.

Parameter Effect F �p�

POC-variability Palate group F�2,9�=5.698, p=0.025
COG-variability, females Palate group F�1,4�=0.014, p=0.293
COG-variability, males Palate group F�2,3�=3.842, p=0.149

NOC-variability Palate group F�2,9�=4.262, p=0.05

F1-variability, females Palate group F�1,4�=1.813, p=0.249
F1-variability, males Palate group F�2,3�=1.747, p=0.314

F2-variability, females Palate group F�1,4�=0.015, p=0.909
F2-variability, males Palate group F�2,3�=0.177, p=0.846

F3-variability, females Palate group F�1,4�=0.926, p=0.390
F2-variability, males Palate group F�2,3�=0.588, p=0.609
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FIG. 11. As Fig. 6, but for F3-variability and maximally observed F3-variability.
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APPENDIX: COMPUTATION OF THE CROSS-
SECTIONAL AREA AND THE COEFFICIENT
� IN THE MODEL

In order to represent the palate and tongue shape we use
a double-parabola model. In the following we will describe
how the alpha coefficient is derived for this general model
and then how it is derived in our special case where we have
no information on the tongue surface and therefore assume
that the tongue is flat. The double-parabola model was used
because it gives a good fitting with the contact electrodes
measured and allows to gain a single parameter for the de-
scription of palatal doming.

For the computation of the cross-sectional area in the
model, the palate and the tongue are represented as �cf. Fig.
12�

ypal�x� = apalx
2 + y0p, �A1�

yton�x� = atonx
2 + y0t �A2�

for apal�0, with y0p being the midsagittal point of the palate
and y0t the midsagittal point of the tongue surface. aton could
be positive or negative and still be articulatorily meaningful.
For our calculations we chose aton=0. The area below the
palate is

Ap = �
−xmax

xmax

�apalx
2 + y0p�dx �A3�

= 1
3apal�xmax

3 + xmax
3 � + y0p�xmax + xmax� �A4�

= 2
3apalxmax

3 + 2y0pxmax, �A5�

with xmax and −xmax being the x-values of the intersection
points of tongue and palate. The area below the tongue is

At = 2
3atonxmax

3 + 2y0txmax. �A6�

The resulting cross-sectional area is the difference between
Ap and At.

A = 2
3 �apal − aton�xmax

3 + 2�y0p − y0t�xmax. �A7�

One can now introduce the cross-sectional distance dsagit as
the difference between y0p and y0t.

A = 2
3 �apal − aton�xmax

3 + 2dsagitxmax. �A8�

Since

ypal�xmax� = yton�xmax� �A9�

and

xmax � 0 �A10�

apal�xmax�2 + y0p = aton�xmax�2 + y0t �A11�

xmax =� y0p − y0t

aton − apal
�A12�

for �aton−apal��0; otherwise there will be no intersection
between tongue and palate. Since the sagittal distance is

dsagit = y0p − y0t, �A13�

xmax = 	 dsagit

aton − apal

1/2

. �A14�

By replacing xmax in formula �A8� one gets

A = −
2�dsagit�3/2

3�aton − apal�1/2 +
2�dsagit�3/2

�aton − apal�1/2 , �A15�

A =
4�dsagit�3/2

3�aton − apal�1/2 , �A16�

A = �dsagit
1.5 , �A17�

with

� =
4

3�aton − apal

. �A18�

If aton=0,

� =
4

3�0 − apal

, �A19�

which, since apal�0, is equivalent to Eq. �5�.

1Thanks to Phil Hoole for raising this idea.
2Linear predictive coding, a spectral analysis method based on an autore-
gressive model of the signal.
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A number of studies have investigated acquisition of stop voicing contrast in various languages by
voice onset time measurement. Korean stops, however, are all voiceless word-initially and are
differentiated by multiple acoustic-phonetic parameters resulting in a three-way contrast �fortis,
aspirated, and lenis�. The present study examines developmental patterns of Korean word-initial
stops produced by 40 Korean children aged 2;6 �year; month�, 3;0, 3;6, and 4;0 years, and compare
the children’s productions to those of 10 female adults. Voice onset time, fundamental frequency,
and amplitude difference between the first and second harmonics of the post-stop vowel are obtained
from monosyllabic near-minimal triplets at three places of articulation �labial, alveolar, and velar�.
Acoustic measures of children’s productions reveal both universal phonetic patterns and phonetic
variation associated with articulatory complexity specific to Korean. Language-specific fundamental
frequency variation begins to emerge as early as 2;6, but appears to be mastered later than the voice
onset time distinction. In comparison to the adults, young Korean children exhibit greater overlap
across stop categories, and the acoustic overlap decreases over age. Results suggest that
language-specific phonetic details as well as universal patterns should be examined to provide a
better understanding of the speech sound development of a given language.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3123402�

PACS number�s�: 43.70.Ep, 43.70.Fq �RYL� Pages: 3950–3961

I. INTRODUCTION

This paper presents an acoustic study of stops produced
by young children acquiring Korean. Most instrumental stud-
ies of the acquisition of “voicing” have focused on measures
of voice onset time �VOT�, and it is well documented that
VOT is a common feature for differentiating stops across
languages �e.g., Lisker and Abramson, 1964�. Korean stops
differ by place and have a three-way laryngeal contrast in
word-initial position; moreover the stops are all described as
voiceless and often overlap in VOT ranges �Han and Weitz-
man, 1970; Hardcastle, 1973; Kim, 1965; Lisker and Abram-
son, 1964�. As a result, multiple acoustic-phonetic param-
eters are required to distinguish three types of Korean stops.
At present, very little is known about how young Korean
children learn the multiple phonetic features of this stop sys-
tem. In the study that follows, acoustic-phonetic properties
of initial stops produced by young Korean children are ex-
amined and compared with previous cross-linguistic research
on the acquisition of stops. In addition, the phonetic patterns
in child speech are compared with those in adult speech to
provide a basis for examining developmental aspects of chil-
dren’s speech.

A. Literature review

1. VOT and f0 as acoustic correlates of stop
consonant voicing or aspiration

Most research focuses on three modal values of VOT
corresponding to voiced, voiceless unaspirated, and voiceless
aspirated categories �Cho and Ladefoged, 1999; Henton et
al., 1992�. Among the three types, voiceless unaspirated
�short-lag� stops are known to be most common in the
world’s languages and are considered to be the “easiest” to
produce in terms of articulation and aerodynamics �Westbury
and Keating, 1986�.

The preference for this stop type is seen in child data at
both prelinguistic and early linguistic stages. Eilers et al.
�1984� reported that both English and Spanish infants in the
pre-meaningful stage of development predominantly pro-
duced short-lag stops. In the early linguistic stage, children
learning different languages acquire short-lag stops before
long-lag stops or prevoiced stops �see Gilbert, 1977;
Kewley-Port and Preston, 1974; Macken and Barton, 1980a
for English; Allen, 1985 for French; Clumeck et al., 1981 for
Cantonese; Davis, 1995 for Hindi; Gandour et al., 1986 for
Thai; Eilers et al., 1984; and Macken and Barton, 1980b for
Spanish�.

Cross-linguistic studies have revealed that a contrast be-
tween short-lag vs. long-lag stops is acquired earlier than one
between lead vs. short lag. While American English learners
demonstrated a short- and long-lag contrast at least by 2;6
�Gilbert, 1977�, Mexican Spanish-learning children did not
exhibit a lead and short-lag contrast until age 4 �Macken and
Barton, 1980b�. The late acquisition of initial prevoiced stops
has been explained in part by children’s learning strategy. It

a�
This study is based on the doctoral dissertation of the first author. A portion
of this work was presented at the Fourth Joint Meeting of the Acoustical
Society of America and Acoustical Society of Japan, Honolulu, HI, No-
vember 2006.

b�Author to whom correspondence should be addressed. Electronic mail:
minjungk@u.washington.edu
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is reported, for example, that children learning Mexican
Spanish produce spirantized voiced stops as found, to a more
limited extent, in word-initial stops of the adult language �cf.
Macken and Barton, 1980b�. Young French-learning children
aged 2;6, on the other hand, showed avoidance of initial
prevoiced stops by adding voiced segments prior to voiced
stops �Allen, 1985�. Gandour et al. �1986� suggested that
children learning Thai, which has a three-way stop contrast,
acquire prevoiced stops latest because of articulatory diffi-
culty. It has been also reported that young children exhibit a
wider range of VOT for long-lag stops compared to short-lag
stops and need more time to acquire adult-like VOT values
following emergence of contrastive VOT distribution
�Clumeck et al., 1981; Gandour et al., 1986; Gilbert, 1977�.

Another acoustic correlate of the voicing contrast is dif-
ferences in the fundamental frequency at the onset of the
following vowel; specifically, f0 at the onset of voicing is
reported to be higher after voiceless stops than after voiced
stops �e.g., House and Fairbanks, 1953; Lehiste and Peter-
son, 1961; Silverman, 1987 for English; Hombert et al., 1979
for French; and Löfqvist et al., 1989 for Dutch�. This f0

difference is described as either a universal phonetic phe-
nomenon or a language-dependent property. The former per-
spective is that f0 perturbation results from aerodynamic
and/or physiological factors �cf. Hombert et al., 1979�.
Based on electromyographic data showing greater laryngeal
muscle activity for a voiceless stop relative to a voiced stop,
Löfqvist et al. �1989� suggested that the higher f0 following
a voiceless stop is associated with vocal fold tension, and
that f0 variation occurs as a by-product of the different la-
ryngeal gestures for voicing. Kingston and Diehl �1994�, on
the other hand, argued that f0 variation, which occurs regard-
less of the presence or absence of vocal fold vibration in
different languages, is “controlled” to enhance the contras-
tiveness of phonological voicing.

Research on f0 perturbation in child speech is very lim-
ited. Robb and Smith �2002� reported that 4-year-old chil-
dren exhibited a high f0 falling pattern after voiceless
consonants although the pattern was not adult-like; unfortu-
nately, their study did not measure f0 at voice onset after
voiced consonants. Ohde �1985� compared VOT and f0 per-
turbation pattern of 8- to 9-year-old children with those of
adults, and reported that the children showed similar but
more variable f0 variation compared to adults. He suggested
that f0 is a secondary feature of voicing distinction and is
mastered later than the primary phonetic feature, VOT.

2. Korean stop consonants

In Korean, three types of stops, referred to as fortis �or
tense�, aspirated, and lenis �or lax�, are produced at three
places of articulation: labial /p� ,p ,ph/, alveolar /t� , t , th/, and
velar /k� ,k ,kh/ stops all are voiceless phrase-initially, and
word-initially in words produced in isolation. In phrase-
initial position, including single-word productions, fortis
stops are described as unaspirated and laryngealized, aspi-
rated stops as strongly aspirated, and lenis stops as slightly
aspirated and breathy �e.g., Cho et al., 2002�.

The three types of stops can be distinguished by three
acoustic properties: VOT, fundamental frequency �f0� of the

following vowel, and voice quality at the onset of the fol-
lowing vowel �Cho et al., 2002; Kim et al., 2002�. In gen-
eral, mean VOT values are shortest for fortis stops, interme-
diate for lenis stops, and longest for aspirated stops;
however, VOT ranges often overlap �Han and Weitzman,
1970; Hardcastle, 1973; Kim, 1965�. Whereas the VOT val-
ues markedly distinguish fortis stops from aspirated stops, f0

differences serve to distinguish lenis stops from fortis or as-
pirated stops: f0 at the onset of the vowels following lenis
stops is generally lower than that following fortis or aspi-
rated stops �Ahn, 1999; Cho et al., 2002�. Jun �1996� re-
ported that the f0 difference in Korean stops persists until the
end of the vowel and is much greater in magnitude than that
found in English and French. Jun �1996� suggested that the
f0 differences serve to “enhance a phonological contrast,”
thus making lenis stops perceptually more salient. Jun’s
�1996� argument may be related to Kingston and Diehl’s
�1994� theory of emphasizing phonological contrasts in that
Korean speakers tend to manipulate the voice onset f0 in
order to make a phonological distinction.

Korean word-initial stops are also characterized by the
voice quality of the following vowel: the voice onset after a
lenis stop has a breathy voice, and the voice onset after a
fortis stop has a creaky �or pressed� voice. The difference in
amplitude between the first and second harmonics �H1–H2�
at the onset of voicing is greater for lenis stops and aspirated
stops relative to fortis stops in Korean �Ahn, 1999; Cho
et al., 2002�.

There are few investigations of the acoustic-phonetic
properties of consonants produced by young Korean chil-
dren. Kang �1998� measured several phonetic properties of
Korean obstruents spontaneously produced by a Korean
child aged 2;8, and found a greater overlap of VOT values
between the aspirated and lenis stops. With respect to the
fundamental frequency �f0�, the f0 difference was less dis-
tinct when compared to adult speech. More recently, Jun’s
�2006� longitudinal diary study demonstrated that a child
learning the Chonnam dialect of Korean acquired adult-like
fortis stops first and began to exhibit an f0 difference at the
onset of voicing between aspirated and lenis stops at 18
months while VOT values remained similar for both catego-
ries. The primary limitation of these studies is that they each
reported findings for a single child and the words in the
analyses were not controlled in terms of the number of syl-
lables and phonetic context.

B. Predictions regarding the acquisition of Korean
three-way stop contrast

In light of findings in literature, some predictions can be
made with regard to development of phonetic properties dis-
tinguishing Korean initial stops. Young Korean children are
predicted to first manifest the “universal” patterns reported
for young children acquiring a range of languages, and then
begin to develop language-specific phonetic patterns. The
following “stages” in the development of acoustic-phonetic
features are predicted. Initially, Korean children will produce
short-lag stops, with VOT values that correspond to the fortis
stop category in the adult form. In the next stage, Korean
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children will exhibit a bimodal VOT distribution �presum-
ably fortis vs. aspirated or lenis stops� by using VOT as a
primary phonetic attribute prior to voice onset f0, which may
be more susceptible to prosodic contexts. In the third stage,
Korean children will begin to differentiate the long-lag cat-
egories �aspirated and lenis stops� using language-specific f0

variation. It is also predicted that children will exhibit more
overlap among contrastive stop categories compared to
adults as seen in young children learning other languages
�e.g., Gandour et al., 1986; Zlatin and Koenigsknecht, 1976�;
the degree of overlap would decrease over age.

II. METHODS

A. Participants

Forty typically developing monolingual Korean children
participated in this study. All children lived in Seoul or Gy-
ounggi province, where Seoul dialect is used, and their moth-
ers were speakers of the Seoul dialect. The participants were
divided into four groups based on age, with ten children per
group at ages 2;6 �year; month�, 3;0, 3;6, and 4;0. Each age
group had an equal number of male and female children. The
age range from 2;6 to 4;0 was selected based on the reports
that Korean children begin to distinguish three types of Ko-
rean initial stops around 2;6 and that errors across different
stop categories decrease considerably after 4;0 �cf. Kim and
Pae, 2005; Kim, 1996; Kim and Shin, 1992�. According to
parent report, the participants had no speech, language, hear-
ing, and cognitive problems; they scored above the 16th per-
centile on a Korean version �Kim et al., 2004� of the Pea-
body Picture Vocabulary Test–Revised �Dunn et al., 1979�.
Adult speech samples were collected from ten women ran-
domly selected among the child participants’ mothers in or-
der to compare children’s productions with those of adults.
All adult participants were Seoul dialect speakers with no
history of speech, language, and hearing impairment.

B. Speech materials

As shown in Table I, target words were monosyllabic
near-minimal triplets for word-initial fortis, aspirated, and
lenis stops at each place of articulation. All these words were
selected from McArthur Communicative Development
Inventory-Korean �Pae et al., 2004�, and therefore were fa-
miliar words to children at the target ages. In order to in-
crease the number of tokens for some of the younger chil-
dren, a small set of additional words such as /pÄm/
“chestnut,” /tÄl/ “moon,” and /th#l/ “fur” was also included
for analysis when needed.

To minimize possible effects of vowels or final conso-
nants on the VOT of prevocalic stops �Klatt, 1975; Weismer,
1979� and of intrinsic f0 effects of vowels �Lehiste and Peter-

son, 1961; Whalen and Levitt, 1995�, an effort was made to
choose triplets with the same neighboring segments. How-
ever, because of the limited size of young children’s vocabu-
lary, the triplets include words with different vowels or final
consonants �see Table I�. For comparison of H1–H2 differ-
ences, a low vowel like �a�, which has the highest first for-
mant frequency, is generally used to prevent the first formant
energy from affecting the amplitude of H1 and H2. In this
study, however, the mid vowel /o/ and mid-low vowel /#/
were included for the same reason. In any case, the vowel
identity or neighboring segment factors would not be a sig-
nificant problem in comparisons of phonetic patterns across
age groups because all participants produced the same target
words with almost equal number of tokens. To avoid influ-
ences of phrase- or sentence-level factors, only single-word
utterances were analyzed.

C. Procedures

Child data were collected in a quiet room at the partici-
pants’ homes. A 40- to 60-min recording session occurred
within 10 days of the target age. Children’s speech samples
were audiotaped using a Sony digital audio tape recorder.
Children wore a vest with an Azden WMS-PRO wireless
microphone attached approximately 10 cm from the mouth,
along with a small transmitter placed in a pocket inside the
vest. During the session, children were engaged in naming
activities with toys, objects, or picture cards. The experi-
menter interacted with most of the children, but for some of
the youngest children who were not cooperative, the mother
was also involved in the activities as instructed by the ex-
perimenter. Most of the target words were produced in re-
sponse to questions such as “what is this?” During the ses-
sion, children were given multiple opportunities to produce
target words provided through the repeated use of the mate-
rials.

The goal was to obtain at least five tokens for each stop
consonant: p�, ph, p, t�, th, t, k�, kh, and k. Adult participants
were recorded using the same equipment with the wireless
microphone attached on their clothes. Index cards containing
both targeted words and untargeted words in Korean orthog-
raphy were presented repeatedly in a random order. The
mothers were instructed to say each word in isolation as
naturally as possible.

All speech samples were re-digitized at a 44.1 kHz sam-
pling rate using COOL EDIT PRO 2, and then tokens of words
with target phonemes word-initially were identified. Five to-
kens for each stop consonant were randomly selected for
acoustic analysis; only tokens that were produced as stops at
correct places were chosen. A total of eight tokens were ex-
cluded due to place or manner errors. Tokens that were ex-
tremely elongated, too loud or soft, or had ambient noise
were also excluded.

A total of 2233 CVC �consonant � vowel � consonant�
tokens �5 groups�10 participants�9 stops�mostly 5
tokens� were analyzed. Over 99% of the tokens were spon-
taneous or elicited productions in isolation; a few imitations
�n=18� were included to increase the number of tokens. Al-
though a minimum of five tokens per stop consonant was

TABLE I. Target words with Korean stops in word-initial position.

Fortis Aspirated Lenis

/p�aG/ “bread” /phal/ “arm” /pal/ “foot”
/t�#k/ “rice cake” /th#k/ “chin” /tak/ “hen”
/k�ot/ “flower” /khoG/ “bead” /koG/ “ball”
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desired, a few tokens �n=10� were rejected due to inappro-
priateness for spectral and temporal measures; for a few of
the youngest children’s data sets, the number of productions
of a certain stop consonant was insufficient �n=7�.

D. Acoustic analysis

VOT, fundamental frequency �f0�, and the amplitude
difference between the first and second harmonics �H1–H2�
were obtained using speech analysis software, PRAAT 4. 4. 13

�Boersma and Weenink, 2006�. VOT measures were made by
marking the interval between the beginning of the stop burst
and the onset of the periodic glottal vibrations as displayed
in the waveform and the 200 Hz broad bandwidth spectro-
gram with a 6-kHz range. The voice onset was determined
directly from the waveform, supplemented by the signal of
the voice bar from the spectrogram, in order to identify the
voice onset more accurately in the presence of aspiration or
breathy voicing �cf. Francis et al., 2003�, as often is the case
of the voice onset after Korean lenis stops. In the cases of
prevoicing, the offset of the negative VOT was identified by
the stop burst since vocal fold vibrations were sustained
through the burst into the following vowel.

f0 values were taken at the onset of the following vowel,
that is, the end point of VOT. However, some tokens with
breathy or creaky phonation did not display a pitch track at
the onset of the vowel. In such cases, f0 was measured at
near points within 10 ms �i.e., within one time step of the
analysis program� from the true onset. About 40 tokens for
which the pitch track of the voice onset was not captured
using PRAAT were given f0 values through additional speech
software, TF32 �Milenkovic, 2001�. Nevertheless, f0 values of
13 tokens were unable to be determined.

Amplitudes �dB� of the first �H1� and the second �H2�
harmonics were measured based on the 2048-point fast Fou-
rier transform �FFT� spectrum with a 25 ms window sliced
from the voice onset, and the difference of the amplitudes
�H1–H2� was calculated. Three tokens, which presented un-
reliable harmonic peak values probably due to extreme
roughness or creakiness at voice onset, were given no energy
values.

Approximately 10% of the total 2233 tokens, randomly
selected from all participants at all ages, were re-measured
for the three acoustic parameters by the same analyzer and a
second analyzer to determine intra- and inter-analyzer reli-
abilities. The intra-analyzer reliability was done approxi-
mately 5 months after the initial measurement has been com-
pleted, and the average values of VOT, f0, and H1–H2
differed in absolute mean values by 2 ms, 3 Hz, and 0.9 dB,
respectively. The mean differences between measures of the
first and the second analyzers were 5 ms, 5 Hz, and 1.9 dB
for the three parameters.

E. Statistical analysis

General linear model repeated measures analysis of vari-
ance �ANOVA� was conducted for VOT, f0, and H1–H2,
respectively, with stop category as a within-subject factor
and age as a between-subjects factor. To avoid violating the

sphericity assumption associated with repeated measures de-
signs, a Huynh–Feldt corrected degree of freedom was
adopted for all F tests. All pairwise post hoc comparisons
were carried out with Bonferroni adjustment of the alpha
level ��=0.05� for each individual test. A linear discriminant
analysis �DA� was performed to assess how well each age
group distinguishes the three types of Korean stops with the
combinations of the acoustic measures. All acoustic mea-
sures were entered using a stepwise procedure based on
minimizing Wilks’ lambda at each step. The significance
level for each variable’s entry into discriminant functions
was set at 0.05 for an F test, and the prior probabilities were
calculated from the number of stop productions in each stop
category. All statistical analyses were done using the SPSS

version 10 �SPSS Inc., 1999�.

III. RESULTS

A. Voice onset time „VOT…

Results of repeated measures ANOVA �stop category by
place by age� revealed significant main effects of stop cat-
egory �F�2,378�=2443.65, p�0.001�, place �F�2,378�
=169.38, p�0.001�, and age �F�4,189�=48.02, p
�0.001�, and a significant interaction of stop category and
age �F�8,378�=25.78, p�0.001�, and stop category and
place �F�4,756�=16.79, p�0.001�. Because it is of greater
interest to examine how different types of stops are differen-
tiated by VOT in each age group, VOT differences among
three stop categories were assessed per group. The results of
repeated measures ANOVAs showed that there was a signifi-
cant stop category effect for all age groups: 2;6-year-olds
�F�2,70�=217.16, p�0.001�, 3;0-year-olds �F�2,76�
=512.99, p�0.001�, 3;6-year-olds �F�2,72�=509.31, p
�0.001�, 4;0-year-olds �F�2,80�=541.49, p�0.001�, and
adults �F�2,80�=1475.54, p�0.001�.

Multiple comparisons with a Bonferroni adjustment
showed that VOT for the adult group was significantly short-
est for fortis stops, intermediate for lenis stops, and longest
for aspirated stops at all places of articulation �p�0.001 for
each comparison�, in agreement with previous studies. For
the children, 2;6-year-olds produced significantly longer as-
pirated and lenis stops than fortis stops, with no significant
difference between aspirated and lenis stops at all places of
articulation �p�0.001�. The 3-year-olds, on the other hand,
demonstrated significant differences for all stop categories
�p�0.001 for all comparisons except for p�0.05 for velar
and p�0.01 for labial aspirated and lenis comparisons�. For
the 3;6-year- and 4-year-old children, VOT was significantly
shortest for fortis stops, intermediate for lenis stops, and
longest for aspirated stops only at labial place; for alveolar
and velar stops, there was a significant difference in fortis
stops vs. aspirated or lenis stops, with no significant differ-
ence between the two long-lag stops.

Group means and standard deviations for VOT values
for each place of articulation are displayed in Table II. It can
be seen that VOT values for aspirated and lenis stops pro-
duced by the 3;6-year-olds were the longest of all groups,
while those produced by the 2;6-year-olds were the shortest.
Table II also reveals the presence of negative VOT values in
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children’s productions of fortis stops; this finding was not
expected given that lead voicing is not a characteristic of
adult Korean. In the adult data set, lead voicing occurred in
only one token, classified as an extreme outlier. The occur-
rence of prevoicing is examined in more detail in Table III
showing the percentage of productions with lead stop voic-
ing for each stop consonant in each child group. The table
shows that a majority of children at all ages produced lead
voicing for labial stops and about half the children produced
lead voicing for alveolar fortis stops.

Some tokens with lead voicing also exhibited evidence
of nasalization during stop closure. Although the nasal fea-
ture was not measured instrumentally, it was perceptually
identified in many of the stop productions with lead VOT,
and there was some spectrographic evidence of strong energy
in the voice bars. Four tokens excluded from this study re-
vealed substitutions of nasals for target fortis stops.

Even though mean values of acoustic measures are often
used to determine emergence of phonetic categories in child

speech, mean values in children’s productions may not be
representative for certain phonetic categories. Because of po-
tential skewed distributions in child data, the degree of over-
lap may be a more appropriate measure to evaluate develop-
mental patterns of phonemic categories �cf. Koenig, 2001�.
In order to explore the degree of overlap in VOT among stop
categories in these data, box plots exhibiting VOT distribu-
tions for each place of articulation are presented in Fig. 1�a�
�labial stops�, Fig. 1�b� �alveolar stops�, and Fig. 1�c� �velar
stops�. In each figure, the box contains values between the
25th and the 75th percentile, i.e., the middle half of the dis-
tribution. The line in the middle of the box corresponds to
the median: half of all values are greater than median and the
other half are smaller than median. The lower and upper
brackets in the box plots represent the 10th and 90th percen-
tile values: 80% of the values fall within two brackets. Out-
liers with values between 1.5 and 3 times the box length are
represented by a circle ���, and extreme outliers, with values
greater than 3 times the box length, are indicated by an as-
terisk � ��.

The box plots reveal different VOT distributions be-
tween child and adult groups. While adult data explicitly
differentiate fortis stops from aspirated or lenis stops by
VOT, except for some overlap between fortis and lenis stops
for velars, children’s productions exhibit some overlap in
VOT between fortis stops and aspirated or lenis stops at all
places of articulation. This overlapping trend is most promi-
nent in the data from 2;6-year-olds. Nonetheless, even at this
age, the box areas corresponding to the center half of the
distributions for fortis and the other two types of stops do not
overlap, indicating that VOT serves to distinguish fortis stops
from aspirated or lenis stops. The VOT ranges for aspirated
and lenis stops, in contrast, substantially overlap in the chil-
dren’s productions as well as those of the adults, although the

TABLE II. Means and standard deviations �in parentheses� of VOT �ms�, f0 �Hz�, and H1–H2 �dB� for each
age group.

Measure VOT

f0 H1–H2Age group Stop category Labial Alveolar Velar

2;6 Fortis �3.9 �15.9� 1.7 �12.8� 22.4 �14.2� 381.4 �62.1� �6.4 �8.3�
Aspirated 49.2 �41.7� 50.8 �46.9� 58.8 �37.5� 387.9 �98.4� 1.5 �10.1�

Lenis 50.0 �41.5� 39.9 �34.3� 63.0 �39.8� 363.0 �77.7� 2.1 �8.0�

3;0 Fortis �5.7 �17.9� �1.3 �17.0� 18.5 �21.4� 354.5 �62.0� �5.7 �7.6�
Aspirated 74.5 �48.7� 62.2 �37.9� 86.1 �34.8� 370.2 �62.6� 5.5 �8.0�

Lenis 58.8 �31.9� 43.3 �28.3� 72.6 �28.0� 326.0 �50.3� 6.0 �6.6�

3;6 Fortis �4.5 �19.2� 0.9 �11.8� 15.8 �13.0� 371.8 �68.8� �3.8 �7.5�
Aspirated 89.6 �27.9� 69.0 �34.3� 99.3 �29.1� 396.2 �82.2� 6.1 �8.5�

Lenis 75.2 �30.2� 71.9 �34.9� 83.7 �37.5� 316.5 �57.6� 7.0 �6.8�

4;0 Fortis �4.8 �23.0� 1.3 �11.5� 15.2 �13.3� 346.2 �60.3� �6.6 �7.2�
Aspirated 85.4 �31.6� 62.0 �28.1� 85.2 �27.2� 358.2 �48.3� 6.2 �7.4�

Lenis 68.1 �34.7� 64.2 �35.2� 76.9 �32.0� 301.6 �43.9� 6.5 �7.8�

Adult Fortis 5.4 �4.4� 6.2 �2.7� 23.7 �9.0� 252.4 �29.2� �3.7 �4.6�
Aspirated 71.6 �16.3� 59.3 �14.4� 84.8 �14.1� 285.5 �30.1� 7.8 �6.9�

Lenis 57.9 �18.2� 48.1 �15.6� 59.9 �15.0� 218.9 �18.9� 6.2 �7.7�

TABLE III. Percentage �%� of tokens realized as lead voicing stops for each
child age group �number of children, out of 10 per group, in parentheses�.

Stop

Age group

2;6 3;0 3;6 4;0

p� 39 �8� 38 �8� 42 �7� 38 �7�
ph 2 �1� 0 0 0
p 4 �1� 0 0 0
t� 17 �3� 28 �7� 17 �4� 22 �7�
th 2 �1� 0 0 0
t 4 �2� 2 �1� 0 0
k� 2 �1� 6 �1� 2 �1� 2 �1�
kh 0 0 0 0
k 0 0 0 0
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median values tend to be greater for aspirated stops. This
finding highlights the necessity of other acoustic parameters
to separate these categories, presumably the fundamental fre-
quency of the following vowel.

The figures show that a majority of productions for fortis
stops fall within the short-lag region of the VOT continuum
�i.e., 0 to +20 ms for labials and alveolars, and 0 to +40 ms
for velars; cf. Macken and Barton, 1980a� at all places in
adult speech. For the children, velar fortis stops are within
the short-lag region, while many labial and alveolar fortis
stops vary from lead �39.1% at labial place and 20.9% at
alveolar place� to short-lag VOT values. On the other hand,
stop productions for aspirated and lenis categories tend to
fall within the long-lag region, mostly with 40–150 ms at all
places except for the 2;6-year-olds who demonstrated a high
percentage of short-lag stops �approximately 35% for each
place of articulation�. Further examination of the 10 children
in the 2;6 group revealed that 3 children produced most of
their words with short-lag VOT, regardless of the type of
stop. Table IV shows the VOT values for these three children
�referred to in the table as the “early stage-2;6” subgroup�
compared with the values for the seven other children in the
age group. Although the mean for labial fortis stops was
smaller relative to the means for other types of stops on
account of the presence of some prevoiced tokens, there were
no significant differences in the means for each place of ar-
ticulation for this group. Because these three children pro-
duced primarily short-lag stops, they were considered to be
in the earliest stages of VOT development and are referred to
as early stage-2;6. The figures also show wider VOT ranges
in children’s productions when compared with the adults. As
reported for children learning other languages �Clumeck
et al., 1981; Gandour et al., 1986; Gilbert, 1977�, this pattern
was noticeable particularly in aspirated and lenis stop cat-
egories corresponding to long-lag stops, and also in chil-
dren’s /p�/ productions with lead VOT values.

B. Fundamental frequency „f0…

Given the substantial overlap in VOT ranges in
both adult and child speech, primarily between aspirated
stops and lenis stops, f0 is expected to play an important
role in differentiating these two types of stops. The
results of repeated measures ANOVAs showed significant
main effects of stop category �F�2,1322�=345.95, p
�0.001�, and age �F�4,661�=543.15, p�0.001�, and an
interaction of stop category and age �F�8,1322�=11.61, p
�0.001�. The stop category effect was significant
for all age groups: 2;6-year-olds �F�2,262�=10.864, p�
0.001�, 3;0-year-olds �F�1.97,266.20�=31.27, p�0.001�,
3;6-year-olds �F�2,266�=109.47, p�0.001�, 4;0-year-
�F�2,254�=117.31, p�0.001�, and adults �F�1.99,
269.20�=634.28, p�0.001�.

Pairwise comparisons showed that f0 for the adult group
was significantly lowest for lenis stops, intermediate for for-
tis stops, and highest for aspirated stops �p�0.001 for each
comparison� as reported in prior studies. For the children, all
age groups demonstrated significantly higher f0 for fortis and
aspirated stops compared to lenis stops �p�0.01 for 2;6-

FIG. 1. Box plots of VOT �ms� production for three types of stops
�white squares=fortis, dark gray squares=aspirated, and light gray squares
=lenis� by each age group for �a� labial, �b� alveolar, and �c� velar places of
articulation. The box area contains the middle 50% of the distribution, each
line within boxes denotes median, and two brackets mark 80% of the dis-
tribution. Outliers �values between 1.5 and 3 times the box length� are
represented by circles ���, and extremes �values over 3 times the box
length� by asterisks � ��.
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year-olds and p�0.001 for children in the other age groups�.
For the fortis vs. aspirated stop contrast, only the 3;6-year-
olds produced significantly higher f0 for aspirated stops than
fortis stops �p�0.001�, conforming to the adult pattern.

Table II shows group mean and standard deviation for f0

values. It is apparent that the children’s f0 at the voice onset
following every type of stop is much higher than that of
adults, as predicted by a general pattern of high f0 in chil-
dren’s productions. The absolute f0 values tend to decrease
over age for each stop category except for the 3;6 group.
Children in this age group exhibit highest f0 values after
aspirated stops, which make a greater distinction from lenis
stops; these children also produced the longest VOTs for
aspirated and lenis stops.

In terms of f0 ranges, Fig. 2 shows the presence of over-
lap among the three types of stops in both adult and child
speech. Nevertheless, adult productions exhibit non-
overlapping box areas for each stop category and apparent
distinctions of aspirated vs. lenis stops for the majority of
tokens. The older children, ages 3;6 and 4;0, produce a
greater f0 distinction between aspirated and lenis stops rela-
tive to the younger children, ages 2;6 and 3;0. In addition,
the three children classified as early stage-2;6 �i.e., the chil-
dren who produced mostly short-lag stops for all stop cat-
egories� demonstrated no significant f0 differences among

three stop categories, suggesting that the f0 distinction may
emerge after a phonetic contrast by VOT is present �see
Table IV for mean f0 values�.

As in the case of VOT, the children show a greater range
of f0, especially for aspirated stops, and a greater number of
extremely high f0 values relative to adults. At the same time,
some noticeably low values were noted in both adult and
child speech, due to creaky voice onset following fortis
stops.

C. H1–H2

On the basis of previous studies in which VOT and
H1–H2 for Korean stops tend to co-vary to some degree
�e.g., Ahn, 1999�, it was expected that fortis stops with lead
or short VOT would be separated from aspirated or lenis
stops with long VOT by H1–H2 as well. The results of
repeated measures ANOVAs revealed a significant effect of
stop category �F�2,1366�=756.64, p�0.001� and of age
�F�4,683�=22.68, p�0.001�, and an interaction of stop
category and age �F�8,1366�=5.17, p�0.001�. The stop
category effect was significant for all age groups: 2;6-
year-olds �F�2,266�=65.73, p�0.001�, 3;0-year-olds
�F�2,274�=177.18, p�0.001�, 3;6-year-olds �F�2,270�
=125.36, p�0.001�, 4;0-year-olds �F�2,276�=200.77, p
�0.001�, and adults �F�2,280�=306.77, p�0.001�.

Pairwise comparisons indicated that H1–H2 was sig-
nificantly smallest for fortis stops with negative values, in-
termediate for lenis stops, and greatest for aspirated stops
�p�0.01 for aspirated vs. lenis stops and p�0.001 for the
other comparisons� in adult productions. The results indicate
that the voice onset after fortis stops has creaky voicing
while the voice onset after lenis and aspirated stops has
breathy voicing as reported in previous studies �e.g., Ahn,
1999�. The children showed a significant H1–H2 differen-
tiation between fortis stops and aspirated or lenis stops �p
�0.001� at all ages, but no significant difference between the
aspirated and lenis categories. The amplitude difference be-
tween the first and second harmonics �H1–H2� appears to
co-vary with VOT. When compared to adults, children ap-
pear to produce more creaky voice after fortis stops.

With regard to age-related differences, 2;6-year-olds dis-
played relatively small values for aspirated and lenis stops
compared to other adult and child groups, as reported in
Table II. The pattern may be affected by individual differ-

TABLE IV. Means and standard deviations �in parentheses� of VOT �ms�, f0 �Hz�, and H1–H2 �dB� for the
early stage-2;6 subgroup �2;6a; n=3� and the subgroup excluding early stage-2;6 children �2;6b; n=7�.

Measure VOT

f0 H1–H2Age group Stop category Labial Alveolar Velar

2;6a Fortis 0.4 �11.6� 5.6 �9.6� 27.8 �10.6� 354.2 �72.8� �6.2 �7.1�
Aspirated 4.8 �16.3� 5.0 �11.4� 24.4 �12.9� 343.3 �62.4� �6.5 �7.7�

Lenis 9.5 �16.8� 4.9 �10.3� 36.1 �17.4� 345.0 �46.2� �4.6 �5.4�

2;6b Fortis �5.7 �17.2� 0.3 �13.6� 20.0 �15.1� 392.3 �53.9� �6.4 �8.7�
Aspirated 66.9 �35.0� 67.8 �43.5� 73.9 �34.7� 406.0 �104.6� 4.8 �9.2�

Lenis 66.7 �36.9� 54.9 �29.6� 74.9 �41.2� 370.8 �86.9� 4.9 �7.2�

FIG. 2. Box plots of fundamental frequency �Hz� by stop category for each
age group.
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ences in this age group as in the case of VOT. That is, the
consistent short-lag stop productions of the three early stage-
2;6 children may have reduced the mean values of H1–H2,
as shown in Table IV. There were no significant mean dif-
ferences among the three types of stops in early stage-2;6
children; in contrast, H1–H2 of fortis stops in the other 2;6
children was significantly smaller relative to those of lenis
and aspirated stops.

The box plots for H1–H2 in Fig. 3 manifest a similar
pattern in adult and child groups with observable overlap
between fortis stops and aspirated or lenis stops. It can be
seen, however, that greater overlap occurs in the 2;6 group
whereas the 4-year-olds exhibit a greater distinction between
these categories, as evidenced by a separation of box areas.

In addition, the children show more variability relative to
adults as evidenced by brackets denoting the range for en-
ergy values of most productions.

D. Discriminant analysis

A stepwise linear DA was conducted for each age group
and each place of articulation. In every analysis for all places
and age groups, two discriminant functions accounted for a
significant portion of the variance. Except for the 2;6 group,
VOT, f0, and H1–H2 were significant variables for stop cat-
egory classification. In the case of 2;6-year-olds, only VOT
and f0 were significant for labials, and only VOT and
H1–H2 for alveolars and velars. For classification of each
case in the analysis, the “leave-one-out cross-validation tech-
nique” �the “jackknife”� was carried out. This technique
computes the discriminant functions derived from all cases
but that case.

The classification results in Table V provide an indica-
tion of how well children differentiate among the three types
of stops using the three acoustic parameters. The three-way
matrices based on place and age show the percentage of stop
productions classified correctly or incorrectly. “Overall per-
cent” corresponds to correct classification across the three
stop categories. As expected, most of the adult stop produc-
tions were correctly classified �92%–100%�, indicating that
the three stop categories are well differentiated by the three
acoustic parameters. In the children’s productions, however,
a substantial number of productions were misclassified into
different stop categories. While fortis stops were classified
most accurately �85%–98%� for all child groups, aspirated
and lenis stops were often misclassified in the 2;6 and 3;0
age groups. In the 3;6 and 4;0 groups, misclassification oc-

FIG. 3. Box plots of H1–H2 �dB� by stop category for each age group.

TABLE V. Classification results based on DA: Percentage of stop productions classified correctly �in bold� or incorrectly is presented in three-way matrices
with regard to place and age, respectively, with original stop categories listed in the second column. “Overall” corresponds to the percentage of correct
classification across stop categories at each place of articulation.

% stop productions classified

Age group
Labial Alveolar Velar

/p�/ /ph/ /p/ Overall /t�/ /th/ /t/ Overall /k�/ /kh/ /k/ Overall

2;6 /p�/ 93.9 4.1 2.0 /t�/ 85.4 0.0 14.6 /k�/ 88.0 6.0 6.0
/ph/ 26.5 28.6 44.9 /th/ 31.3 33.3 35.4 /kh/ 30.6 40.8 28.6
/p/ 20.8 27.1 52.1 58.2 /t/ 24.0 16.0 60.0 59.6 /k/ 32.7 22.4 44.9 58.1

3;0 /p�/ 88.0 0.0 12.0 /t�/ 94.0 0.0 6.0 /k�/ 90.0 4.0 6.0
/ph/ 12.2 63.3 24.5 /th/ 16.0 62.0 22.0 /kh/ 14.0 62.0 24.0
/p/ 12.2 24.5 63.3 71.6 /t/ 24.0 24.0 52.0 69.3 /k/ 18.4 20.4 61.2 71.1

3;6 /p�/ 97.9 0.0 2.1 /t�/ 93.6 4.3 2.1 /k�/ 94.0 2.0 4.0
/ph/ 2.0 69.4 28.6 /th/ 6.0 60.0 34.0 /kh/ 0.0 74.0 26.0
/p/ 4.0 16.0 80.0 82.3 /t/ 2.0 24.0 74.0 75.5 /k/ 8.0 18.0 74.0 80.7

4;0 /p�/ 97.9 0.0 2.1 /t�/ 98.0 2.0 0.0 /k�/ 95.8 0.0 4.2
/ph/ 0.0 79.6 20.4 /th/ 4.0 62.0 34.0 /kh/ 6.0 58.0 36.0
/p/ 2.0 18.0 80.0 85.6 /t/ 2.1 33.3 64.6 74.8 /k/ 6.0 22.0 72.0 75.0

Adult /p�/ 100.0 0.0 0.0 /t�/ 100.0 0.0 0.0 /k�/ 96.0 0.0 4.0
/ph/ 0.0 92.0 8.0 /th/ 0.0 98.0 2.0 /kh/ 0.0 92.0 8.0
/p/ 6.0 2.0 92.0 94.6 /t/ 0.0 8.0 92.0 96.7 /k/ 4.0 4.0 92.0 93.3
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curred between aspirated and lenis categories. The correct
classification rate for these two categories was lowest for the
youngest group, in which only two significant acoustic mea-
sures were used for classification. The low correct classifica-
tion rate may be related to substantial overlap in all acoustic
measures of these two categories. The probability rates with
which stop productions were correctly classified were also
much lower in the 2;6-year-olds’ productions, and were
lower in child speech compared to adult speech, indicating
the weak discriminating power of acoustic variables in chil-
dren. In general, the overall classification rate increased as a
function of age, indicating that older children’s stop produc-
tions are more contrastive to one another.

Because children are capable of making phonetic con-
trasts before they produce adult-like phonetic values �e.g.,
Gilbert, 1977�, an additional DA was performed to examine
developmental patterns of child speech compared with adult
productions; in this case, the child data were classified based
on classification functions derived from adult data using
STATA 10 �StataCorp LP, 2007�. The results are summarized in
Table VI. In general, overall classification rates improved
with age, and the percentage of correct classification for both
fortis and aspirated stops was relatively high, although the
correct classification rate of aspirated stops was somewhat
low in the youngest group.

Unlike the pattern for fortis and aspirated stops, the clas-
sification of lenis stops was remarkably poor in most chil-
dren �0%–8.3% in the 2;6, 3;0, and 3;6 groups�, although the
4;0 group shows a higher rate �6.3%–20.0%�. Lenis stops
produced by the 2;6-year-old children were misclassified as
either fortis �28.0%–39.0%� or aspirated �52.1%–72.0%�.
The 3;0-year-olds also produced some lenis stops that were
misclassified as fortis �10.2%–20.0%�, based on the adult
classification model. In contrast, in the 3;6 and 4;0 groups,
the misclassifications were predominantly in the direction of
aspirated stops. The results suggest that the phonetic realiza-
tions of children’s productions aged 2;6 to 4 years are quite
different from those of adults.

IV. DISCUSSION

The present study examined the development of
acoustic-phonetic properties of Korean stops in word-initial
position; these stops exhibit a three-way contrast differenti-
ated by VOT, fundamental frequency �f0�, and the amplitude
differences between the first and second harmonics �H1–H2�
of the following vowel. Findings from this study show that

Korean children aged 2;6 to 4;0 demonstrated both universal
phonetic patterns and phonetic variation associated with ar-
ticulatory complexity specific to Korean.

Among the younger children in the study, stops were
differentiated primarily by VOT. Only later did fundamental
frequency �f0� of the following vowel play a distinctive role.
As predicted, in the earliest stage of acquisition, the children
showed no contrast among stop types, producing most stops
with short VOT values and no difference between f0 and
H1–H2. This pattern was found in the subgroup of three
children of 2;6 group �the early stage-2;6 children�. In the
next stage, most children exhibited a bimodal VOT distribu-
tion for the distinction between fortis stops and aspirated or
lenis stops, although there was some evidence of shorter
VOT values for lenis stops relative to aspirated stops. Along
with the presence of short-lag and long-lag stops exhibiting a
large range of VOT values, the children began to use a
language-specific feature to make another contrast: they var-
ied fundamental frequency of the following vowel to differ-
entiate between aspirated and lenis categories.

It is interesting to note that f0 variation emerges around
2;6 years when both aspirated and lenis stops are realized as
long-lag stops with no VOT or H1–H2 differences. This
finding indicates that young Korean children are using a la-
ryngeal gesture �i.e., slack mode of vocal folds� to produce a
low f0 that can differentiate between aspirated and lenis
stops. The results provide evidence that f0, a language-
specific feature, is manipulated by young Korean children as
a phonological component when a phonemic distinction is
required. This finding supports the claim that f0 variation at
the level of the phonetic segment is controlled by language
users in order to boost phonological contrastiveness �cf.
Kingston and Diehl, 1994�.

The f0 difference, however, was not as distinctive as
VOT, which separated fortis stops from aspirated or lenis
stops in most productions at 2;6 �except for the three early
stage-2;6 children�. By comparison, f0 values of aspirated
and lenis stop categories overlapped a great deal, even
though there was a significant difference in mean values. In
addition, unlike the acquisition of the non-overlapping two-
way VOT distinction before age 4;0, the f0 distinction only
gradually improved over age and was not adult-like in the
productions of the oldest group of children, age 4;0. This
finding may be attributed to later stabilization of f0 vs. seg-
mental duration because of laryngeal changes due to physi-
ological and anatomical development in children �Lee et al.
1999; Ohde, 1985�. It is also possible that the phonetic con-
trast created by f0 develops later because f0 may be percep-

TABLE VI. Percent correct classification based on the adult model for each stop consonant in each age group

Age group

Labial Alveolar Velar

Overall /p�/ /ph/ /p/ Overall /t�/ /th/ /t/ Overall /k�/ /kh/ /k/

2;6 51.4 83.7 69.4 0.0 54.1 91.7 72.9 0.0 51.7 76.0 69.4 8.3
3;0 63.5 98.0 85.7 6.1 60.0 92.0 86.0 2.0 60.4 80.0 94.0 6.1
3;6 63.3 89.6 98.0 4.0 61.9 85.1 98.0 4.0 60.7 74.0 100.0 8.0
4;0 67.8 93.6 98.0 14.0 68.0 95.9 100.0 6.3 69.6 89.6 100.0 20.0
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tually less salient, due to more variation in different prosodic
positions, compared to VOT. For Korean stops, the f0 varia-
tion is absent in phrase-medial position being overridden by
overall intonation contour �Jun, 1996�.

Although the Korean children’s productions support the
presence of the universal VOT patterns predicted for pho-
netic development of stop consonants, there were also
language-specific aspects of acquisition associated with Ko-
rean stops. As predicted, the fortis category emerged earliest,
with short VOT values; however, this category did not be-
come adult-like until 4 years of age. It is intriguing to note
that the majority of children in all age groups produced a
high proportion of lead voicing for this stop category particu-
larly for labial and alveolar stops where as many as 40% of
the tokens were prevoiced �see Table III�. The presence of
stops with lead voicing in children learning a language with
no prevoicing phonemic category has been noted in other
studies. For example, Clumeck et al. �1981� reported that
Cantonese-learning children produced a small number of
short-lag stops with lead VOT, even though prevoiced stops
never occurred in the productions of Cantonese adult speak-
ers. Given the report that a Korean fortis stop is similar to a
Cantonese short-lag stop in that both are produced with short
VOT and high f0 �Francis et al., 2006�, it is possible that
prevoicing for this type of stop is associated with the diffi-
culty children have in controlling the laryngeal activities
�e.g., vocal fold tension� specific to these languages. Alter-
natively, as in the case of long-lag stops, the presence of
prevoicing could simply be a consequence of general tempo-
ral variation associated with neuromuscular immaturity in
children �Kent and Forner, 1980; Smith, 1992�. A VOT range
ranging across lead to short-lag regions for short-lag stops is
also found in Spanish and Thai child data �Macken and Bar-
ton, 1980b, for Spanish; Gandour et al., 1986, for Thai�.

The Korean data also showed the presence of nasaliza-
tion during stop closure of lead voicing stop productions.
One plausible interpretation for pre-nasalization in lead voic-
ing stop productions is related to intrinsic laryngeal activities
that are involved in fortis stop production. It has been re-
ported that fortis stops are produced with laryngeal and su-
pralaryngeal articulatory tension and high intraoral air pres-
sure �Cho et al., 2002; Dart, 1987�, and that Korean adult
speakers tend to lower the larynx to decrease the supraglottal
pressure for initiating voicing almost simultaneously with the
stop release �Fujimura, 1972; Hardcastle, 1973; Kagaya,
1974�. Young Korean children appear to expand the supra-
glottal cavity by opening nasal passage, which leads to re-
duction in oral air pressure. Thus, the prevoicing with nasal-
ization in Korean child speech can be regarded as a coping
strategy for the physiological constraints in achieving this
articulatorily complex speech sound production.

A similar articulatory maneuver occurs in children learn-
ing prevoiced stops in some other languages. It is reported
that Greek-learning children acquire word-initial prevoiced
stops relatively early by realizing pre-nasalization that can
occur in adult word-medial stops �Kong et al., 2007�. In the
case of French-learning toddlers, voiced segments, most
commonly nasals, were often placed prior to initial voiced
stops to enhance continuation of voicing �Allen, 1985�.

In comparison with the adults in this study, the children
showed greater overlap among the three types of stop cat-
egories, and displayed more variability as evidenced by the
range of acoustic measures. �It is possible, however, that
lower variability in adult speech compared to child speech
might be partly due to the different elicitation methods that
were used to collect the data.� When all three acoustic pa-
rameters were utilized, most fortis stops in the children’s
productions were well separated from long-lag stops, as in
adult speech. In contrast, there was still substantial overlap
between aspirated and lenis categories, and decreasing over-
lap over age was observed. When the child data were classi-
fied by an adult classification model �Table VI�, the very low
rate of correct classification for lenis stops was notable. This
result suggests that the phonetic features used by the children
to distinguish among the three types of stops differ from
those of adults. Although the children exhibited a phonetic
contrast between aspirated and lenis categories, they used
only f0, which was still unstable, while adults’ productions of
lenis stops were differentiated by all three acoustic param-
eters. Therefore, lenis stop productions with long VOT and
relatively high f0 in child speech were often classified as
aspirated stops based on the adult model.

The late acquisition of lenis stops might be explained by
some phonetic characteristics inherent to this stop category.
First, lenis stops are articulatorily weaker than the other
types of stops: Kim �1965� stated that lenis stops differ from
their aspirated and fortis counterparts by exhibiting less en-
ergy for the burst and aspiration period, a smaller linguopala-
tal contact, and less lip muscle activity in bilabials. It may be
that lenis stops with weak articulations are perceptually less
salient, and therefore require more time to master. Second,
the phonetic realization of lenis stops is known to be context-
sensitive relative to other types of stops �Cho et al., 2002�.
Lenis stops are slightly aspirated in utterance-initial position,
but can be voiced in intervocalic position. The intervocalic
voicing is gradient, being affected by the level of the preced-
ing prosodic boundary. The variability due to phonetic con-
text may make this type of stop more difficult to master.
Lastly, the production of lenis stops may be articulatorily
more complex than that of fortis or aspirated stops because
these stops may involve additional laryngeal adjustment for
lowering f0. According to Löfqvist et al. �1989�, typically,
the laryngeal state for voiceless stops leads to high f0.

Some researchers have suggested that the order of pho-
nemic acquisition is related to lexical effects, specifically
frequency of occurrence of the phonemes in the ambient lan-
guage �Stoel-Gammon, 1998; Stokes and Surendran, 2005�.
In the case of Korean, lexical effects of the ambient language
�i.e., the frequency of occurrence of the phonemes in child
and adult speech of Korean� do not seem to explain the ob-
served order of stop acquisition. The McArthur Communica-
tive Development Inventory-Korean �Pae et al., 2004�, a re-
ceptive and expressive vocabulary checklist designed for
17–30 month-old toddlers, shows that the lenis category is
the most frequent in words beginning with stop consonants.
In the vocabulary list, the percentages of stop-initial words
with fortis, aspirated, and lenis stops are 18.7%, 13.7%, and
67.6%, respectively. Shin �2005� reported a similar finding in
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an analysis based on token frequency, rather than type. Ex-
amination of 5851 spontaneous utterances produced by 49
Korean children aged 3–8 years revealed that lenis stops
were the most common type of stop in word-initial position
in all age groups. The percentage ranges for word-initial for-
tis, aspirated, and lenis stops in all phrase-initial words were
6.7%–12.6%, 10%–17.2%, and 29.8%–32.7% across ages.
Little is known regarding frequency in child-directed speech
for Korean.

Although the present study did not focus on the effects
of place of articulation on VOT, it was found that VOT is
significantly longer for velar stops than for other places of
articulation in all age groups �a pattern that may be univer-
sal�, whereas VOT differences at labial and alveolar places
were inconsistent. Prevoicing of Korean stops was most
common for labial stops, as with previous studies �e.g.,
Zlatin and Koenigsknecht, 1976�. In addition, only at the
labial place of articulation at ages 3;0, 3;6, and 4;0 were
VOT values significantly different across all three types of
stops. This finding indicates that young Korean children at-
tempt to make adult-like phonetic distinctions using VOT
when the phonetic values are widely dispersed.

The present investigation has certain limitations that
should be acknowledged. First, the developmental patterns of
stops were examined based on a small set of words and lim-
ited phonetic contexts. Target words were selected based on
two primary criteria: �a� they formed near-minimal triplets
with restricted vowel environments to control variables that
would affect acoustic analyses, and �b� they were likely to be
present in the vocabularies of young Korean children. In the
future, investigations of stop consonants in the context of
various word types with different vowels are needed. Sec-
ond, as with all cross-sectional studies, developmental pat-
terns are inferred from data gathered from groups of children
at different ages. It is possible that some children show more
distinctive phonetic contrasts at earlier ages relative to oth-
ers. In addition, the large overlap in phonetic measures from
group data can be partly due to different ranges of phonetic
values among children. Longitudinal studies are needed to
provide information on the child-specific patterns in the ac-
quisition of Korean stops.

In conclusion, this study suggests that language-specific
phonetic details as well as universal patterns should be ex-
amined to provide a better understanding of the speech sound
development of a given language. Findings showed the pres-
ence of phonological universals associated with stop acqui-
sition based on data from a language using multiple
phonetic-acoustic features for stop contrasts. As found in
children learning other languages, young Korean children
first produced the short-lag stops and then exhibited a bimo-
dal VOT contrast. Results from this study also indicate the
presence of phonetic markers associated with the acquisition
of language-specific laryngeal gestures. In addition, funda-
mental frequency, which is considered as a redundant or a
secondary phonetic feature in other languages, is indepen-
dently utilized in the acquisition of Korean initial stops.
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Speakers can adopt a speaking style that allows them to be understood more easily in difficult
communication situations, but few studies have examined the acoustic properties of clearly
produced consonants in detail. This study attempts to characterize the adaptations in the clear
production of American English fricatives in a carefully controlled range of communication
situations. Ten female and ten male talkers produced fricatives in vowel-fricative-vowel contexts in
both a conversational and a clear style that was elicited by means of simulated recognition errors in
feedback received from an interactive computer program. Acoustic measurements were taken for
spectral, amplitudinal, and temporal properties known to influence fricative recognition. Results
illustrate that �1� there were consistent overall style effects, several of which �consonant duration,
spectral peak frequency, and spectral moments� were consistent with previous findings and a few
�notably consonant-to-vowel intensity ratio� of which were not; �2� specific acoustic modifications
in clear productions of fricatives were influenced by the nature of the recognition errors that
prompted the productions and were consistent with efforts to emphasize potentially misperceived
contrasts both within the English fricative inventory and based on feedback from the simulated
listener; and �3� talkers differed widely in the types and magnitude of all modifications.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.2990715�

PACS number�s�: 43.70.Fq �CHS� Pages: 3962–3973

I. INTRODUCTION

Language users can alter their speech productions in or-
der to speak more or less “clearly” in response to the com-
municative needs of different listeners in different situations.
Deliberately clarified speech has been seen to yield intelligi-
bility advantages of 3–38 percentage points relative to “nor-
mal” conversational speech for hearing-impaired listeners in
quiet �Picheny et al., 1985; Uchanski et al., 1996� and in
noise or reverberation �Payton et al., 1994; Schum, 1996�,
normal-hearing listeners in noise or reverberation �Ferguson,
2002; Ferguson and Kewley-Port, 2002; Helfer, 1997;
Krause and Braida, 2004; Payton et al., 1994� or with simu-
lated hearing loss or cochlear implants �Gagné et al., 1994;
Iverson and Bradlow, 2002; Liu et al., 2004�, elderly listen-
ers with or without hearing loss �Helfer, 1998; Schum,
1996�, cochlear-implant users �Iverson and Bradlow, 2002;
Liu et al., 2004�, children with or without learning disabili-
ties �Bradlow et al., 2003�, and �to a lesser extent� non-native
listeners �Bradlow and Bent, 2002�.

Acoustic descriptions of clear speech have generally
been dominated by global �sentence-level� patterns; reduced
speaking rate, more and longer pauses, increased mean and
range of fundamental frequency �f0�, a shift in energy to
higher frequency regions in long-term spectra, and deeper
temporal amplitude modulations have been observed in clear
speech �Bradlow et al., 2003; Krause and Braida, 2004; Liu

et al., 2004; Picheny et al., 1986; Smiljanić and Bradlow,
2005�. At a phonological level, clear speech seems to involve
less frequent vowel reduction, burst elimination, alveolar
flapping, and more frequent schwa insertion �Bradlow et al.,
2003; Krause and Braida, 2004; Picheny et al., 1986�. Pre-
vious study on the fine-grained acoustic-phonetic character-
istics of clear speech has mainly considered vowels, noting
increases in vowel durations, expanded F1�F2 space area,
tighter within-category clustering, and more dynamic for-
mant movements �Bradlow et al., 2003; Chen, 1980; Fergu-
son, 2002; Ferguson and Kewley-Port, 2002; Johnson et al.,
1993; Moon and Lindblom, 1994; Picheny et al., 1986; Smil-
janić and Bradlow, 2005�. Since clear speech is by definition
produced in order to increase intelligibility and since a vast
majority of perceptual errors result from consonant confu-
sions �e.g., see Miller and Nicely �1955��, it is surprising that
clearly produced consonants have not been examined as thor-
oughly. Previous analyses have been limited to a few tempo-
ral and amplitudinal parameters including segmental dura-
tion, voice onset time �VOT�, and consonant-to-vowel
amplitude ratio �CVR� �Bradlow et al., 2003; Chen, 1980;
Krause and Braida, 2004; Picheny et al., 1986�. Chen �1980�
and Picheny et al. �1986� found overall longer plosive, fri-
cative, nasal, and semivowel durations; longer VOT for
voiceless plosives; and increased CVR for plosives and some
fricatives. Larger word-initial CVR was also reported by
Bradlow et al. �2003�. Picheny et al. �1986� reported in-
creased peak frequency and overall intensity at higher fre-
quencies in /t/ and /s/ productions, although these changes
were not consistently found for consonants produced clearly
at faster rates �Krause and Braida, 2004�.
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It is particularly unfortunate that clearly produced frica-
tive consonants have not been the subject of more observa-
tion, since previous consonant confusion analyses have re-
ported that fricatives, especially nonsibilants, contribute a
large source of errors for hearing-impaired listeners and for
normal-hearing listeners in noise �e.g., see Bilger and Wang
�1976�, Miller and Nicely �1955�, and Wang and Bilger
�1973��. A few studies have considered vocal effort and rate
modifications and hyperarticulation in describing fricative
acoustics and perception, but clear production was not the
primary focus of these studies, which were therefore incon-
clusive with respect to specific clear speech alterations. Jesus
and Shadle �2002� reported that fricative amplitude and spec-
tral slope increased with vocal effort but did not offer a sta-
tistical analysis of these results or consider other properties
of the sounds. Perkell et al. �2004� observed that average
�voiceless� sibilant duration increased from fast-rate speech
to normal speech to “clear speech” �obtained by asking talk-
ers to pronounce words carefully without increasing loud-
ness�. They also measured the spectral center of gravity but
did not find differences related to speaking style. Feijóo et al.
�1998� investigated the intelligibility of Spanish nonsibilant
fricatives in “hyperarticulated” and “hypoarticulated”
speech, but acoustic data were provided only for duration
and energy level and without statistical analysis, and it was
unclear how the two styles were elicited. In any case, hyper-
articulated speech did not lead to better intelligibility. This
study was designed to provide a comprehensive acoustic de-
scription of adaptations that occur in the clear production of
English fricatives.

A. Acoustic properties of English fricative sounds

Several studies have attempted to delineate stable acous-
tic correlates of the fricative place of articulation and voic-
ing. Parameters that seem to influence identification include
gross spectral shapes and peak frequencies �Behrens and
Blumstein, 1988; Hughes and Halle, 1956; Jongman et al.,
2000; Strevens, 1960�, the first four moments of the spectral
energy distribution �Forrest et al., 1988; Jongman et al.,
2000; Nissen and Fox, 2005; Nittrouer, 1995; Nittrouer et al.,
1989; Shadle and Mair, 1996�, the slopes of lines fitted to
spectra in lower and higher frequency regions �Evers et al.,
1998; Jesus and Shadle, 2002�, formant transition informa-
tion �Jongman et al., 2000; McGowan and Nittrouer, 1988;
Nittrouer et al., 1989; Soli, 1981�, overall amplitude �Beh-
rens and Blumstein, 1988; Jongman et al., 2000; Stevens,
1971; Strevens, 1960�, amplitude relative to the neighboring
vowel in specific frequency regions �Hedrick and Ohde,
1993; Jongman et al., 2000; Stevens, 1985�, and duration
�Baum and Blumstein, 1987; Crystal and House, 1988; Jong-
man, 1989; Jongman et al., 2000�. Briefly, alveolar fricatives
�/s/, /z/� are characterized by spectral energy �above 4 kHz,
Hughes and Halle �1956�� and major peaks �3.5–5 kHz, Be-
hrens and Blumstein �1988�; 6–8 kHz, Jongman et al.
�2000�� at higher frequencies compared to palato-alveolars
�/b/, /c/; 2–4 kHz; �Hughes and Halle �1956�, Behrens and
Blumstein �1988��, which display larger overall relative am-
plitudes. Dental �/�/, /ð/� and labio-dental �/f/, /v/� fricatives

show relatively flat spectra below 10 kHz with no dominat-
ing peaks, while alveolar and palato-alveolar fricatives have
well-defined peaks. Nonsibilants �/�/, /ð/, /f/, /v/� show
higher standard deviations �SDs�, lower overall amplitudes,
and shorter durations than sibilants �/s/, /b/, /z/, /c/�. Thus,
these parameters clearly distinguish sibilants from nonsibi-
lants and from each other but are less effective at determin-
ing the place of articulation for nonsibilants. However, it was
observed that the onset of F2 at the fricative-vowel boundary
was significantly higher for dental fricatives than for labio-
dental fricatives �Jongman et al., 2000; Nittrouer, 2002� and
higher for palato-alveolar fricatives than for alveolar frica-
tives �Jongman et al., 2000; McGowan and Nittrouer, 1988;
Nittrouer et al., 1989�. Fewer studies have reported on the
voicing distinction in fricatives �Baum and Blumstein, 1987;
Crystal and House, 1988; Jesus and Shadle, 2002; Jongman
et al. 2000�. These studies suggest that voiceless fricatives
are characterized by higher spectral mean and peak values,
more defined peaks, less variance, negative skewness, larger
overall amplitude, and longer duration compared to their
voiced counterparts.

B. Contrastive effects in clear speech

A secondary question of this study was whether talkers
exhibit more specific fricative-dependent, segmental
contrast-enhancing changes. It has been suggested that clear
speech modifications are inventory dependent �that is, related
to the specific phonetic contrasts that must be maintained
within a language� and effectively increase the auditory dis-
tance between neighboring sound categories. For example,
VOT for voiceless stop consonants increases in clear speech
but is unchanged for voiced stops �Chen, 1980; Krause and
Braida, 2004; Ohala, 1994; Picheny et al., 1986�. Similarly,
English tense vowels are lengthened to a greater extent than
lax, maximizing the inherent duration difference between the
two vowel categories �Ferguson and Kewley-Port, 2002;
Picheny et al., 1986; Uchanski et al., 1996�. Talkers also
enlarge the distance between vowels in the F1�F2 space,
producing more extreme, distinct categories �Bradlow et al.,
2003; Chen, 1980; Ferguson, 2002; Ferguson and Kewley-
Port, 2002; Johnson et al., 1993; Moon and Lindblom, 1994;
Picheny et al., 1986; Smiljanić and Bradlow, 2005�. Thus,
clear speech may reflect knowledge of the contrasts in a pho-
netic inventory and a general effort to maintain these con-
trasts. We will refer to such efforts as inventory-level
contrast-enhancing modifications.

It is less clear whether talkers may also attempt to pre-
serve contrast at a more local level, adapting online in re-
sponse to perception errors that are likely to occur in specific
contexts. According to Lindblom’s H and H theory �1990,
1996�, speakers constantly assess the listeners’ needs for ex-
plicit signal information and modulate their speech along a
continuum from hypo- to hyperspeech in response to com-
municative constraints. Along these lines, a speaker’s task
and goals during clear speech production are quite variable
depending on the information needs associated with perhaps
each individual segment �depending on cues from the lis-
tener, knowledge of the language and lexicon, etc.�. We pre-
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dicted that explicit feedback from a listener, in particular,
might affect clear speech acoustics under these assumptions.
For example, when a talker repeats a sequence containing
some speech sound after it has been mistaken for another
similar sound, is the talker likely to make specific adjust-
ments that are not predictable based on general clear speech
patterns or inventory-level contrast-enhancing manipula-
tions? A few previous studies have touched on this issue.
Ohala �1994� employed an elicitation method in which
speakers received pseudomisrecognitions from the experi-
menter as feedback to their productions and were asked to
repeat target stimuli as clearly as possible. This method was
designed to test whether speakers make an effort not only to
improve the intelligibility of a target stimulus but also to
make it sound more unlike the sound it was mistaken for.
Contrary to expectations, there were no differences in VOT,
vowel duration, or the first three formants of vowels as a
function of this feedback. Thus there was no evidence of
locally “contrastive” variation in speech, so it was suggested
that clear speech is “stable” and guided more by general
principles reflecting the phoneme inventory of a language
than by microscopic context information like anticipation of
specific errors. Some caution is warranted, however, in inter-
preting Ohala’s �1994� null result. Most notably, while the
study considered some 70,000 measurements, this data set
was used to account for a very large number of vowel and
consonant contrasts and was therefore underpowered with
respect to many of the critical comparisons. The present
study extends Ohala’s �1994� elicitation method for a much
more targeted analysis of nearly 500,000 measurements re-
lating to fricative voicing and place of articulation in a single
vowel context, namely, /Ä/. Naturally, including only this
context does not allow us to examine differences in phonetic
context influences on fricative production �or perception,
e.g., Mann and Repp �1980�, Mann and Soli �1991�, Soli
�1981�, Yeni-Komshian and Soli �1981�, and Whalen �1981��
as a function of speaking style or even to generalize our
findings conclusively to other vowel contexts. However, it
allows for maximal control in documenting fundamental as-
pects of �1� how clear speech influences the acoustics of
fricatives in general and �2� how successfully listeners can
enhance acoustic distance in terms of place of articulation,
sibilance, and voicing and the distance between an intended
target fricative and an anticipated misperception. As dis-
cussed above, we will refer to efforts of the latter type spe-
cifically as local context-dependent modifications.

An elicitation method somewhat similar to the one used
in this study �Maniwa, 2006; Maniwa et al., 2006� was also
recently employed to examine the effects of linguistic focus
on the production of fricatives in a contrastive context. Sil-
bert and de Jong �2008� measured the duration, first four
spectral moments, and power of fricatives produced in the
carrier sentence “No, I said �target�,” where the target was a
fricative-/a/ syllable that the production was intended to dis-
ambiguate from a syllable differing in fricative voicing or
place of articulation. As in the Ohala �1994� study, no spe-
cific disambiguation effects were observed, although the fo-
cused productions exhibited some general characteristics of
clear speech �increased duration, for example� compared to

unfocused productions. Again, it is difficult to make gener-
alizations based on this null result since only a small number
of talkers �4�, productions �576 total�, fricatives �palato-
alveolars were not included�, and measurements were con-
sidered and since elicitation involved a somewhat explicit
request for focus that might not have captured the speakers’
ability to adapt spontaneously.

C. Talker differences in clear speech production

Studies have shown that different talkers employ differ-
ent techniques during clear speech production �Bradlow
et al., 2003; Chen, 1980; Ferguson, 2002; Krause and Braida,
2004; Liu et al., 2004; Picheny et al., 1986�. For example,
one speaker in the corpus of Picheny et al. increased VOTs
for both voiceless and voiced plosives in clear speech, while
the other two increased VOTs only for the voiceless one.
This speaker also decreased the intensity for fricatives in
clear speech, while the other two speakers showed the oppo-
site pattern. The female talker from the study of Bradlow
et al. �2003� decreased her speaking rate in clear speech to a
far greater degree than the male talker. These two talkers also
differed noticeably in the f0, vowel space, and CVR differ-
ences between clear and conversational speeches. The female
talker from the database of Liu et al. �2004� also increased
the mean and variability of overall sentence durations more
than the male talker. Chen’s �1980� three talkers varied in
complex ways in the degree to which the syllable, VOT,
vowel, and formant transition durations changed. The speak-
ers also differed in terms of within-vowel F1�F2 space
variability and the magnitude of the increase in the f0 mean
in clear speech. Changes in f0 were also inconsistent across
two talkers in the study by Krause and Braida �2004�.

In short, the acoustics of clear speech are highly talker
dependent. However, most of the research that examined
talker differences in acoustic modifications recorded small
numbers of talkers �n=2 for Bradlow et al. �2003�, Krause
and Braida �2004�, and Liu et al. �2004�; n=3 for Chen
�1980� and Picheny et al. �1986�; cf , n=12 for Ferguson
�2002��. With data from only a few speakers, it is unclear
whether the patterns of variability observed across speakers
and gender would be maintained more generally, or if still
other strategies would emerge. This study examined the pro-
ductions of 20 speakers �10 females and 10 males� to address
these questions more conclusively.

D. Hypotheses

This study was designed to answer three questions con-
cerning the production of clear fricatives. First, what �if any�
systematic changes are made in clear fricative productions?
Based on previous findings, we predicted �henceforth hy-
pothesis 1� that clear fricatives would be �i� longer, �ii� am-
plified relative to neighboring vowels, and �iii� higher in
spectral content, including peak frequencies, spectral mean
values, and related measures. Second, are clear speech modi-
fications dependent on the nature of the contrasts in a frica-
tive inventory and/or more local context information pro-
vided by “listener” feedback? We expected that, in general
�hypothesis 2�, clear productions would be influenced by the
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perceived likelihood of different misidentification patterns.
More specifically, we predicted that on average �i� fricative
categories would differ more from minimally contrastive cat-
egories in clear than in conversational speech �inventory-
level modifications� and �ii� fricatives repeated after misap-
prehension for similar sounds would be most different from
the sounds they were mistaken for �local context-dependent
modifications�. Finally, in what ways do talkers vary in the
production of clear fricatives? We predicted �hypothesis 3�
that cross-talker differences would be seen both in the types
of modifications that are made and in the extent of these
changes.

II. METHOD

A. Participants

Twenty talkers �ten females and ten males� aged be-
tween 19 and 34 were recruited from the University of Cali-
fornia, Berkeley and the University of Kansas, Lawrence
communities. Participants were native speakers of Upper
Midwest or Pacific Southwest American English. Talkers re-
ported normal hearing and no history of speech or language
disorders. They volunteered for the experiment without mon-
etary compensation.

B. Materials

The eight English fricatives /f/, /�/, /s/, /b/, /v/, /ð/, /z/,
and /c/ and the vowel /Ä/ were combined to form vowel-
fricative-vowel �VCV� syllables. The production of each
VCV token was recorded in isolation in conversational and
clear speaking styles.

C. Procedures and apparatus

The participants’ speech was recorded digitally at a
44.1 kHz sampling rate �16 bit resolution� in a sound-
attenuating booth in the Phonology Laboratory, UC Berke-
ley, using a Marantz PMD670 recorder and a Shure SM-10 A
headset microphone �frequency responses of 50–15 000 Hz�.
The microphone was placed 2.5 cm away from the corner of
a talker’s mouth at a 45° angle. Participants were seated at a
comfortable distance from a visual display of prompt, in-
struction, and feedback on a computer screen. Before record-
ing began, participants were provided with a list explaining
the pronunciation of each sound. Items were written as fol-
lows: “afa,” “atha,” “asa,” “asha,” “ava,” “adha,” “aza,” and
“azha.” Participants first read these syllables aloud a few
times to become familiar with uniquely spelled syllables. A
pronunciation key was available for reference during the ses-
sion.

The recording session was divided into two parts: war-
mup and experiment. Programs to provide prompts and feed-
back were designed using MATLAB 7.0.0.1 �The Mathworks,
Inc., 2000�. During warmup, talkers produced five repetitions
of each VCV in each of two blocks, in response to prompts
appearing on a monitor. In the first block, talkers read VCV
syllables in a manner approximating the way they spoke in
everyday conversation; in the second block, they were in-
structed to speak more carefully, as if talking to a hearing-

impaired or elderly person. This warmup served to familiar-
ize talkers with the interface and materials, to allow them to
rehearse the two styles, and to provide a “baseline” recording
of speech produced before talkers became aware of the rate
and types of misperceptions that would be encountered dur-
ing the experiment. Speakers were not explicitly instructed
or coached on stress type or placement since this might have
created a bias toward one style or the other or caused speak-
ers to imitate the experimenter instead of producing clear
speech modifications spontaneously.

The elicitation method for the experimental session re-
sembled the one used by Ohala �1994�. Before the session, a
participant was told that he/she would produce speech as part
of an interaction with a computer program that would be
recorded. They were instructed to speak first as naturally as
possible, as if in casual conversation, when prompted by a
VCV stimulus on the screen. Productions in response to
these initial prompts served as the “conversational speech” in
our acoustic analyses. Participants were told that the program
would “guess” which syllables were spoken and would indi-
cate its guess on the screen and that it would frequently
misperceive sounds, simulating a hearing-impaired listener.
If a participant indicated that a guess was correct �by clicking
a box on the screen�, the trial was terminated and the pro-
gram moved on to the next stimulus. If a guess was scored as
incorrect, the speaker was given a chance to repeat the target
stimulus, doing his or her best to deliver it as intelligibly as
possible. These repeated productions served as clear speech
in acoustic analyses. The program’s guesses were, in fact,
unrelated to the speaker’s production pattern and represented
either �1� the correct response, �2� the voicing-matched but
place-unmatched incorrect responses �e.g., /�/, /s/, and /b/, for
/f/�, �3� the voicing-unmatched, place-matched incorrect re-
sponses �e.g., /v/ for /f/, and �4� the “???” �“don’t know”�
responses. Each response occurred five times for each VCV
during the experiment. Thus, there were 30 conversational
�5�one following correct response, three place errors, one
voicing error, one ???� and 25 total clear �5� three preceding
place errors, one voicing error, one ???� productions of each
fricative by each talker. The order of prompts was random-
ized separately for each talker, as was the pattern of pseudo-
responses. After the participant’s second production, a sec-
ond guess was displayed, which was correct 75% of the time
and random otherwise; the participant scored this guess be-
fore finally continuing to the next trial. The purpose of this
second guess was to encourage optimal effort in clear pro-
ductions by giving the impression that �1� the program’s
guesses were actually based on a speaker’s productions, �2�
recognition performance improved for clear productions, and
�3� this performance was actually being recorded for analysis
instead of predetermined by the elicitation program. Record-
ing sessions lasted 60–70 min, including the warmup and a
10 min break halfway through the main experiment.

D. Data processing and acoustic measurements

Recordings were hand annotated into VCV segments us-
ing the PRAAT speech analysis software �Boersma and
Weenink, 2000�, equalized for the total rms amplitude, and
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further segmented and analyzed using PRAAT and MATLAB.
Semiautomatic fricative segmentation was achieved follow-
ing previous studies �Behrens and Blumstein, 1988; Jongman
et al., 2000; Yeni-Komshian and Soli, 1981�, in which the
fricative was defined as a region of elevated zero-crossings
due to the turbulent source in the following manner. Each
production was high-pass filtered at 300 Hz using a second
order Butterworth filter to minimize voicing and other low-
frequency perturbations that might obscure zero-crossings re-
sulting from the turbulent source. The production was then
converted into a time series in which each sample was la-
beled as either differing in sign from the previous sample �1�
or not �0�, and a zero-crossing envelope was created by low-
pass filtering this series at 30 Hz. We found that good iden-
tification was achieved by �1� normalizing the log of this
envelope to the range �−1,1� and �2� taking the single con-
tinuous region closest to the center of the production for
which the resulting sequence was above zero corresponding
to the fricative. Upon hand checking the segmentation based
on visual inspection of the spectrogram and waveform, it
was found that 91% of fricatives were accurately labeled; the
remaining 9% were labeled by hand.

The acoustic analysis considered 14 spectral, amplitudi-
nal, and duration parameters that previous studies indicate
may work in combination with signal fricative contrasts.
Spectral measures included the discrete Fourier transform
�DFT� spectral peak frequency �1�, the first four spectral mo-
ments �M1–M4; 2–5�, F2 onset transitions �6�, spectral
slopes below �7� and above �8� peak frequencies, and the
average fundamental frequency �f0� of adjacent vowels �9�.
Amplitudinal measures included normalized rms amplitude
�10� and a measure previously referred to �e.g., see Hedrick
and Ohde, �1993�� as the “relative amplitude,” the amplitude
of a fricative relative to the following vowel in the F3 region
for sibilants and the F5 region for nonsibilants �since these
regions contain important prominences for the two fricative
types�. To distinguish this measure from the overall normal-
ized amplitude �10�, we will refer to it here as the frequency-
specific relative amplitude �FSRA� �11�. Other amplitude-
related measures included harmonics-to-noise ratio �HNR�
�12� and energy below 500 Hz �13�. Finally, we considered
the total fricative duration �14�. As described in Sec. I A,
these 14 measures seem to be the most important for distin-
guishing fricative place and voicing contrasts. A few mea-
sures that had been previously employed but either yielded
inconsistent, contradictory, or unreliable results for these
contrasts �e.g., F2 range, F3 transition, and locus equations�
or are not yet fully understood with respect to fricative pro-
duction and perception �i.e., fricative noise modulation and
“dynamic amplitude”—e.g., see Jackson and Shadle �2000�,
Jesus and Shadle �2002�, Pincas and Jackson �2006�, Shadle
and Mair �1996�� were not considered.

Except where noted otherwise, all analyses considered
20 ms Hamming windowed segments at five locations �W1–
W5�, centered over the fricative onset �25%, 50%, and 75%
points;� and offset. All spectral measures were based on a
44 100-point DFT of this �zero padded to 1s� segment. En-
semble averaging across tokens within a given speaker/
fricative/style condition was used to reduce error in spectral

estimates; each spectrum X�f� considered below, then, repre-
sents an average of 5–20 �depending on the comparison; see
Sec. II E for analysis details� �DFT�2 values at frequencies of
50–15 000 Hz �the frequency response of the microphone�
in 1 Hz increments. In the case of spectral peak and slope
measures, the windowed segment was first pre-emphasized
with a factor of 0.98. The spectral peak was defined as the
frequency bin corresponding to the largest value in X�f�. M1
was defined as the center of gravity of the spectrum �the
mean frequency weighted by X�f��. The remaining three mo-
ments �M2–M4� were obtained by first calculating the sum
�Mn= ���f −M1�nX�f�� /�X�f�� and then normalizing by the
variance �M2� as follows. The SD a measure of the diffuse-
ness of the spectrum around the center of gravity, was taken
as the square root of the raw M2 measurement. Skewness, an
indicator of spectral tilt, measuring asymmetry in the spec-
trum toward frequencies far above �positive values� or below
�negative values� the center of gravity was obtained by di-
viding the raw M3 value by the 1.5 power of M2. Finally,
kurtosis, a measure of the peakedness of the distribution, was
obtained by dividing M4 by the square of M2 and subtract-
ing 3. For space reasons, henceforth we use the notation
M1–4 to refer to the normalized mean, SD, skewness, and
kurtosis values.

F2 values were estimated using a linear prediction-based
method �the Burg algorithm; Childers �1978�, as imple-
mented in PRAAT�, derived at the fricative onset and offset
and each vowel midpoint from an analysis that found at most
five formants below 5000 Hz �male speakers� or 5500 Hz
�female speakers�.

Spectral slopes were computed following the procedures
described by Evers et al. �1998� and Jesus and Shadle
�2002�. Lines were fit by least squared error to log�X�f��
across two regions defined by the average peak frequency
�across talkers and productions� for a place of articulation
�8000 Hz for alveolars, 3300 Hz for alveo-palatals, and
6500 Hz for all nonsibilants�. A low-frequency slope �dB/
kHz� was derived from the spectral values below this peak,
and a high-frequency slope was derived from the peak to
15 kHz.

The fundamental frequency was derived using an
autocorrelation-based algorithm �Boersma, 1993�. It was av-
eraged across the vowels preceding and following the target
fricative. The normalized amplitude was taken as the rms
amplitude ratio �dB� between the same five windowed frica-
tive segments described above and the average of the two
surrounding vowels. The use of both vowels for the f0 and
amplitude analysis was necessary because some speakers
tended to place emphasis on the first vowel, some placed it
on the second, and some placed emphasis inconsistently
within and across speaking styles or produced ambiguous
patterns with both or neither vowels appearing stressed.
FSRA was measured as described in Hedrick and Ohde
�1993� and Jongman et al. �2000�. DFTs �ensemble averaged
as described above� were taken of one 23.3 ms Hamming
window centered on the fricative midpoint, and one begin-
ning at the onset of the following vowel. For sibilants the
peak in the region corresponding to F3 of the frication noise
was compared to the peak of the vowel onset in the same
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frequency region; for nonsibilants the peak at F5 was used.
The relative amplitude was then expressed as the difference
�dB� between fricative and vowel amplitudes. HNR was ob-
tained by taking the amplitude difference �dB� between the
periodic part of the fricative, estimated using a cross-
correlation algorithm �Boersma �1993�, as implemented in
PRAAT�, and the remaining �noise� part. An intensity below
500 Hz was obtained similarly to normalized amplitude, ex-
cept that the VCV was first low-pass filtered at 500 Hz.

E. Statistical analysis

As discussed in Sec. II D, most acoustic measures were
considered at several separate time points across fricatives.
This was considered important in general because dynamic
patterns and not absolute values seem to drive human per-
ception of speech sounds and also because it seems possible
that specific clear speech modifications might disproportion-
ally affect different regions of the sounds or might be dy-
namic in nature. However, based on previous research, we
were only able to make specific hypotheses regarding overall
style/fricative differences for each of the 14 acoustic mea-
sures and not on time-dependent patterns. For this reason,
statistical analyses considered only a single value for each
measure. For the ten measures that were observed at five
time points, this value was the mean of the measurements for
the central three �25%, 50%, and 75%� window locations;
this tended to reduce error further by time-averaging mea-
surements over the more stable portion of the fricative. For
F2, the value was the mean formant transition distance to-
ward the fricative �i.e., ��onset−V1 midpoint�+ �offset
−V2 midpoint�� /2�.

For each metric then, a mixed-model analysis of vari-
ance �ANOVA� with speaking style �clear versus conversa-
tional�, fricative as a within-subject factor, and gender as a
between-subject factor was used to address hypothesis 1 �that
clear fricatives would be longer, louder, and higher in fre-
quency content� and hypothesis 2 �that inventory-level and
contrast-dependent fricative-to-fricative distances in the 14-
dimensional acoustic space would be larger in clear speech�.

Two additional analyses addressed hypothesis �2� more
directly. First, distances between each of the 16 targeted fri-
cative pairs �pairs differing in place or voicing� were calcu-
lated for the 14 acoustic measures and were compared de-
pending on whether the sounds were produced in �1� a clear
fricative-to-fricative contrastive context, �2� a clear but non-
contrastive context, or �3� conversationally. For example,
/s/-/b/ distances were considered �1� between productions of
/s/ that were produced specifically in response to a “misiden-
tification” as /b/ / �we will represent this with the notation s!b�
and /b/ productions produced after identification as /s/ �b!s�,
�2� between clear /s/ productions that were produced in re-
sponse to misidentifications of sounds other than /b/ �repre-
sented s!�b� and b!�s productions, and �3� initial conversa-
tional productions of the two sounds �s!ø, b!ø�. As described
above, it was predicted that distances would be generally
greater in clear than conversational tokens and greatest in

contrastive contexts. A one-way ANOVA with style as a
within-subject factor was used to compare the distances, av-
eraged across the 16 targeted pairs.

Second, a linear discriminant analysis was used to mea-
sure whether fricatives were actually better separated along
the measures that were considered. For each place or voicing
pair, a set of 14 predictors was constructed, each consisting
of 120 �20 speakers�2 fricatives�3 styles� possible train-
ing points. For each style �contrastive, noncontrastive, and
conversational�, a jack-knife verification method was used,
in which the classification was run separately for each
speaker and style �with the two relevant points for the
speaker used as test data and the remaining 118 points as
training data�, and results were averaged within style condi-
tions.

Finally, hypothesis 3 �which speakers would differ in
type and/or extent of acoustic modifications� was addressed
using a two-way mixed-model ANOVA with style as a
within-subject factor and talker as a between-subject factor.
Analyses made use of the R statistical package �v. 2.0.4�
�Venables and Ripley, 2002; Balakrishnama and Ganap-
athiraju, 1998�.

III. RESULTS AND DISCUSSION

All 20 participants seemed to have followed the instruc-
tions regarding speaking style and, in particular, were able to
produce truly “conversational” tokens throughout the experi-
ment despite the laboratory setting and the frequency of rec-
ognition errors. This was verified both informally by the first
author during the experiment and by acoustically comparing
clear and conversational tokens from late in the experimental
session, with the samples produced during warmup and ear-
lier in the experiment. For example, fricative duration �usu-
ally considered a robust indicator of speaking style� was
compared with the sequential order of productions in the
experiment �1–440� using Pearson’s correlation. For clear
fricatives, a small but reliable positive relationship was
found �r=0.095, p�0.001�, revealing a tendency for longer
clear productions as the experiment progressed. For conver-
sational productions, on the other hand, a small negative re-
lationship was seen �r=−0.090, p�0.001�, indicating that
conversational productions became slightly shorter over the
course of the experiment, in complying with the instructions
�and possibly resulting from boredom or impatience� and
despite the frequency of recognition errors.

Since the productions in response to recognition errors
are being referred to as clear, it is also important to verify
that they are actually more intelligible for human listeners
and not just produced with greater effort. To date, we have
observed significant intelligibility advantages for the clear
over the conversational tokens discussed here for young
normal-hearing listeners, listeners with simulated hearing
impairment, and non-native listeners �Maniwa, 2006;
Maniwa et al., 2008; Kabak and Maniwa, 2007�. By measur-
ing babble thresholds for the same minimal pair distinctions
targeted in the elicitation method described here �i.e., place
and voicing contrasts�, we have verified that each fricative
category is more intelligible on average in clear speech. For
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some populations �Maniwa et al., 2008; also see Sec. III C�,
we have also been able to relate intelligibility differences to
average acoustic modifications at the speaker level. While
additional study is needed to determine, for example, the
relative effects of different overall, inventory-level, and local
contrast-enhancing strategies on intelligibility, it thus seems
reasonable to refer to the present data as clear speech.

Figures 1–11 show the results of the analyses described
in Sec. II D across fricatives, styles, and �where relevant�
measurement locations. Table I summarizes the results of the
analyses of variance described in Sec. II E. In the following
sections, we describe in some detail the significance of these
results with respect to our three hypotheses. A more compre-
hensive descriptive analysis of the data can be found in
Maniwa �2006�.

A. Overall clear speech modifications „hypothesis 1…

The leftmost columns in Table I summarize the results
of the style� fricative�gender ANOVA. Because 14 sepa-
rate analyses were conducted across measures that were in
several cases highly correlated, a critical alpha level of
0.0073, based on the false discovery rate �FDR� estimate for
a 5% false positive rate for the style main effect, was
adopted.

As shown in Figs. 1–11, clear and conversational frica-
tives differed systematically along nearly every dimension
we considered. Across speakers and fricatives, duration in-
creased �Fig. 11, 187 ms longer in clear speech�, and spectral
measures including peak frequency �Fig. 1, on average
818 Hz higher in clear speech�, mean �Fig. 2, 668 Hz higher
in clear speech�, and skewness �Fig. 4, 0.96 lower in clear
speech� showed energy concentration in higher frequency re-

TABLE I. Summary of ANOVA results �see Sec. III E� for the style �S� �fricative �F� �Gender �G� comparison �left�, the one-way comparison of mean
fricative-to-fricative distance across styles �center�, and the speaker �Sp� �style comparison �right�. F values are given; values in bold are statistically
significant after FDR alpha correction.

G F F�G S S�G F�S F�S�G
S

�distance� Sp Sp�S

�df� �1, 18� �7, 126� �7, 126� �1, 18� �1, 18� �7, 126� �7, 126� �2, 56� �19, 133� �19, 133�
peak 0.224 50.6 3.19 16.6 1.72 7.45 0.878 3.77 2.53 1.75
M1 12.3 128 4.77 65.6 1.87 11.6 2.41 2.01 4.25 1.03
M2 0.169 82.5 2.86 41.3 1.38 11.8 1.35 2.11 2.19 0.927
M3 0.0212 85.1 2.55 40.9 0.704 8.54 0.673 1.32 1.96 1.27
M4 0.676 29 0.815 20.1 0.0016 14.7 0.879 3.33 1.58 1.91

FSRA 0.66 40.5 1.88 11.3 0.0827 5.5 0.269 4.21 8.15 3.99
Slope below 1.44 269 0.995 27.2 0.532 3.77 0.964 0.0392 2.93 4.79
Slope above 1.01 234 1.52 2.12 0.681 5.07 0.798 2.46 6.49 2.14

Duration 0.0188 100 1.35 57.2 0.0465 18.4 0.715 12.3 88.6 92.2
f0 82.8 12.4 7.03 9.14 3.26 1.31 2.06 1.23 357 5.69

amp 0.126 107 1.15 6.03 0.0014 6.95 0.533 6.72 12 4.54
amp500 1.73 53.5 1.68 30.4 0.0922 14.8 0.247 13.7 9.4 7.08

F2 5.83 52.8 1.82 23.7 0.0545 6.51 0.204 4.45 10.3 4.61
HNR 6.41 88.2 6.69 3.83 1.64 11.7 0.889 2.02 1.52 1.32
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FIG. 1. Mean �and standard error� DFT peak frequency for each fricative as
a function of speaking style. The horizontal axis indicates the location of the
analysis window, ranging from 0 �fricative onset� to 1 �fricative offset�. dh
refers to the voiced interdental fricative and zh to the voiced palato-alveolar.
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FIG. 2. Mean �and standard error� moment 1 values �center of gravity� for
each fricative as a function of speaking style.
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gions in clear speech. In general, these effects were seen
most clearly at central windows, where there was less vari-
ability relating to neighboring vowels or the fricative con-
striction release. F2 transitions also covered greater fre-
quency ranges in clear speech �Fig. 6, 85 Hz difference on
average�. Steeper spectral slopes �Fig. 7, on average
1.8 dB /kHz steeper� below the peak frequency also suggest
more defined peaks and greater noise source strength for
clear speech, consistent with previous reports on fricatives
produced with elevated vocal effort �Jesus and Shadle,
2002�. Slopes above peak frequencies were more variable,
with sibilants �with better defined peaks and steeper slopes
overall� showing larger negative values �steeper slopes� but
nonsibilants �with near-zero slopes overall� showing, on av-
erage, smaller values in clear compared to conversational
speech. The averaged neighboring vowel f0 was also higher
in clear speech �Fig. 11, 4.72 Hz higher on average�. These
results are in general agreement with previous studies �e.g.,

see Chen �1980� and Picheny et al. �1986�� and are consis-
tent with increased vocal effort in clear speech.

On the other hand, a main effect of style for rms ampli-
tude was found at all five locations, with clear fricatives
significantly lower in amplitude �Fig. 8, on average 1.08 dB
lower in clear speech; that it was higher in W5 is due to the
onset of the following vowel�. FSRA also decreased in clear
speech �Fig. 10, 4.8 dB lower�. Clear fricatives also had sig-
nificantly less energy below 500 Hz �Fig. 9, on average
4.18 dB lower�. Lower amplitude measures compared to
neighboring vowels were somewhat unexpected considering
reports of increased CVR in clear speech �e.g., see Bradlow
et al. �2003� and Chen �1980�� but not completely surprising.
Previous studies have not concentrated on fricatives and, in
general, have shown that changes in CVR are stimulus, con-
text, and talker dependent; decreases have even been seen for
some fricatives �mostly nonsibilants� for some speakers
�Picheny et al., 1986; Krause and Braida, 2004�. The present
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FIG. 3. Mean �and standard error� moment 2 values �SD� for each fricative
as a function of speaking style.
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FIG. 5. Mean �and standard error� moment 4 values �kurtosis� for each
fricative as a function of speaking style.
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results are probably best explained in terms of articulatory
effort. Since the volume velocity required to increase the
level of fricative sounds—particularly nonsibilants—is much
greater than that required to increase vowel intensity by a
similar amount, it is not surprising that for a similar increase
in effort across a word �or even slightly more effort on a
fricative�, intensity would increase more for vowels than for
fricatives �especially nonsibilants�.

Thus, hypothesis 1 was clearly confirmed; robust overall
changes were seen in the durations, spectra, and probably
amplitude of clear fricatives that are consistent with in-
creased vocal effort.

B. Inventory-level and local contrastive patterns
„hypothesis 2…

1. Overall tendencies

Style� fricative interactions for several measures were
consistent with efforts to maintain contrasts within the Eng-

lish fricative inventory. The place of articulation contrasts, in
particular, seemed to be enhanced in clear speech. For ex-
ample, palato-alveolars are defined by energy concentration
at low frequencies; DFT peaks and M1 for palato-alveolars
increased much less than for other fricatives �even decreas-
ing in some cases� in clear speech, and skewness generally
decreased less �increasing in some cases� for other places of
articulation. Differences between sibilants and nonsibilants
were also emphasized in clear speech. Nonsibilants, with in-
herently more diffuse spectra, showed increases in M2 in
clear speech, while sibilants decreased �+573 Hz versus
−49 Hz�. Nonsibilants also decreased in kurtosis in clear
speech, whereas voiceless sibilants did not. Acoustic dis-
tances between sibilants and nonsibilants also increased in
terms of amplitude �see comments in Sec. III A regarding the
overall vocal effort for a complementary account of the dif-
ferences�; a significant decrease in the normalized rms am-
plitude in clear speech was seen only for nonsibilant frica-
tives; voiceless sibilants actually increased slightly. The F2
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each fricative as a function of speaking style.
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transition distance increased more for palato-alveolars �with
inherently higher F2� than alveolars, and dentals �with inher-
ently higher F2� than labio-dentals in clear speech, increas-
ing fricative-to-fricative distance in both cases. This is par-
ticularly important for the nonsibilants, for which F2 may be
a critical cue �Jongman et al., 2000; Nittrouer, 2002�.

Enhanced voicing contrasts were also seen. A style
� fricative interaction for duration revealed that inherently
longer voiceless fricatives increased more in length than
voiced fricatives in clear speech �213 ms versus 159 ms�,
increasing the distance between the two classes of sounds in
terms of duration. The style� fricative interaction was also
seen for M2, showing greater increases for voiced than
voiceless fricatives �and decreases for voiceless sibilants� in
clear speech. These results are in accordance with those from
Jongman et al. �2000�, which showed that voiced fricatives
had a significantly greater variance than voiceless ones and
similarly increased the average M2 distance between voiced
and voiceless sounds in clear speech. A larger decrease
�5.24 dB larger� in intensity below 500 Hz for voiced frica-
tives, an increase in HNR for voiced fricatives �+0.48�, and a
decrease for voiceless �−0.73� and an increase in f0 in adja-
cent vowels only for voiceless fricatives �3.24 Hz larger in-
crease for voiceless fricatives� were also consistent with ef-
forts to maintain voicing contrasts in clear speech.

Thus, while it cannot be shown that these changes were
a direct result of knowledge of the fricative inventory and its
critical contrasts and while the actual results of the changes
on the effectiveness of the contrasts must be evaluated
through perceptual study, the pattern of results seen was con-
sistent with the notion that clear speech acts to maximize
contrast within a language �e.g., see Bradlow et al. �2003�,
Chen �1980�, Krause and Braida �2004�, Ohala �1994�,
Picheny et al. �1986�, Smiljanić and Bradlow �2005��. These
findings support the first �inventory-level contrast� part of
hypothesis 2.

2. Distance comparisons

Differences between similar pairs of sounds and the
acoustic characteristics of fricative productions, in general,
were influenced not only by the speaking style overall but by

the specific misidentifications that prompted clear produc-
tions as well. An examination of clear productions as a func-
tion of misidentification seemed to suggest that context-
dependent contrastive efforts �that is, attempts to make
sounds more unlike the sounds they had been mistaken for�
were responsible for some of the effects that were seen. For
example, when speakers repeated the sound /b/ in response to
a misidentification of the sound as /s/ �/b!s/�, they produced
the fricative with significantly lower DFT peak frequencies
than when they produced the same sound in response to a
misidentification as /c/ �/b!c/; 3356 Hz versus 3504 Hz�. This
suggests that speakers tried to differentiate the sound /b/ from
neighboring sounds in clear speech since it has a typical peak
frequency between /c/ and /s/. Similarly, M1 was lower, and
M3 higher, in /b!s/ compared to /b!c/ productions.

The one-way ANOVA comparing fricative-to-fricative
distances for each measure in contrastive �e.g., /b!s/�, noncon-
trastive �/b!�s/�, and conversational �/b!Ø/� contexts was de-
signed to quantify these differences, as well as the inventory-
level distance-enhancing manipulations discussed in Sec.
III B. We first considered the mean distance across acoustic
dimensions �after normalizing all measures to have a SD of
1.0 so that measures were weighted equally�. A significant
effect of style �F� F�2,56�=4.02; p=0.023� revealed pre-
cisely what we predicted: distances were largest for contras-
tive productions �0.952 SD units�, followed by noncontras-
tive clear productions �0.948�, and smallest for
conversational tokens �0.939�. Results considering the 14
measures separately are summarized in the center columns of
Table I. For nearly every dimension, the predicted order
�contrastive�noncontrastive�conversational� was ob-
served, although it reached significance only for duration,
amplitude, and low-frequency amplitude ��=0.0024, based
on the FDR analysis of observed p values�. The robustness of
the distance enhancement for these measures may be related
to the fact that duration varied so much with style �Fig. 10�
and that the amplitude measures were relevant to �and there-
fore may have been adjusted to emphasize� both place and
voicing distinctions.

In summary, the comparison of acoustic distances be-
tween fricative pairs across measures and misidentification
prompts revealed that speakers tended to repeat sounds such
that they differed maximally from neighboring sounds and
especially from those for which they were initially mistaken.
This demonstrates the range of levels at which talkers are
sensitive to the communicative demands of a speaking situ-
ation and is consistent with the notion that talkers are able to
adjust the details of productions based on relatively local
fine-grained information �hypothesis 2�.

3. Discriminant analysis

Although fricative-to-fricative distances tended to be en-
hanced in clear speech and by local contrastive efforts, this
does not necessarily mean that the speech manipulations in-
troduced in these contexts actually made fricatives easier to
identify. For example, increased variability in clear speech
could have made the productions of individual speakers
more confusable with one another even though mean values
for each measure were further apart. The discriminant analy-

FIG. 11. Mean �and standard error� noise duration as a function of fricative
and style �top�, HNR averaged across speakers as a function of fricative and
style �middle�, and f0 values as a function of fricative and style �bottom�.
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sis described in Sec. II E was designed to address this issue
directly. Although there was some variability across styles
from pair to pair, performance on average was, in accordance
with overall distance measures, as predicted: noncontrastive
clear productions were more discriminable than conversa-
tional ones �94.8% versus 93.9%�, and classification was best
in contrastive contexts �95.2%�. In particular, difficult pairs
such as /f/-/�;/ improved substantially in clear styles �0.65
conversation vs. 0.8 clear�. Thus, again, consistent with hy-
pothesis 2, clear and contrastive fricatives were more distinct
from similar sounds when specific effort was made to reduce
confusions.

C. Talker and gender effects „hypothesis 3…

Results of the style� talker ANOVA are shown in the
rightmost columns of Table I. Significant talker effects ��
=0.014� were seen for every measure except for kurtosis and
HNR, and the style� talker interaction was seen for 8 of the
14 measures. This indicates that talkers varied significantly
in the magnitude—and sometimes the direction—of acoustic
modifications in clear speech. Spectral peak frequency, am-
plitude, slope above the peak, and FSRA, in particular,
showed speaker variability in the direction of clear speech
modifications, with SDs of �clear-minus-conversational� dif-
ferences greater than the respective mean values. In short,
hypothesis 3 was supported; talkers differed in their produc-
tion strategies when they attempted to increase intelligibility;
some increased duration more, while others shifted energy
distributions toward higher frequency regions more or ampli-
fied frication noise relative to the neighboring vowels. Ex-
tensive intelligibility experiments will be necessary to deter-
mine exactly which of these combinations were most
successful at enhancing fricative contrasts. Intelligibility re-
sults thus far �Maniwa et al., 2008� seem to suggest that at
least for normal-hearing native listeners, the greatest benefits
were seen for speakers whose productions involved a rela-
tively large increase in energy at higher frequencies �in-
creased peak, M1, etc.�.

One variable that did not seem to contribute to clear-to-
conversational acoustic differences was speaker gender. No
style�gender or fricative�style�gender interaction was
observed for any of the measures �see Table I�. This indicates
that female and male speakers did not reliably differ in the
extent or direction of any acoustic modifications in clear
speech. This was somewhat unexpected considering previous
reports that female speakers modified their speech to a
greater extent than males �e.g., see Bradlow et al. �2003� and
Liu et al. �2004��. However, since these earlier studies con-
sidered a limited number of speakers �e.g., n=2 for Bradlow
et al. �2003��, it was not clear whether the differences ob-
served derived from gender differences or simply talker dif-
ferences.

D. Dynamic patterns

Figures 1–10 show spectral and amplitude measures
over the course of the fricative and not just at one point
where the clearest prediction regarding style-related differ-
ences could be made. As discussed in Sec. II E, these data

were included partly because it was considered possible that
differences in different measures might be more prominent at
different locations or might be dynamic in nature. To the
extent that this possibility can be addressed with the present
data, it seems for the most part not to have been the case.
Contours representing measures for clear and conversational
tokens appear to be roughly parallel over the three central
windows, with differences that were generally in the ex-
pected directions and that sometimes narrowed or changed
direction at fricative-vowel boundaries.

IV. CONCLUSIONS

In sum, this study demonstrates that there are systematic
acoustic-phonetic modifications in the production of clear
fricatives. Some overall clear speech effects were straightfor-
wardly predictable based on previous findings �e.g., longer
duration and energy at higher frequencies�, and some were
more surprising �especially lower relative amplitude�. Across
a variety of measures, the acoustic distances between mini-
mally contrasting sounds were enlarged in clear speech, in-
dicating that talkers attempt to maintain contrast between
category distributions across the inventory of English frica-
tives. In addition, talkers were sensitive to specific listener
feedback, adjusting repeated productions to be more unlike
sounds for which they had been misapprehended. Individual
talkers varied widely in the magnitude—and sometimes the
direction—of these changes; these differences were not re-
lated to talker gender.

Balakrishnama, S., and Ganapathiraju, A. �1998�. “Linear discriminant
analysis: A brief tutorial,” available at http://www.zemris.fer.hr/predmeti/
kdisc/bojana/Tutorial-LDA-Balakrishnama.pdf �Last viewed May 24,
2007�.

Baum, S. R., and Blumstein, S. E. �1987�. “Preliminary observations on the
use of duration as a cue to syllable-initial fricative consonant voicing in
English,” J. Acoust. Soc. Am. 82, 1073–1077.

Behrens, S. J., and Blumstein, S. E. �1988�. “Acoustic characteristics of
English voiceless fricatives: A descriptive analysis,” J. Phonetics 16, 295–
298.

Bilger, R. C., and Wang, M. D. �1976�. “Consonant confusions in patients
with sensorineural hearing loss,” J. Speech Hear. Res. 19, 718–748.

Boersma, P. �1993�. “Accurate short-term analysis of the fundamental fre-
quency and the harmonics-to-noise ratio of a sampled sound,” IFA Pro-
ceedings, Vol. 17, pp. 97–110.

Boersma, P., and Weenink, D. �2000�. “Praat, a system for doing phonetics
by computer, version 4.406,” Institute of Phonetic Sciences, University of
Amsterdam, available at http://www.fon.hum.uva.nl/praat/ �Last viewed
May 24, 2007�.

Bradlow, A. R., and Bent, T. �2002�. “The clear speech effect for non-native
listeners,” J. Acoust. Soc. Am. 112, 272–284.

Bradlow, A. R., Kraus, N., and Hayes, E. �2003�. “Speaking clearly for
children with learning disabilities: Sentence perception in noise,” J.
Speech Lang. Hear. Res. 46, 80–97.

Chen, F. R. �1980� “Acoustic characteristics and intelligibility of clear and
conversational speech at the segmental level,” MS thesis, Massachusetts
Institute of Technology, Cambridge, MA.

Childers, D. G. �1978�. Modern Spectrum Analysis �IEEE, New York�, pp.
252–255.

Crystal, T. H., and House, A. S. �1988�. “A note on the durations of frica-
tives in American English,” J. Acoust. Soc. Am. 84, 1932–1935.

Evers, V., Reetz, H., and Lahiri, A. �1998�. “Crosslinguistic acoustic catego-
rization of sibilants independent of phonological status,” J. Phonetics 26,
345–370.

Feijóo, S., Fernández, S., and Balsa, R. �1998�. “Context effects in the
auditory identification of Spanish fricatives /f/ and /�/: Hyper and hy-
pospeech,” J. Acoust. Soc. Am. 103, 2982.

3972 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Maniwa et al.: Acoustic characteristics of clear English fricatives



Ferguson, S. H. �2002�. “Vowels in clear and conversational speech: Talker
differences in acoustic features and intelligibility for normal-hearing lis-
teners,” Ph.D. dissertation, Indiana University, Bloomington, IN.

Ferguson, S. H., and Kewley-Port, D. �2002�. “Vowel intelligibility in clear
and conversational speech for normal-hearing and hearing-impaired listen-
ers,” J. Acoust. Soc. Am. 112, 259–271.

Forrest, K., Weismer, G., Milenkovic, P., and Dougall, R. N. �1988�. “Sta-
tistical analysis of word-initial voiceless obstruents: Preliminary data,” J.
Acoust. Soc. Am. 84, 115–123.

Gagné, J. P., Masterson, V. M., Munhall, K. G., Bilida, N., and Queren-
gesser, C. �1994�. “Across talker variability in auditory, visual, and audio-
visual speech intelligibility for conversational and clear speech,” J. Acad.
Rehabil. Audiol. 27, 135–158.

Hedrick, M. S., and Ohde, R. N. �1993�. “Effect of relative amplitude of
frication on perception of place of articulation,” J. Acoust. Soc. Am. 94,
2005–2026.

Helfer, K. �1997�. “Auditory and auditory-visual perception of clear and
conversational speech,” J. Speech Lang. Hear. Res. 40, 432–443.

Helfer, K. �1998�. “Auditory and auditory-visual recognition of clear and
conversational speech by older adults,” J. Am. Acad. Audiol 9, 234–242.

Hughes, G. W., and Halle, M. �1956�. “Spectral properties of fricative con-
sonants,” J. Acoust. Soc. Am. 28, 303–310.

Iverson, P., and Bradlow, A. R. �2002�. “The recognition of clear speech by
adult cochlear implant users,” ICSA WorkshopTemporal Integration in the
Perception of Speech, Aix-en Provence, France, 8–10 April.

Jackson, P. J. B., and Shadle, C. H. �2000�. “Frication noise modulated by
voicing, as revealed by pitch-scaled decomposition,” J. Acoust. Soc. Am.
108, 1421–1434.

Jesus, L. M. T., and Shadle, C. H. �2002�. “A parametric study of the spec-
tral characteristics of European Portuguese fricatives,” J. Phonetics 30,
437–464.

Johnson, K., Flemming, E., and Wright, R. �1993�. “The hyperspace effect:
Phonetic targets are hyperarticulated,” Language 69, 505–528.

Jongman, A. �1989�. “Duration of frication noise required for identification
of English fricatives,” J. Acoust. Soc. Am. 85, 1718–1725.

Jongman, A., Wayland, R., and Wong, S. �2000�. “Acoustic characteristics
of English fricatives,” J. Acoust. Soc. Am. 108, 1252–1263.

Kabak, B., and Maniwa, K. �2007�. “L2 perception of English fricatives in
clear and conversational speech: The role of phonetic similarity and L1
interference,” ICPhS XVI, Saabrücken.

Krause, J. C., and Braida, L. D. �2004�. “Acoustic properties of naturally
produced clear speech at normal speaking rates,” J. Acoust. Soc. Am. 115,
362–378.

Lindblom, B. �1990�. “Explaining phonetic variation: A sketch of the H & H
theory,” in Speech Production and Speech Modeling, edited by W. J. Hard-
castle and A. Marchal �Kluwer Academic, Dordrecht�, pp. 403–439.

Lindblom, B. �1996�. “Role of articulation in speech perception: Clues from
production,” J. Acoust. Soc. Am. 99, 1683–1692.

Liu, S., Del Rio, E., Bradlow, A. R., and Zeng, F.-G. �2004�. “Clear speech
perception in acoustic and electric hearing,” J. Acoust. Soc. Am. 116,
2373–2383.

Maniwa, K. �2006�. “Acoustical and perceptual properties of clearly pro-
duced fricatives,” Ph.D. dissertation, University of Kansas, Lawrence, KS.

Maniwa, K., Jongman, A., and Wade, T. �2006�. “Acoustic characteristics of
clearly produced fricatives,” J. Acoust. Soc. Am. 119, 3301.

Maniwa, K., Jongman, A., and Wade, T. �2008�. “Perception of clear Eng-
lish fricatives by normal-hearing and simulated hearing-impaired listen-
ers,” J. Acoust. Soc. Am. 123, 1114–1125.

Mann, V. A., and Repp, B. H. �1980�. “Influence of vocalic context on
perception of the �b�-�s� distinction,” Percept. Psychophys. 28, 213–228.

Mann, V. A., and Soli, S. D. �1991�. “Perceptual order and the effect of
vocalic context on fricative perception,” Percept. Psychophys. 49, 399–
411.

McGowan, R., and Nittrouer, S. �1988�. “Differences in fricative production
between children and adults: Evidence from an acoustic analysis of /b/ and
/s/,” J. Acoust. Soc. Am. 83, 229–236.

Miller, G. A., and Nicely, P. A. �1955�. “An analysis of perceptual confu-
sions among some English consonants,” J. Acoust. Soc. Am. 27, 338–352.

Moon, S.-J., and Lindblom, B. �1994�. “Interaction between duration, con-
text, and speaking style in English stressed vowels,” J. Acoust. Soc. Am.
96, 40–55.

Nissen, S. L., and Fox, R. A. �2005�. “Acoustic and spectral characteristics
of young children’s fricative productions: A developmental perspective,” J.
Acoust. Soc. Am. 118, 2570–2578.

Nittrouer, S. �1995�. “Children learn separate aspects of speech production
at different rates: Evidence from spectral moments,” J. Acoust. Soc. Am.
97, 520–530.

Nittrouer, S. �2002�. “Learning to perceive speech: How fricative perception
changes, and how it stays the same,” J. Acoust. Soc. Am. 112, 711–719.

Nittrouer, S., Studdert-Kennedy, M., and McGowan, R. S. �1989�. “The
emergence of phonetic segments: Evidence from the spectral structure of
fricative-vowel syllables spoken by children and adults,” J. Speech Hear.
Res. 32, 120–132.

Ohala, J. J. �1994�. “Acoustic study of clear speech: A test of the contrastive
hypothesis,” Proceedings of the International Symposium on Prosody, Pa-
cific Convention Plaza Yokohama, Japan, pp. 75–89.

Payton, K. L., Uchanski, R. M., and Braida, L. D. �1994�. “Intelligibility of
conversational and clear speech in noise and reverberation for listeners
with normal and impaired hearing,” J. Acoust. Soc. Am. 95, 1581–1592.

Perkell, J. S., Matthies, M. L., Tiede, M., Lane, H., Zandipour, M., Marrone,
N., Stockmann, E., and Guenther, F. H. �2004�. “The distinctiveness of
speakers’ /s/-/b/ contrast is related to their auditory discrimination and use
of an articulatory saturation effect,” J. Speech Lang. Hear. Res. 47, 1259–
1269.

Picheny, M. A., Durlach, N. I., and Braida, L. D. �1985�. “Speaking clearly
for the hard of hearing. I: Intelligibility differences between clear and
conversational speech,” J. Speech Hear. Res. 28, 96–103.

Picheny, M. A., Durlach, N. I., and Braida, L. D. �1986�. “Speaking clearly
for the hard of hearing II: Acoustic characteristics of clear and conversa-
tional speech,” J. Speech Hear. Res. 29, 434–446.

Pincas, J., and Jackson, P. J. B. �2006�. “Amplitude modulation of turbu-
lence noise by voicing in fricatives,” J. Acoust. Soc. Am. 120, 3966–3977.

Schum, D. �1996�. “Intelligibility of clear and conversational speech of
young and elderly talkers,” J. Am. Acad. Audiol 7, 212–218.

Shadle, C. H., and Mair, S. J. �1996�. “Quantifying spectral characteristics
of fricatives,” Proceedings from the International Conference on Spoken
Language Processing �ICSLP�, Philadelphia, pp. 1521–1524.

Silbert, N., and de Jong, K. �2008�. “Focus, prosodic context, and phono-
logical feature specification: Patterns of variation in fricative production,”
J. Acoust. Soc. Am. 123, pp. 2769–2779.

Smiljanić, R., and Bradlow, A. R. �2005�. “Production and perception of
clear speech in Croatian and English,” J. Acoust. Soc. Am. 118, 1677–
1688.

Soli, S. D. �1981�. “Second formants in fricatives: Acoustic consequences of
fricative-vowel coarticulation,” J. Acoust. Soc. Am. 70, 976–984.

Stevens, K. N. �1971�. “Airflow and turbulence for noise for fricative and
stop consonants: Static consideration,” J. Acoust. Soc. Am. 50, 1182–
1192.

Stevens, K. N. �1985�. “Evidence for the role of acoustic boundaries in the
perception of speech sounds,” in Phonetic Linguistics: Essays in Honor of
Peter Ladefoged, edited by V. Fromkin �Academic, New York�, pp. 243–
255.

Strevens, P. �1960�. “Spectra of fricative noise in human speech,” Lang
Speech 3, 32–49.

Uchanski, R. S., Choi, S. S., Braida, L. D., Reed, C. M., and Durlach, N. I.
�1996�. “Speaking clearly for the hard of hearing IV: Further studies of the
role of speaking rate,” J. Speech Hear. Res. 39, 494–509.

Venables, W. N., and Ripley, B. D. �2002�. Modern Applied Statistics, edited
by S. Fourth �Springer, New York�.

Wang, M. D., and Bilger, R. C. �1973�. “Consonant confusions in noise: A
study of perceptual features,” J. Acoust. Soc. Am. 54, 1248–1266.

Whalen, D. H. �1981�. “Effects of vocalic formant transitions and vowel
quality on the English �s�-�š� boundary,” J. Acoust. Soc. Am. 69, 275–282.

Yeni-Komshian, G. H., and Soli, S. D. �1981�. “Recognition of vowels from
information in fricatives: Perceptual evidence of fricative-vowel coarticu-
lation,” J. Acoust. Soc. Am. 70, 966–975.

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Maniwa et al.: Acoustic characteristics of clear English fricatives 3973



Individual talker differences in voice-onset-time: Contextual
influencesa)

Rachel M. Theodore,b� Joanne L. Miller, and David DeSteno
Department of Psychology, Northeastern University, Boston, Massachusetts 02115

�Received 29 January 2008; revised 24 February 2009; accepted 25 February 2009�

Previous research indicates that talkers differ in phonetically relevant properties of speech, including
voice-onset-time �VOT� in word-initial stop consonants; some talkers have characteristically shorter
VOTs than others. Previous research also indicates that VOT is robustly affected by contextual
influences, including speaking rate and place of articulation. This paper examines whether these
contextual influences on VOT are themselves talker-specific. Many tokens of alveolar /ti/
�experiment 1� or labial /pi/ and velar /ki/ �experiment 2� were elicited from talkers across a range
of rates. VOT and vowel duration �a metric of rate� were measured for each token. Hierarchical
linear modeling analyses showed that �1� VOT increased as rate decreased for all talkers, but the
magnitude of the increase varied significantly across talkers; thus the effect of rate on VOT was
talker-specific; �2� the talker-specific effect of rate was stable across a change in place of
articulation; and �3� for all talkers VOTs were shorter for labial than velar stops, and there was no
significant variability in the magnitude of this displacement across talkers; thus the effect of place
on VOT was not talker-specific. The implications of these findings for how listeners might
accommodate talker differences in VOT during speech perception are discussed.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3106131�
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I. INTRODUCTION

The past 50 years of research in speech acoustics have
yielded substantial information on the acoustic parameters
that specify individual speech segments. One consistent find-
ing in this domain is that there is considerable variability in
the acoustic-phonetic information produced for individual
consonants and vowels, such that there is no one-to-one
mapping between the acoustic signal and speech segment.
Many sources of acoustic-phonetic variability have been ex-
amined, including variability that results from differences in
pronunciation across individual talkers. Talker differences
have been observed for a host of speech sound classes in-
cluding vowels �Hillenbrand et al., 1995; Peterson and Bar-
ney, 1952�, fricatives �Newman et al., 2001�, stops �Allen et
al., 2003; Byrd, 1992; Zue and Laferriere, 1979�, and liquids
�Espy-Wilson et al., 2000; Hashi et al., 2003�. The goal of
the current work is to further characterize such talker differ-
ences.

Our primary motivation for examining talker differences
in detail stems from recent findings in the speech perception
literature indicating that listeners retain fine-grained informa-
tion about how a talker implements speech segments �Gold-
inger, 1996; Goldinger, 1998; Palmeri et al., 1993� and that

this information can be used to facilitate subsequent process-
ing �Bradlow and Bent, 2008; Bradlow and Pisoni, 1999;
Clarke and Garrett, 2004; Nygaard and Pisoni, 1998; Nyga-
ard et al., 1994�. In order to provide a theoretical account of
speech perception that describes the role of talker-specific
phonetic detail, comprehensive data on the acoustic-phonetic
consequences of talker differences in speech production are
necessary.

In this paper we examine talker differences for one pho-
netically relevant property of speech, voice-onset-time
�VOT�. VOT is a primary cue marking the linguistic contrast
of voicing in word-initial English stops. In word-initial posi-
tion, English voiced stops �/b/, /d/, and /g/� are typically pro-
duced with short VOTs �or, in some cases, with prevoicing�,
and English voiceless stops �/p/, /t/, and /k/�, which are aspi-
rated, are produced with longer VOTs �Lisker and Abramson,
1964�. Recent research has shown that this property is sub-
ject to individual talker differences �Allen et al., 2003�. Fo-
cusing on voiceless stops, Allen et al. �2003� compared
word-initial VOTs for many monosyllabic words across eight
talkers. Their results showed that even after statistically con-
trolling for contextual factors such as speaking rate �using
both syllable duration and, in separate analyses, vowel dura-
tion as metrics of speaking rate�, a statistically significant
amount of variability in VOT was accounted for by stable
differences across individual talkers. In other words, the talk-
ers differed in their characteristic VOTs, with some talkers
producing longer VOTs compared to other talkers. Here we
build on this finding by examining the role of contextual
influences on VOT at the level of individual talkers.

Two contextual factors that have been examined exten-
sively with respect to VOT, and that are the focus of the
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current research, are place of articulation and speaking rate
�e.g., Klatt, 1975; Lisker and Abramson, 1967; Picheny et
al., 1986; Robb et al., 2005�. First consider place of articu-
lation. It is well established that, in general, VOT increases
as place moves from an anterior to posterior point of con-
striction in the vocal tract �e.g., Cho and Ladefoged, 1999;
Lisker and Abramson, 1964; Volaitis and Miller, 1992�. In
the current paper we examine whether talkers systematically
vary in the magnitude of this effect.

Next consider speaking rate. At a global level, rate is a
complex variable that encompasses the rate at which speech
itself is produced as well as the number and duration of
pauses and aspects of higher-level prosodic structure. There
is evidence that the specific way in which a change in speak-
ing rate is implemented may vary in numerous respects
across individual talkers �e.g., Crystal and House, 1982;
Kuehn and Moll, 1976; Matthies et al., 2001; McClean,
2000�. Nonetheless, it appears that for all talkers a change in
overall rate involves a change in the rate of speech itself �and
is not solely due to a change in pausing� �Miller et al., 1984�,
and this is the focus of the current study. Specifically, we
examine how the rate at which a given syllable was produced
�defined in terms of its syllable or vowel duration� influences
VOT. We know from previous research that, in general, VOT
systematically increases as speaking rate decreases �and syl-
lables become longer�, especially for voiceless aspirated
stops such as English /p/, /t/, and /k/ �e.g., Kessinger and
Blumstein, 1997; Miller et al., 1986; Nagao and de Jong,
2007�. In the current paper we examine whether talkers ex-
hibit systematic variability in the extent to which changes in
rate affect VOT.

We report two experiments. Experiment 1 is centered on
the effect of speaking rate on VOT in the context of the
alveolar voiceless stop /t/. In experiment 2, we extend the
findings of experiment 1 to the labial �/p/� and velar �/k/�
voiceless stops, as well as examine the effect of place of
articulation per se on VOT. To preview our results, we find
evidence that the magnitude of the speaking rate effect, but
not of the place effect, is talker-specific. The implications of
these distinct patterns of results for accounts of speech per-
ception are considered in Sec. IV.

II. EXPERIMENT 1

The primary goal of experiment 1 was to extend the
investigation of talker differences in word-initial VOT for
voiceless stop consonants by examining the effect of speak-
ing rate on VOT at the level of individual talkers. Specifi-
cally, we examined whether the magnitude of the increase in
VOT as speaking rate decreases systematically differs across
talkers. A secondary goal of experiment 1 was to replicate
Allen et al., 2003 using a different methodology. They ob-
served talker differences in VOT when speaking rate was
statistically controlled; we examined whether such differ-
ences are also observed when comparing syllables produced
at the same rate of speech.

A. Method

1. Subjects

Ten talkers �five males, E1M1–E1M5; five females,
E1F1–E1F5� were recruited from the Northeastern Univer-
sity community for this experiment. The talkers were native
speakers of American English between 18 and 31 years of
age with no history of speech or language disorders, and
were either paid or received partial course credit for their
participation.

2. Recordings

A magnitude-production procedure �e.g., Adams et al.,
1993; Lane and Grosjean, 1973; Miller et al., 1986; Volaitis
and Miller, 1992� was used to elicit multiple repetitions of
the syllable /ti/ that span a wide range of syllable durations.
The alveolar stop was recorded in a constrained phonetic
environment in order to control for factors that can influence
VOT and syllable duration �e.g., vowel identity and final
consonant, Port and Rotunno, 1979; Weismer, 1979�; such
factors could introduce extraneous variability, making it dif-
ficult to isolate talker-specific effects of rate on VOT. In the
magnitude-production procedure, talkers were directed to
produce clear tokens of the syllable /ti/ at their normal speak-
ing rate and at rates relative to their normal speaking rate.
Each talker was recorded producing eight “runs” of syllables.
A run consisted of six repetitions of /ti/ at each of the fol-
lowing speaking rates: normal, twice as fast, four times as
fast, as fast as possible, normal, twice as slow, four times as
slow, as slow as possible. Thus, each run yielded syllables
produced at eight speaking rates—seven unique speaking
rates and two blocks of repetitions produced at a “normal”
speaking rate. Note that this procedure was used as a tool for
acquiring syllables that exhibited variation in overall dura-
tion and not as a means to compare the duration of syllables
across individuals produced, for example, at a normal speak-
ing rate. The extreme rate prompts �e.g., “as fast as pos-
sible”� were provided to encourage duration variation, and
talkers were told that these prompts should reflect the varia-
tion found in natural speech and not, for example, the direc-
tion to speak as fast as humanly possible. Talkers were given
a practice run prior to the recording session and were also
given a short break after the first four runs. All recordings
took place in a sound-attenuated booth. Speech was recorded
via microphone �AKG C460B� onto digital audiotape.

In total, 3840 syllables �6 repetitions�8 speaking
rates�8 runs�10 talkers� were recorded. All recordings
were digitized at a sampling rate of 20 kHz using the CSL
system �KayPENTAX�. Syllables produced in the first block
of the normal speaking rate for each run were excluded from
further analyses to help ensure that, at least to a first approxi-
mation, tokens were evenly distributed across the measured
range of syllable �and vowel� duration. In addition, the final
repetition at each speaking rate was excluded from further
analyses because this token may have been subject to a
phrase-final lengthening effect �Klatt, 1976�. Excluding these
tokens left 2800 possible syllables �5 repetitions�7 speak-
ing rates�8 runs�10 talkers� for acoustic analysis.
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3. Acoustic measurements

The PRAAT speech analysis software �Boersma, 2001�
was used to generate a waveform for each syllable. On each
waveform, three points in time were located: the onset of the
release burst, marked by the onset of low amplitude, aperi-
odic noise; voicing onset, marked by the onset of high am-
plitude, periodic energy; and voicing offset, marked by the
offset of the last visible glottal pulse. From these three points
in time, three durations were calculated. VOT was calculated
as the latency between the release burst and voicing onset.
Vowel duration was calculated as the latency between voic-
ing onset and voicing offset. Syllable duration was calculated
as the latency between the onset of the release burst and
voicing offset. In line with numerous studies examining the
effect of speaking rate at the segmental level, vowel duration
and syllable duration were used as metrics of rate �e.g., Allen
et al., 2003; Kessinger and Blumstein, 1997; Nagao and de
Jong, 2007; Port, 1981�. Vowel duration was used as the
primary metric because the statistical analyses used in the
current research require that the metric of speaking rate and
VOT be mathematically independent. �Because the syllable
duration measurement for a particular token includes VOT
for that token, syllable duration is not mathematically inde-
pendent of VOT.� However, syllable duration was also con-
sidered, as a secondary metric, in accord with the traditional
definition of speaking rate as number of syllables produced
per unit time. For all analyses presented in this paper, two
versions were conducted; one that used vowel duration as the
metric of rate and one that used syllable duration as the met-
ric of rate. Analogous results were found in all cases. For
ease of explication, we describe all analyses and results only
using the vowel duration metric.

For the 2800 syllables measured, two exclusionary cri-
teria were used to select a final set for statistical analysis.
First, a token was excluded if there were production anoma-
lies or if a clear burst onset and vowel offset could not be
determined; 2.4% of the tokens were excluded on this basis.
Second, a token was excluded if its syllable duration was
greater than 799 ms. This criterion, which was established
through informal listening, was intended to exclude tokens
that were perceived as unnaturally long; 2.8% of the tokens

were excluded on this basis. As a result of this selection
process, 2654 syllables that spanned durations from
125 to 798 ms were used in subsequent analyses.

4. Reliability

One trained experimenter conducted all acoustic mea-
surements. In order to determine cross-experimenter reliabil-
ity, a different trained experimenter measured approximately
13% of the syllables �one randomly determined run from
each talker�. Correlations �Pearson’s r� between the two ex-
perimenters’ measurements were 0.99 for both VOT and
vowel duration. The mean absolute differences between the
experimenters’ measurements were 2 ms �SD=2� for VOT
and 12 ms �SD=16� for vowel duration.

B. Results

For each of the ten talkers, a linear function relating
VOT to vowel duration was calculated using a least squares
prediction method. To illustrate, Fig. 1 shows VOT �ms� as a
function of vowel duration �ms� for two of the ten talkers; in
this figure, each filled circle represents a single token of /ti/
and the solid lines represent the linear functions relating
VOT to vowel duration. For both talkers, the tokens span a
wide range of vowel durations, and VOT systematically in-
creases as speaking rate decreases.1

Table I shows the slopes and intercepts of the ten indi-
vidual talker functions, as well as the correlations �Pearson’s
r� between the functions and observed values as an index of
goodness-of-fit. Slopes are shown as the increase in VOT
�ms� per 100 ms increase in vowel duration and the inter-
cepts are shown as VOT at the mean vowel duration pro-
duced across all talkers, which was 319 ms. The slopes of
the individual talker functions measure the effect of speaking
rate on VOT. The intercepts of the individual talker functions
represent VOT at a given vowel duration; in other words, the
intercepts of the individual talker functions measure VOT at
a single speaking rate.

Consider first the slopes of the individual talker func-
tions. Across the ten talkers, the slopes show wide variability.
For example, given a 100 ms change in vowel duration, VOT

FIG. 1. VOT �ms� as a function of vowel duration �ms� for talkers E1M2 �left panel� and E1M4 �right panel�. In both panels, each filled circle represents one
token of /ti/ and the solid line represents the linear function relating VOT to vowel duration.

3976 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Theodore et al.: Talker-specific contextual influences



for talker E1M2 increases approximately three times as
much as VOT for talker E1M4 �also shown in Fig. 1�. Turn-
ing to the intercepts of the individual talker functions, VOT
also varies considerably, spanning values from 62 to 91 ms.
Inspection of these parameters suggests that the magnitude
of the effect of rate on VOT does vary across talkers, and
that talker differences in VOT are present for syllables pro-
duced at the same speaking rate.

A hierarchical linear modeling �HLM� analysis �Bryk
and Raudenbush, 1992� was used in order to test the statis-
tical significance of the variability in talkers’ slopes and in-
tercepts. One benefit of using an HLM analysis is that it
allows us to compare the slope and intercept parameters
across talkers while taking into account the entire set of data,
which consisted of 2654 tokens. �A complete description of
the HLM structure for all models presented in this paper is
provided in the Appendix.� In terms of the talkers’ slopes,
results showed that the mean slope across talkers was non-
zero �t�9�=8.11, p�0.001�, confirming that VOT systemati-
cally increased as vowel duration increased �i.e., rate de-
creased� across the group of talkers. Critically, the results
also showed that there was significant variability in the talk-
ers’ slopes ��2�9�=374.78, p�0.001�, indicating that how
much VOT increased as rate decreased was not the same for
all talkers. In terms of the talkers’ intercepts, results con-
firmed that the mean intercept across talkers was non-zero
�t�9�=25.43, p�0.001�, and showed that there was signifi-
cant variability in the talkers’ intercepts ��2�9�=776.23, p
�0.001�. This finding indicates that talkers differed in their
characteristic VOTs for utterances produced at the same
speaking rate.

An additional set of analyses was performed in order to
examine whether talker differences in VOT would be ob-
served across a range of vowel durations, and not solely at
the mean vowel duration produced across all talkers. The
motivation for these analyses stems from the finding that
there was significant variability in the slopes of the indi-
vidual talker functions, with some functions intersecting
within the measured range of vowel duration. As a conse-
quence, even though talker differences in VOT were ob-
served at the mean vowel duration, they will not necessarily

be observed across a range of vowel durations. For these
analyses, four intercepts �shown in Table II� were calculated
for each talker corresponding to VOT �ms� at 200, 300, 400,
and 500 ms vowel durations, these values span the range of
greatest intersection among the individual functions. HLM
analyses �see Appendix� confirmed that there was significant
variability in talkers’ intercepts at each vowel duration �in all
cases; �2�9��311.00, p�0.001�, indicating that the pres-
ence of talker differences in VOT is not contingent on speak-
ing rate.

III. EXPERIMENT 2

Experiment 2 extends the findings from experiment 1 in
three ways. First, we attempt to replicate the findings from
the first experiment for the other two voiceless stops in Eng-
lish, labial /p/ and velar /k/. Second, we examine whether the
effect of rate for a particular talker is stable across a change
in place of articulation by comparing the slopes of the func-
tions relating VOT to vowel duration for the labial and velar
voiceless stops. Third, experiment 2 examines whether the
contextual influence of place of articulation on VOT is itself
talker-specific. As noted earlier, previous research has shown
that, in general, VOT increases as place moves from front to
back in the vocal tract �e.g., Lisker and Abramson, 1964�. In
the current experiment we examine whether the magnitude
of the difference in VOT between /p/ and /k/ varies across
individual talkers.

A. Method

1. Subjects

Ten talkers �five males, E2M1–E2M5; five females,
E2F1–E2F5� who did not participate in experiment 1 were
recruited from the Northeastern University community for
this experiment. The talkers were native speakers of Ameri-
can English between 18 and 22 years of age with no history
of speech or language disorders, and were either paid or
received partial course credit for their participation.

TABLE I. Slope, intercept, and correlation �Pearson’s r� of the alveolar
functions for individual talkers. Slopes are shown as VOT �ms� /100 ms
vowel duration. The intercepts reflect VOT �ms� at 319 ms vowel duration.
Experiment 1.

Talker

Alveolar

Slope Intercept r

E1M1 21 91 0.78
E1M2 23 79 0.81
E1M3 14 62 0.67
E1M4 8 78 0.69
E1M5 7 62 0.50
E1F1 16 77 0.68
E1F2 10 82 0.71
E1F3 22 86 0.70
E1F4 14 71 0.71
E1F5 12 87 0.74

TABLE II. Intercepts of the alveolar functions for individual talkers, defined
as VOT �ms� at 200, 300, 400, and 500 ms vowel durations. Experiment 1.

Talker

Alveolar intercepts

Vowel duration

200 300 400 500

E1M1 66 87 108 129
E1M2 51 74 97 120
E1M3 45 59 73 87
E1M4 69 77 85 93
E1M5 54 61 68 75
E1F1 58 74 90 106
E1F2 71 81 91 101
E1F3 60 82 104 126
E1F4 54 68 82 96
E1F5 73 85 97 109
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2. Recordings

The magnitude-production procedure described in ex-
periment 1 was used to elicit multiple repetitions of the syl-
lables /pi/ and /ki/ across a range of syllable durations. As in
experiment 1, talkers produced eight runs of each syllable,
with each run consisting of six repetitions at eight speaking
rates. The order of the labial and velar syllables was counter-
balanced across talkers. All recordings followed the proce-
dure outlined for experiment 1.

In total, 7680 syllables �6 repetitions�8 speaking
rates�8 runs�10 talkers�2 places of articulation� were re-
corded. All recordings were digitized at a sampling rate of
20 kHz using the CSL system. As in experiment 1, all syl-
lables produced in the first block of the normal speaking rate
for each run and the final repetition at each speaking rate
were excluded from further analyses. Excluding these tokens
left 5600 possible syllables �5 repetitions�7 speaking rates
�8 runs�10 talkers�2 places of articulation� for acoustic
analysis.

3. Acoustic measurements

The PRAAT speech analysis software was used to gener-
ate a waveform for each of the 5600 syllables. As in experi-
ment 1, VOT, vowel duration, and syllable duration were
calculated for each waveform, and two exclusionary criteria
were used to select a final set of syllables for statistical
analysis. First, a token was excluded if there were production
anomalies or if a clear burst onset and vowel offset could not
be determined; 7.4% of the tokens were excluded on this
basis. Second, a token was excluded if its syllable duration
was greater than 799 ms; 9.6% of the tokens were excluded
on this basis. As a result of this selection process, 4646 syl-
lables that spanned durations from 115 to 799 ms were used
in subsequent analyses.2

4. Reliability

Two trained experimenters, who each measured a subset
of the recorded tokens, conducted all acoustic measurements.
To determine cross-experimenter reliability, a third trained
experimenter measured one randomly determined run of /pi/

and /ki/ for each talker �approximately 13% of the tokens�.
Correlations �Pearson’s r� between the two experimenters’
measurements were 0.98 for VOT and 0.99 for vowel dura-
tion. The mean absolute differences between the experiment-
ers’ measurements were 4 ms �SD=6� for VOT and 29 ms
�SD=27� for vowel duration.

B. Results

For each of the ten talkers, two linear functions relating
VOT to vowel duration were calculated using a least squares
prediction method, one for the labial syllables and one for
the velar syllables.3 Table III shows the slopes and intercepts
of the individual talker functions, as well as the correlations
�Pearson’s r� between the functions and observed values as
an index of goodness-of-fit. Slopes are shown as the increase
in VOT �ms� per 100 ms increase in vowel duration and the
intercepts are shown as VOT at the mean vowel duration
produced across all talkers for the labial and velar tokens,
which was 374 ms. Three sets of analyses were performed
on the parameters specifying the individual talker functions.
In the first set of analyses, we attempted to extend findings
from experiment 1 to labial and velar voiceless stops. The
second set of analyses examined whether, for a given talker,
the magnitude of the effect of speaking rate on VOT is stable
across place of articulation. The third set of analyses exam-
ined whether the contextual influence of place of articulation
itself is talker-specific.

1. Replication

Following the structure used for experiment 1, HLM
analyses were applied to the labial data �2481 tokens� and,
separately, to the velar data �2165 tokens�. As expected, the
results showed that for both the labial and velar functions,
the mean slope across talkers was significantly different from
zero �t�9�=5.05, p�0.001 and t�9�=5.74, p�0.001; respec-
tively� and the mean intercept across talkers was signifi-
cantly different from zero �t�9�=10.94, p�0.001 and t�9�
=22.92, p�0.001; respectively�. Moreover, there was sig-
nificant variability in the slopes ��2�9�=481.47, p�0.001
and �2�9�=332.37, p�0.001; respectively� and intercepts

TABLE III. Slope, intercept, and correlation �Pearson’s r� of the labial and velar functions for individual
talkers. Slopes are shown as VOT �ms� /100 ms vowel duration. The intercepts reflect VOT �ms� at 374 ms
vowel duration. Experiment 2.

Talker

Labial Velar

Slope Intercept r Slope Intercept r

E2M1 9 60 0.55 6 103 0.32
E2M2 5 37 0.48 10 91 0.55
E2M3 25 83 0.80 20 99 0.81
E2M4 10 55 0.74 7 95 0.53
E2M5 3 30 0.42 4 86 0.48
E2F1 10 78 0.51 13 111 0.44
E2F2 10 64 0.77 9 93 0.71
E2F3 12 77 0.48 13 126 0.61
E2F4 3 57 0.30 6 81 0.58
E2F5 16 81 0.41 23 113 0.59
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��2�9�=1559.82, p�0.001 and �2�9�=957.19, p�0.001; re-
spectively� of the individual talker functions. These results
extend the findings from experiment 1 to labial and velar
voiceless stops, confirming not only the presence of talker
differences in VOT at a single speaking rate, but also that the
effect of speaking rate on VOT varied significantly across
talkers. As in experiment 1, we also tested for talker differ-
ences in VOT across a range of vowel durations �i.e., speak-
ing rates� for both the labial and velar stops �see Table IV�.
HLM analyses showed that there was significant variability
in talkers’ intercepts at each vowel duration �in all cases;
�2�9��274.00, p�0.001�.

2. Stability of the effect of speaking rate on VOT for
individual talkers

Results reported above indicate that the magnitude of
the effect of speaking rate on VOT varies across talkers for a
given voiceless stop. This finding highlights a source of sys-
tematic variability in the speech signal in that how much
VOT increases as rate decreases can vary from talker to
talker. Here we examine a potential source of stability in the
speech signal by comparing the effect of rate on VOT for a
given talker across a change in place of articulation. In this
analysis, we considered the slopes of the labial and velar
functions for individual talkers. If, for a given talker, the
effect of rate on VOT is stable across a change in place of
articulation, then the slopes of the labial and velar functions
will be approximately the same. Inspection of the labial and
velar slopes, shown in Table III, suggests that this may be the
case in that the difference between the labial and velar slopes
for any given talker is quite small. To illustrate, Fig. 2 dis-
plays VOT �ms� as a function of vowel duration �ms� at both
places of articulation for one of the ten talkers. VOT in-
creases as speaking rate decreases for both the labial and
velar tokens, and does so to approximately the same degree.

In order to examine the statistical significance of the
difference between the labial and velar slopes for individual
talkers, we conducted an additional HLM analysis nesting
the labial and velar slopes within talkers. Results from this
analysis revealed that there was no significant variability

across talkers in the difference between the labial and velar
slopes ��2�9�=1.60, p�0.50�, which indicates that the effect
of speaking rate on VOT for a given talker is the same for
labial and velar voiceless stops.

3. Effect of place of articulation on VOT for individual
talkers

In this set of analyses, we examined whether the mag-
nitude of the difference between labial and velar VOTs varies
significantly across talkers. To quantify the effect of place of
articulation on VOT for each talker, we used the difference
between the labial and velar intercepts, with the intercept
defined as VOT at 374 ms vowel duration �shown in Table
III�. Because the results reported above indicate that the
slopes of the labial and velar functions within a given talker
are not statistically different �and thus the functions are ap-
proximately parallel�, using a single point on each function
as the basis of comparison is valid in that the difference
between labial and velar VOTs will be the same for any
value along the x-axis.

TABLE IV. Intercepts of the labial and velar functions for individual talkers, defined as VOT �ms� at 200, 300,
400, and 500 ms vowel durations. Experiment 2.

Talker

Labial intercepts Velar intercepts

Vowel duration Vowel duration

200 300 400 500 200 300 400 500

E2M1 44 53 62 71 93 99 105 111
E2M2 28 33 38 43 74 84 94 104
E2M3 40 65 90 115 64 84 104 124
E2M4 37 47 57 67 83 90 97 104
E2M5 24 27 30 33 79 83 87 91
E2F1 60 70 80 90 88 101 114 127
E2F2 47 57 67 77 77 86 95 104
E2F3 57 59 81 93 103 116 129 142
E2F4 51 54 57 60 71 77 83 89
E2F5 53 69 85 101 73 96 119 142

FIG. 2. �Color online� VOT �ms� as a function of vowel duration �ms� for
talker E2F2 at two places of articulation, labial /pi/ and velar /ki/. Each
black square represents one token of /pi/ and each gray circle represents one
token of /ki/. The solid lines represent the calculated function relating VOT
to vowel duration at each place of articulation.
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As expected, the labial intercept was located at a shorter
VOT than the velar intercept for each talker, resulting in a
reliable effect of place of articulation on VOT for the group
of talkers �mean difference=37.60 ms; t�9�=9.06,
p�0.001�. To examine the central question of whether the
magnitude of the difference in labial and velar intercepts
varied significantly across talkers, an HLM analysis was
used to nest the labial and velar intercepts within talkers. The
HLM results showed that there was no significant variability
in the difference between the labial and velar intercepts
across individual talkers ��2�9�=2.97, p�0.50�. These re-
sults indicate that the effect of place of articulation on VOT
does not vary across individual talkers.

IV. DISCUSSION

Previous research has provided evidence for talker-
specific variability in the acoustic-phonetic information used
to convey individual speech segments �e.g., Espy-Wilson et
al., 2000; Newman et al., 2001; Peterson and Barney, 1952;
Zue and Laferriere, 1979�. As a case in point, recent findings
indicate that talkers differ in VOTs produced for voiceless
stop consonants; some talkers produce characteristically
shorter VOTs than other talkers �Allen et al., 2003�. The
results from the current research confirm this finding and,
most importantly, extend it by examining potential talker
specificity in how two contextual variables, speaking rate
and place of articulation, influence VOT.

In terms of speaking rate, previous research has shown
that as speaking rate decreases �and syllables become
longer�, VOT systematically increases �e.g., Kessinger and
Blumstein, 1997; Volaitis and Miller, 1992�. The current re-
sults replicated this finding for all three voiceless stops, /p/,
/t/, and /k/. However, the results also showed that for each
stop, the magnitude of the increase in VOT for a given
change in speaking rate varied significantly across talkers.
This finding, which indicates that the effect of speaking rate
on VOT is talker-specific, highlights a source of systematic
variability in the speech signal. Further, the results from ex-
periment 2, which compared /p/ and /k/, showed that for a
given talker, the magnitude of the rate effect on VOT re-
mained constant across a change in place of articulation. This
finding highlights a source of stability in the speech signal at
the individual talker level, in that how rate influences VOT
for one voiceless stop is the same for a different voiceless
stop.

In terms of place of articulation, the results from experi-
ment 2 showed that for each talker VOTs for /p/ were shorter
than VOTs for /k/, in line with previous research �e.g., Lisker
and Abramson, 1964�. Critically, the results also indicated
that the magnitude of displacement between VOTs for /p/
and /k/ did not vary significantly across talkers. Thus, unlike
speaking rate, the contextual influence of place of articula-
tion on VOT appears not to be talker-specific.

Taken together, these findings have implications for the-
oretical accounts of speech perception. It has been estab-
lished that listeners retain talker-specific acoustic-phonetic
information in memory �e.g., Goldinger, 1998� and that fa-
miliarity with a particular talker’s speech can facilitate word

recognition �e.g., Nygaard et al., 1994�. Furthermore, find-
ings from literature on perceptual learning in speech suggest
that the benefits of talker familiarity observed at the word
level might result, at least in part, from talker-specific effects
at a prelexical level of representation �e.g., Eisner and Mc-
Queen, 2005; Kraljic and Samuel, 2007�. Of particular rel-
evance to the current research, Allen and Miller �2004�
showed that listeners could learn that one talker produces a
particular voiceless stop with characteristically short VOTs
and a different talker produces the same stop with character-
istically long VOTs.

This finding raises the possibility that listeners may cus-
tomize stop voicing categories based on individual talkers’
characteristic VOTs. However, given contextual influences
on VOT, listeners would need to consider a talker’s charac-
teristic VOTs not in an absolute manner, but with respect to
context. Indeed, it is well established that at a general level,
listeners do process VOT in relation to numerous contextual
factors, including both speaking rate and place of articula-
tion. These contextual influences systematically affect both
the boundaries between phonetic categories and the best ex-
emplars of a given phonetic category �e.g., Lisker and
Abramson, 1970; Miller and Volaitis, 1989; Summerfield,
1981; Volaitis and Miller, 1992�. We do not yet know
whether such context-dependent processing is tuned to the
speech of individual talkers, but the results of the current
experiments place constraints on the type of exposure listen-
ers might require for such perceptual tuning.

Specifically, the current data suggest that exposure to a
talker’s VOTs for a voiceless stop at one speaking rate would
not optimally inform the listener as to that talker’s VOTs for
the stop at a novel speaking rate. Because the magnitude of
the rate effect systematically varies across talkers, in order to
accommodate the contextual influence of rate on VOT listen-
ers would need to learn, for a given talker, how much VOT
changes as a function of speaking rate; that is, ascertain the
slope of the function relating VOT to rate. However, because
the magnitude of the rate effect on VOT for a given talker is
stable across a change in place of articulation, tracking the
contextual influence of rate in the context of one voiceless
stop could potentially inform the listener as to how this con-
textual influence operates for other voiceless stops in similar
phonetic environments.

The current data also suggest that listeners might not
need to track the contextual influence of place of articulation
per se on VOT at the level of individual talkers. Because the
magnitude of the place effect does not systematically differ
across individual talkers, listeners could rely on more general
knowledge, perhaps specific to their language �e.g., Cho and
Ladefoged, 1999�, to inform them as to how VOT shifts as a
function of place of articulation. As a consequence, for a
given speaking rate and a similar phonetic environment,
learning a particular talker’s characteristic VOTs for one
voiceless stop may inform the listener as to that talker’s
VOTs for voiceless stops with a different place of articula-
tion.

In sum, the present data provide basic information on
how two contextual factors influence VOT at a talker-specific
level and, in so doing, point to constraints on how listeners
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might accommodate such contextual variation when custom-
izing phonetic categories for an individual talker’s speech.
Future research is aimed at examining the nature and extent
of such perceptual fine-tuning.
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APPENDIX

HLM analyses �Bryk and Raudenbush, 1992� were used
in the current research because they allow examination of
stable individual differences around group level patterns.
HLM analyses are based on linear regression techniques;
however, unlike standard regression models, HLM analyses
are well suited for examination of data from repeated-
measures designs. All of the analyses reported in this paper
are based on two HLM structures. The first HLM structure
was used to compare slope and intercept parameters within a
single place of articulation. This model was used in experi-
ment 1 to compare the slopes and intercepts of the alveolar
functions and in experiment 2 to compare the slopes and
intercepts of the labial functions and, separately, the velar
functions. The second HLM structure was used to compare
the slope and intercept parameters across place of articula-
tion. This structure was used in experiment 2 to compare the
slopes of the labial functions to the slopes of the velar func-
tions, and, separately, to compare the intercepts of the labial
functions to the intercepts of the velar functions. The details
of each type of model are presented in turn.

In order to test the statistical significance of the variabil-
ity in talkers’ slopes and intercepts within a single place of
articulation, all of the tokens for the particular analysis were
nested within each of the ten talkers as follows.

For the level-1 model,

VOTij = �0j + �1j �vowel duration� + rij .

For the level-2 model,

�0j = �00 + u0j ,

�1j = �10 + u1j .

With this structure, VOT is specified as a function of vowel
duration, while incorporating the fact that sets of individual
tokens are associated with specific talkers. Importantly, the
level-2 model allows the intercepts ��0j� and slopes ��1j� of
the level-1 model to vary across talkers. That is, the level-2
model estimates the mean intercept ��00� and mean slope
��10� values across talkers while also testing if significant
variability exists in these parameters �u0j and u1j, respec-
tively� as a function of stable talker differences.

In order to examine the slopes �or intercepts� across
place of articulation, the labial and velar slopes �or inter-
cepts� were nested within talkers as follows.

For the level-1 model,

slope �or intercept�ij = �0j + �1j �place of articulation� + rij .

For the level-2 model,

�0j = �00,

�1j = �10 + u1j .

With this structure, slope �or intercept� is specified as a func-
tion of place of articulation, while incorporating the fact that
pairs of individual values are associated with specific talkers.
In order to allow place of articulation to be examined as a
linear variable, labial and velar were coded as 0 and 1, re-
spectively. Using this method, the slope parameter of the
HLM ��1j� does not indicate the absolute slope �or intercept�
for either the labial or velar functions; rather, it represents the
difference between the labial and velar slopes �or intercepts�.
The level-2 model allows the slope ��1j� of the level-1 model
to vary across talkers; accordingly, the model estimates the
mean difference between the labial and velar slopes �or in-
tercepts� across talkers ��10� while also testing if significant
variability exists in this parameter �u1j�.

1As described in the main text, one assumption of the statistical analyses
used in the current research is that VOT and the metric of speaking rate
�e.g., vowel duration� are mathematically independent. An additional as-
sumption is that the relationship between VOT and the metric of speaking
rate can be adequately described as linear. For the range of speaking rates
that occur in typical speech, there is no established theoretical relationship
between VOT and speaking rate. To ensure that a linear function would
adequately describe the relationship between VOT and speaking rate for
each of the ten talkers in the current study, we compared three different
functions using both vowel duration and syllable duration as the metric of
speaking rate: a linear function, an exponential function �with VOT on a
linear scale and speaking rate on a log scale�, and a power function �with
both VOT and speaking rate on a log scale�. In all 20 cases �10 talkers
�2 metrics of speaking rate�, the correlation coefficient �Pearson’s r�
associated with the linear function was statistically significant, and, criti-
cally, was greater than or statistically equal to the correlation coefficient of
the exponential and power functions.

2As is apparent, a larger percentage of tokens was excluded from statistical
analysis in experiment 2 than experiment 1, due both to an increased
proportion of anomalous/immeasurable tokens and to an increased propor-
tion of extremely long tokens. The underlying reason for the difference
across experiments is not known. Importantly, even with the exclusion, the
number of tokens available for statistical analysis in both experiments was
very large.

3As in experiment 1, we confirmed that the relationship between VOT and
the metric of speaking rate could be adequately described as linear for the
ten talkers examined here. For each place of articulation, we examined the
correlation coefficient �Pearson’s r� of three different functions �linear,
exponential, and power� using both vowel duration and syllable duration
as the metric of speaking rate. In all 40 cases �10 talkers�2 places of
articulation�2 metrics of speaking rate�, the correlation coefficient of the
linear function was statistically significant and, critically, was better than
or statistically equal to the correlation coefficient of the exponential and
power functions.
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Within tone languages that use pitch variations to contrast meaning, large variability exists in the
pitches produced by different speakers. Context-dependent perception may help to resolve this
perceptual challenge. However, whether speakers rely on context in contour tone perception is
unclear; previous studies have produced inconsistent results. The present study aimed to provide an
unambiguous test of the effect of context on contour lexical tone perception and to explore its
underlying mechanisms. In three experiments, Mandarin listeners’ perception of Mandarin first and
second �high-level and mid-rising� tones was investigated with preceding speech and non-speech
contexts. Results indicate that the mean fundamental frequency �f0� of a preceding sentence affects
perception of contour lexical tones and the effect is contrastive. Following a sentence with a
higher-frequency mean f0, the following syllable is more likely to be perceived as a lower frequency
lexical tone and vice versa. Moreover, non-speech precursors modeling the mean spectrum of f0
also elicit this effect, suggesting general perceptual processing rather than articulatory-based or
speaker-identity-driven mechanisms. © 2009 Acoustical Society of America.
�DOI: 10.1121/1.3125342�
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I. INTRODUCTION

A. Speaker normalization effects in phonetic
categorization

The acoustics of speech are notoriously variable across
speakers. Some of this variability is the result of anatomical
and physiological differences in the instrument of speech
production, such as larger �and differently-proportioned� vo-
cal tracts of male vs female speakers. Other variability such
as foreign accent and dialect stems from linguistic and so-
ciolinguistic experience. A result of all this variability is that
phonetic categories and decision bounds founded on experi-
ence across a variety of talkers may produce miscategoriza-
tion in application to any particular talker. Thus, it has long
been suggested that speech categories must be tuned dynami-
cally to the speech of the current talker, for example, by
shifting the representation of the individual sounds or by
influencing the relevant phonetic category space to which
sounds are mapped �Ladefoged and Broadbent 1957�. Within
the field of speech perception, the accommodation of talker-
specific characteristics is referred to as “talker” or “speaker”
normalization �e.g., Johnson and Mullennix, 1997�.

One of the most influential experiments testing speaker
normalization comes from Ladefoged and Broadbent �1957�,
who demonstrated that manipulating the voice in which a
precursor sentence is spoken has a major effect on how lis-
teners categorize a following vowel. Using speech synthesis,
Ladefoged and Broadbent �1957� manipulated the frequen-
cies of the first two formants of the sentence “Please say
what this word is,” resulting in six sentences that sounded
like they were spoken by different talkers. Following these

context sentences, participants heard synthesized “bVt” tar-
get syllables varying in their first two formant frequencies
and approximating “bit,” “bet,” “bat,” or “but.” Listeners’
vowel categorization was influenced by the characteristics of
the preceding sentence context. For example, a vowel that
was identified as “bit” by 88% of participants in context of
the original sentence was identified as “bet” by 90% of par-
ticipants when the sentence was manipulated to have a lower
F1 frequency. In all, these results suggest that extrinsic con-
text interacts with the intrinsic acoustic properties of a
speech segment to tune how listeners categorize acoustic
speech signals.

Ladefoged and Broadbent �1957� proposed that listeners
recover talkers’ vocal tract dynamics from context sentences
and use this information to scale speech perception, mapping
phonetic information available from the vowels of the con-
text sentence onto a F1�F2 space, and using this informa-
tion to identify the target vowels by their relative position in
this space. Further, Ladefoged and Broadbent �1957� pro-
posed that this re-mapping be considered a speech-specific
calibration, “best understood by the reference to the articu-
latory process in speech” �p. 103�. In other words, listeners
extract a speaker’s vocal tract information from context and
normalize perception according to the perceived vocal tract.

A series of subsequent experiments by Watkins and
Makin �1994, 1996� calls into question the necessity of a
speech-specific interpretation. Watkins and Makin �1994,
1996� conducted several variants of the Ladefoged and
Broadbent �1957� task, substituting the “Please say what this
word is” with noise analogs and context sentences played
backwards. Critically, the effect of context persisted even
when contexts did not preserve vocal tract or articulatory
information, suggesting that the link between articulatory in-
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formation and speaker normalization effects, as posited by
Ladefoged and Broadbent �1957�, may be tenuous.

One specific alternative interpretation for the shifts in
speech categorization described as speaker normalization is
that listeners tune perception according to the general distri-
butional characteristics of preceding acoustic context. To
make this concrete, it is helpful to consider again the effect
reported by Ladefoged and Broadbent �1957�. In general,
productions of the vowels /I/ and /�/ differ in F1 frequency
with /I/ having a lower-frequency F1 �Peterson and Barney,
1952�. Presumably, listeners have formed categories for
these vowels based on regularities across speakers �or at least
the typical values that define the contrasts in relation to other
vowels�. As a result, when a vowel is encountered with a low
F1 it is categorized more often as /I/ as in “bit.” However,
the actual value that corresponds to a “low F1” appears to be
relative to speech produced by a particular talker. As Lade-
foged and Broadbent �1957� demonstrated, when the range
of F1 in the context sentence is lowered, the same F1 value
encourages /�/ as in “bet” categorization. Considering the
results of Watkin and Makins �1994, 1996�, it is possible that
the spectral change in mean frequency of F1, rather than its
influence on perceived speaker identity or the articulatory
information it may convey, is responsible for the observed
effects on speech categorization. If so, effects of speaker
normalization potentially may arise from general perceptual
processes.

Some recent results investigating the influence of distri-
butions of spectral energy on phonetic categorization support
this possibility. Holt �2005� found that sentence-length se-
quences of non-speech sine-wave tones have a strong influ-
ence on categorization of subsequent speech. In these experi-
ments, the sine-wave tone sequences sample a region of
spectral energy defined with a particular mean acoustic fre-
quency and variability about this mean; stimuli vary on every
trial but sample a consistent region of the spectral space and
respect the distributional characteristics that define a condi-
tion. Therefore, idiosyncracies of acoustic sampling cannot
drive any observed effects of context. For these non-speech
“acoustic histories” to impact speech categorization, the
long-term distribution characteristics of the acoustic spectra
must play a role. Much like the increments and decrements
to F1 frequency that Ladefoged and Broadbent �1957� used
to manipulate perceived talker in their synthesized context
sentences, Holt �2005� made conditions in which the non-
speech tone distributions sampled higher- and lower-
frequency spectral regions. The resulting stimuli sound
something like a higher- and lower-frequency melodies fol-
lowed by a speech token. Listeners simply identified the
speech sound. Holt �2005, 2006a, 2006b� found that the
mean frequency of the preceding spectral distribution of non-
speech tones exerts a strong influence on speech categoriza-
tion.

Intriguingly, the speech categorization shifts produced
by these simple sine-wave tone sequences mirror the direc-
tionality of the influence of acoustic manipulations to sen-
tence contexts and their corresponding influence on speech
categorization reported by Ladefoged and Broadbent �1957;
see also Watkins and Makin, 1994�. Specifically, they are

contrastive. A lower frequency context, whether produced by
decrementing the mean F1 frequency of a sentence or by
shifting the mean frequency of a distribution of non-speech
sine-wave tones to lower frequencies, influences listeners’
speech categorization by pushing it toward higher-frequency
alternatives �e.g., from /I/ to /�/ in the case of the Ladefoged
and Broadbent �1957� results�. Despite the commonality in
their influence on speech categorization, it is important to
highlight the differences in the information available in these
two sets of contexts. Unlike the sentence contexts of Lade-
foged and Broadbent �1957�, the acoustic histories of Holt
�2005, 2006a, 2006b� were composed entirely of non-speech
stimuli, providing no information about vocal tract charac-
teristics of the speaker, no sampling of the English phonetic
space, and no reference to a human voice whatsoever. Nev-
ertheless, they strongly influenced speech categorization.
Listeners thus have proven to be very sensitive to the longer-
term characteristics of the acoustic signal and adjust percep-
tion of speech in relation to statistical regularity in prior
acoustic input, even when that input is non-speech. Whatever
the mechanisms involved �see Holt, 2006b for speculation on
mechanism�, they must be rather broadly operative.

The prospect that general auditory processes not specific
to speech and not requiring information about articulatory
gestures or human vocal tracts may account for effects de-
scribed as speaker normalization invites the possibility that
the commonalities among the effects observed thus far might
be applied to make predictions for other normalization chal-
lenges in speech perception. From these prior experiments
�Holt, 2005, 2006a, 2006b�, we would predict spectrally �or
temporally, Wade and Holt, 2005� contrastive effects. In ad-
dition, they may be elicited by non-speech, as well as speech,
precursors. Moreover, given the proposed generality of the
auditory processing involved, we should expect effects to
generalize beyond English to be present among native listen-
ers of other languages.

In the present work, we exploit the perceptual challenges
of lexical tone normalization in Mandarin Chinese listeners’
perception to investigate these predictions. We first review
the literature of lexical tone normalization in light of the
possibility that contrastive general mechanisms may play a
role. We then present three experiments to test the predic-
tions outlined above.

B. Speaker normalization in lexical tones

Tone languages use pitch to contrast meaning. For ex-
ample, Mandarin Chinese has four different lexical tones:
high-level tone �tone 1�, mid-rising tone �tone 2�, low-
falling-rising tone �tone 3�, and high-falling tone �tone 4�
�Ladefoged and Maddieson, 1996�. As can be seen in Fig. 1,
the f0 of Mandarin words changes mean f0 frequency
�height� and contour �change in frequency� to shift word
identity. The f0 trajectories are plotted in Fig. 1 for a single
isolated syllable spoken by one talker. The large f0 differ-
ences across lexical tones in these circumstances belie the
variability present in more natural utterances. In fact, the
exact nature of the f0 characteristics of Mandarin words is
highly variable across utterances and speakers. Thus, some
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of the same perceptual challenges exist for distinguishing
lexical tones across speakers and contexts that exist for pho-
netic categorization across talkers. For example, a lexical
tone with a low frequency �like tone 3� that is produced by a
higher-frequency voice might have an f0 similar to a higher-
frequency lexical tone �like tone 2� produced by a lower-
frequency voice. In addition, contours are relatively flatter
and less distinguishable in fluent speech. Production studies
demonstrate that Mandarin tones vary according to the adja-
cent tones in running speech, and the amount of deviation
depends on the nature of the tonal context �Xu, 1994, 1997�.
The perceptual challenge for listeners is to uncover the in-
tended lexical tone in the face of this acoustic variability.
Mirroring the literature for phonetic categorization, several
studies have investigated how the perceptual system might
“normalize” lexical tones across voices.

In an early study exploring tone normalization, Leather
�1983� tested perception of syllables produced with Manda-
rin’s tone 1 and tone 2 following natural sentences spoken by
two different speakers. Native Mandarin Chinese listeners
labeled acoustically identical target syllables with different
lexical tones when targets were preceded by sentence con-
texts from different speakers, leading Leather �1983� to sug-
gest that perception of lexical tones depends on perceived
speaker identity. However, the descriptive data analysis
showed that the influence of context was inconsistent across
listeners and no inferential statistical analysis was applied
because of the small �N=5� sample. In addition, little infor-
mation of the direction of perceptual shift was provided,
making it difficult to judge the directionality of any potential
influence of context on lexical tone perception from these
data.

More recent studies have examined the effect of context
on Mandarin tone perception in paired syllables �Lin and
Wang, 1985; Fox and Qi, 1990�. In Lin and Wang’s �1985�
study, the f0 of the first syllable was held constant with a
typical tone 1 f0 value �high-level� while the onset f0 of

second syllable was manipulated across frequencies. Native
Mandarin Chinese participants identified the tone of first syl-
lable as tone 1 �high-level� or tone 2 �mid-rising�. Results
showed that as the onset f0 of the second syllable increased,
participants were more likely to label the first syllable as
tone 2. Using a similar paradigm, Fox and Qi �1990� exam-
ined perception of a series of Mandarin Chinese syllables
that varied in f0 onset frequency from tone 1 to tone 2 in
isolation and paired with a preceding syllable with a fixed f0
typical of tone 1 or tone 2. Native Chinese and native Eng-
lish listeners identified the tone category of second syllable.1

Contrasting with Lin and Wang’s �1985� findings, there was
only a small and inconsistent difference between perception
of syllables in isolation and in context and the effect was
assimilatory, not contrastive.2 Interestingly, the observed per-
ceptual pattern was similar for both native �Mandarin� and
non-native �English� participant groups.

These early studies examined perception of contour
tones, which varied in both f0 frequency �height� and f0
contour �the change of f0� across the syllable. Since the re-
sults provided fairly inconsistent evidence for context-
dependence, some researchers have suggested that listeners
may rely mostly on intrinsic f0 contour information of the
target syllable and much less on extrinsic information from
context in perceiving contour lexical tones �Moore and Jong-
man, 1997�.

Effects of context are much more evident among level
tones that vary in f0 height but have similar contours. Two
studies �Wong and Diehl, 2003; Francis et al., 2006� have
provided clear demonstrations of context-dependence in
Cantonese level lexical tone perception. Wong and Diehl
�2003� examined three level tones from Cantonese �tone 1:
high-level tone, tone 3: mid-level tone, and tone 6: low-level
tone; with relatively flat f0 contours and differentiated pri-
marily by mean f0 frequency� as target stimuli. When listen-
ers judged the identity of these tones in manipulated natural
speech contexts, the same target stimuli were identified as
tone 1 �high-level� 99.5% of the time with a low-frequency
context and tone 6 �low-level� 95.8% of the time with a
higher-frequency context. The same stimuli were identified
as mid-level tone 3 91.9% of the time when the context had
an intermediate mean f0 frequency. Francis et al. �2006�
used a similar paradigm and also found that target stimuli
were more likely to be perceived as a low level tone with a
high-frequency synthesized context whereas the same stimuli
were perceived as a high level tone with a lower-f0 synthe-
sized context.

In Mandarin tones, Moore and Jongman �1997� exam-
ined perception of syllables varying from tone 2 �mid-rising�
to tone 3 �low-falling-rising�. When spoken in isolation,
these tones have similar f0 contours, but differ in f0 height,
the mean f0 frequency across the syllable. Preceding sen-
tences recorded from two different speakers with different
mean f0s, f0 turning points �the duration from syllable onset
to the point of change in f0 direction� and �f0s �the differ-
ence in f0 from onset to turning point� exerted a strong in-
fluence on Mandarin tone perception. Specifically, whereas
perception of target stimuli varying only in f0 turning point
was not influenced by preceding sentences, perception of tar-

FIG. 1. F0 contour of Mandarin tones in the isolated syllable /wu/, mea-
sured from the speaker recorded to create stimuli for the present experi-
ments. Changes in tone change the meaning of the syllable, as indicated by
the English translations in the figure legend.
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gets varying in �f0 was strongly context-dependent. More-
over, the effect was contrastive with respect to mean f0.3

Stimuli were identified as tone 2 �mid-rising� in a low f0
speaker context and identification shifted to tone 3 �low-
falling-rising� when there was a high f0 context. Since con-
text sentences were recorded from two different talkers,
Moore and Jongman �1997� argued that listeners use extrin-
sic f0 information from the context sentence to identify a
speaker and this information exerts an influence on lexical
tone identification. By this view, context-dependence in tone
perception arises as a talker-contingent process, presumably
mediated through a representation of speaker identity. An-
other possibility, motivated by analogy to the spectrally-
contrastive shifts in phonetic categorization reviewed above
and investigated in the present work, is that the different
mean f0 frequencies of the speakers’ voices can exert a con-
trastive influence on lexical tone perception independent of
perception of speaker identity.

In summary, there are clear speaker normalization ef-
fects of level lexical tones for which f0 frequency is rela-
tively constant little across the syllable �Wong and Diehl,
2003; Francis, et al., 2006�. The available evidence also sug-
gests that the directionality of the influence of context on
perception of level lexical tones is contrastive. As is ob-
served for phonetic categorization in context, the spectra of
preceding context affect perception of targets in a contrastive
manner; higher-frequency contexts shift perception to lower
frequencies whereas lower-frequency contexts cause the
same targets to be perceived as a higher-frequency alterna-
tives �Moore and Jongman, 1997; Wong and Diehl, 2003;
Francis et al., 2006�.

In comparison to the perceptual results with level lexical
tones, observations of the influence of context on perception
of contour lexical tones �distinguished by both f0 height and
contour� have been much more mixed �Leather, 1983; Lin
and Wang, 1985; Fox and Qi, 1990�. Perception of contour
tones could be much more dependent on intrinsic f0 infor-
mation and much less affected by context than perception of
level lexical tones. However, as noted above, there are some
limitations in previous research investigating the effects of
context on contour tones.

C. Research aims

The present research had several aims. Given the con-
tradictory results in previous studies of lexical tone normal-
ization for contour tones, we aimed to provide an unambigu-
ous test of the influence of precursor context on contour tone
perception. Here, we exploit paradigms similar to those used
in studying effects of context on level tones �Wong and
Diehl, 2003; Francis et al., 2006� and stimuli similar to those
of earlier studies of Mandarin contour tones �Leather, 1983;
Lin and Wang, 1985; Fox and Qi, 1990�. If perception of
contour tones does rely on extrinsic information �i.e., it is
sensitive to context�, we expect to observe shifts in native
Mandarin Chinese listeners’ contour tone categorization as a
function of preceding sentence contexts.

Another aim was to examine potential mechanisms of
the pattern of perception that has been described as lexical

tone normalization. Observing that natural precursor sen-
tences recorded from different speakers shift tone perception,
Moore and Jongman �1997� argued that the acoustic infor-
mation of the context is used as a cue to identify the speaker
and listeners’ perception of lexical tones is calibrated via a
representation of speaker identity. The pattern of perception
thus is posited to be a result of talker-contingent processing.
However, in light of the results reviewed above for context-
dependent phonetic categorization, it is possible that these
results arise not from perceived speaker identity but instead
from spectral differences inherent in different speakers’ ut-
terances.

One possibility is that the effects may be a product of
auditory, rather than phonetic or speaker-identity-specific,
processing. Intriguingly, the context effects observed for
lexical tones are contrastive in most studies: when there is a
f0 context with a higher-frequency mean f0, the target is
more likely to be labeled as a lower-frequency lexical tone
and vice versa �Lin and Wang, 1985; Moore and Jongman,
1997; Wong and Diehl, 2003; Francis et al. 2006�. The con-
trastive directionality of these effects complements a wide
range of studies of phonetic categorization whereby higher-
frequency contexts shift perception toward a lower-
frequency phonetic alternative �Ladefoged and Broadbent,
1957; Mann, 1980; Lotto et al., 1997; Holt et al., 2000; Holt
and Lotto, 2002; Holt, 2005; see Lotto and Holt, 2006 for a
brief review�. In phonetic categorization, the effects of con-
text are observed for single-syllable contexts �e.g., Mann,
1980; Lotto and Kluender, 1998; Holt et al., 2000; Holt and
Lotto, 2002� and also across sentence-length contexts �Lade-
foged and Broadbent, 1957; Watkins and Makin, 1994, 1996;
Holt, 2005, 2006a, 2006b� mirroring the temporal course of
level tone context effects for syllables and sentences ob-
served in the tone normalization literature �Lin and Wang,
1985; Moore and Jongman, 1997; Wong and Diehl, 2003;
Francis et al., 2006�. General auditory, rather than phonetic,
mechanisms have been implicated in phonetic context effects
because non-speech contexts mimicking the spectral proper-
ties of the speech contexts �but eliminating phonetic and ar-
ticulatory information� produce similar context effects on
speech targets �e.g., Lotto and Kluender, 1998; Holt, 1999,
2005, 2006a, 2006b; Fowler et al., 2000; Holt et al., 2000;
Holt and Lotto, 2002; Coady et al., 2003; Lotto et al., 2003;
Aravamudhan et al., 2008�. Further implicating general per-
ceptual, rather than speech-specific mechanisms, such effects
have been observed for a nonhuman animal species �Lotto et
al., 1997�. The spectrally-contrastive directionality of con-
text effects on lexical tone perception invites the possibility
that general auditory processes may play a role in producing
the patterns of perception that have been described as tone
normalization.

Previous research does provide some clues to mecha-
nism. Fox and Qi �1990� demonstrated that native Mandarin
and non-native English listeners exhibit similar effect pat-
terns for Mandarin tone perception. Wong �1998� also found
that the effect of context could be observed with an English
precursor �varying in f0 frequencies but not in lexical f0
information� for Cantonese and English bilinguals, although
the effect was smaller than that elicited by the Cantonese
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precursor contexts. Thus, it appears that linguistic experience
with lexical tone may not be essential to these effects and
that the influence of context does not rely on f0 conveying
lexical information in context. Each of these findings is com-
patible with a spectral contrast account of lexical tone nor-
malization, but they are not definitive. Francis et al. �2006�
found that listeners’ tonal judgments were proportional to the
mean f0 frequency shifts of context sentences, consistent
with predictions from spectral contrast. However, they also
reported little effect of context on lexical tone perception
using an unintelligible context precursor created by extract-
ing the f0 contour of a sentence and using a “hummed”
neutral vocal tract, a result that is unexpected from predic-
tions of spectral contrast but that may be understood by more
direct understanding of the spectral characteristics of precur-
sor and target and their interactions.

In the present experiments, we sought to test directly
whether patterns of perception considered to be examples of
lexical tone normalization can be elicited with non-speech
precursors. Drawing from the patterns of perception ob-
served for context-dependent phonetic categorization �e.g.,
Holt, 2005�, we predict that if general auditory processing
plays a role in what has been described as speaker normal-
ization of lexical tone, speech and nonspeech contexts that
share energy in the region of f0, but eliminate speaker-
specific and speech-specific information, should elicit similar
context effects on Mandarin tone perception. Testing this hy-
pothesis allows us to extend investigation of the role of spec-
tral contrast in speech perception beyond English �e.g., Lotto
and Kluender, 1998; Holt, 2005� to native Mandarin listeners
and beyond segmental categorization to suprasegmental per-
ception.

II. EXPERIMENT 1

The purpose of the first experiment is to extend the find-
ings of speaker normalization of level tones �Wong and
Diehl, 2003; Francis et al., 2006� to perception of contour
tones differing in both f0 height and contour. Mandarin’s
tone 1 �high-level� and tone 2 �mid-rising� differ in f0 height
and contour and have been investigated in previous studies
of tone normalization with mixed results �Leather, 1983; Lin
and Wang, 1985; Fox and Qi, 1990�. Whereas previous stud-
ies of tone normalization have used speech recorded from
different speakers as contexts, the current study examines
Mandarin listeners’ perception of tone 1 and tone 2 in the
context of a preceding Mandarin sentence from a single
talker for which f0 has been manipulated. This approach to
manipulating context holds all potential acoustic cues to
speaker identity, other than mean f0, constant.

A. Method

1. Participants

Sixteen adult native Mandarin Chinese speakers partici-
pated in the experiment for a small payment. Participants did
not learn any other Chinese dialects until 2 years old and had
been in the United States for fewer than 5 years at the time
the experiment was conducted. None reported any speech or
hearing disability. Previous studies have shown that lexical

tone processing is lateralized �Wang et al., 2001; Wang et al.,
2004�, so participants were given the Edinburgh handedness
inventory before the experiments �Oldfield, 1971�. Only
right-handed listeners �inventory scores are no less than 40
out of 50� were included in the experiment to increase par-
ticipant homogeneity.

2. Stimuli

The context stimuli were derived from a digital record-
ing of a male native Mandarin speaker who spoke no other
Chinese dialects �22050 Hz sampling rate, 16 bit resolution�
uttering the Mandarin sentence: 请说这词/qing3 shuo1 zhe4
ci2 �please say this word�. This semantically-neutral sentence
was chosen because it possesses all four Mandarin tones.4

Across five recorded utterances, the speaker’s mean f0 was
159 Hz with an average range 117 Hz–211 Hz; a single sen-
tence was chosen based on its clarity as judged by the first
author, a native speaker of Mandarin Chinese. This sentence
had a natural mean f0 of 162 Hz with a range 114–217 Hz.
Two versions of the sentence were created by shifting the
entire f0 contour of the sentence such that the average f0 of
the high-frequency context stimuli was 200 Hz and the aver-
age f0 frequency of low-frequency context was 165 Hz
�PRAAT 4.0, Boersma and Weenink, 2009�. These two f0 fre-
quencies were the onset f0 frequency values measured from
recordings of the same speaker uttering tone 1 and tone 2
target stimuli �see below�.

Three Mandarin syllables, /wu/, /yi/, /yü/, were used as
target syllables. These syllables were chosen because they
have different meanings when spoken in tone 1 and tone 25

�tone 1: room, cloth, dull; tone 2: none, wonder, fish�. The
target stimuli were derived from natural recordings of the
same speaker who recorded the context sentences. One utter-
ance per syllable was selected from five recorded tone 1
utterances, based on duration �around 450 ms� and clarity.
An eight-step series varying perceptually from tone 1 to tone
2 was created for each syllable by manipulating the onset f0
frequency from 200 to 165 Hz in 5 Hz steps �PRAAT 4.0,
Boersma and Weenink, 2009�. From these onset values, f0
frequency transitioned linearly to an offset frequency of
200 Hz.6

Context sentences and target syllables were matched in
rms amplitude. Each target stimulus was concatenated with
each context sentence using MATLAB 7.0.1 �Matworks, Inc.�,
creating 48 stimuli, each with a total duration of 1750 ms.
Figure 2�a� depicts the construction of stimuli and Fig. 2�b�
gives a representative spectrogram for one stimulus �high
frequency, 200 Hz mean f0, context and /wu/ target with
lowest onset f0, 165 Hz�.

3. Procedure

Each listener participated in two experiment sessions. In
the experiment 1a, participants identified isolated target
stimuli with no context. Each of the 24 �eight-step series
�3 syllables� target stimuli was presented ten times in a
random order. On each trial, a 500 ms fixation was shown on
the screen before syllable presentation. Participants catego-
rized the syllable by pressing “1” or “2” �tone 1 or tone 2� on
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the keyboard using the right hand. Experiment 1b followed
Experiment 1a after a short break. The procedure was the
same except syllable targets were preceded by context sen-
tences varying in mean f0 frequency.

Acoustic presentation was under the control of E-prime
�Schneider et al., 2002�; stimuli were presented diotically
over linear headphones �Beyer DT-150� at approximately
70 dB SPL�A�. Participants were tested in individual sound-
attenuated booths. The experiment lasted approximately 1 h.

B. Results

Experiment 1a ensures that native Mandarin Chinese
participants are able to categorize the syllable targets as
Mandarin tone 1 and tone 2. Categorization was very regular
across the three syllable series, so for this experiment and
those that follow the data were collapsed across the /wu/,
/yi/, /yü/ syllables. Average categorization responses as a
function of target f0 onset frequency are shown in Fig. 3. A
repeated measures analysis of variance �ANOVA� revealed a
significant main effect for f0 onset frequency across the
target-syllable series, F�7,15�=326.74, p�0.01, indicating
that tone 1 and tone 2 were well categorized and demonstrat-
ing that manipulation of f0 onset frequency was sufficient to
reliably shift Mandarin tone perception of isolated syllables.

Examination of individual’s data ensured that each partici-
pant exhibited regular categorization across the f0 onset fre-
quency series.

Results of Experiment 1b are presented in the Fig. 4�a�
�top panel� as a function of target f0 onset frequency across
participants. The solid line illustrates responses to the target
in the context of higher-f0 precursor sentences whereas the
dashed line represents the lower-f0 context. A 2
�speech context mean f0 frequency��8 �target f0 onset fre-
quency� repeated measures ANOVA reveals a significant
main effect of mean context f0, F�1,15�=13.34, p�0.01.
There was also a main effect of target syllable f0 onset fre-
quency, F�7,15�=268.71, p�0.01, as would be expected for
orderly categorization across the tone series. The interaction
between average context f0 frequency and target f0 onset
frequency was significant, F�7,15�=7.26, p�0.01, indicat-
ing that the effect of context was exerted mainly in the
middle of the tone series where the target stimuli were most
perceptually ambiguous.

As expected from previous results and from parallels to
context-dependence observed in phonetic context effects, the
influence of context is contrastive: the high-frequency con-
text �200 Hz mean f0� leads to more tone 2 responses �low
onset f0�, whereas the low-frequency context �165 Hz mean
f0� leads to fewer tone 2 responses �more tone 1, high-
frequency onset f0, responses�. The significant influence of
context indicates that Mandarin listeners do make use of con-
text in contour tone perception. Contour tones, even though
they can be distinguished by both f0 height and contour, are
also context-dependent such that categorization is influenced
by the mean f0 across a preceding context sentence. The
context stimuli of the present experiment differ from those of
many previous investigations of the influence of context on
lexical tone �Leather, 1983; Moore and Jongman, 1997� be-
cause mean f0 frequency was manipulated independently of
other speaker-specific acoustic variation. Mean f0 frequency
therefore appears to drive the observed context effect ob-
served here.

It is interesting to note that although the context sen-
tences were manipulated so that they sampled different
ranges of f0, few participants reported perceiving them as
two different speakers. Yet, the contexts exerted an effect on

FIG. 2. �Color online� Schematic illustration of stimulus components �a�
and representative spectrograms in time� frequency scales for high mean
conditions of Experiment 1b �b�, Experiment 2 �c�, and Experiment 3 �d�.
The insets in panels �b�–�d� illustrate the spectra of the context sounds in
frequency�amplitude axes. The spectrum of each experiment is showed in
the inset in a frequency�amplitude scale.

FIG. 3. Results of Experiment 1a. The tone stimuli were well-categorized
across the tone 1 to tone 2 series.
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tone perception. The data from 3 participants who reported
perceiving different speakers were not qualitatively different
from the remaining participants who heard the contexts as
instances from the same speaker. These qualitative responses
invite the question of whether it is necessary to perceive
differences in speaker identity to normalize tone perception,
as proposed by Moore and Jongman �1997�. Moreover, the
contrastive direction of the effect supports the possibility that
patterns of perception described as speaker normalization for
lexical tones may arise from general auditory mechanisms,
as demonstrated for phonetic context effects �e.g., Lotto and
Kluender, 1998; Holt, 2005�.

III. EXPERIMENT 2

Experiment 2 tests this possibility by investigating Man-
darin listeners’ tone perception for syllables preceded by
non-speech contexts that mimic some of the spectral charac-
teristics of the sentence contexts used in Experiment 1. If
general auditory processing accounts for context effects in
lexical tones, non-speech contexts should elicit an influence
on perception of tone in Mandarin syllables that parallels the
sentence f0 contours they model. However, if speaker-
contingent processing is important, there should be no ob-
served effects of context because the non-speech context
stimuli carry no information for speaker identity.

Previous studies �Holt, 2005, 2006a, 2006b� showed that
the mean frequency of a sequence of non-speech acoustic
stimuli exerts a spectrally-contrastive influence on subse-
quent speech categorization. In Experiment 1, manipulating
the mean f0 of the precursor sentence was sufficient to shift
listeners’ tone 1 versus tone 2 perception, supporting the
findings of previous studies of context-dependent lexical
tone perception �Francis et al., 2006� and verifying that such
context-dependence exists for contour lexical tone. In an-
other study suggestive of an influential role for mean f0 in
tone perception, Francis et al. �2006� examined Cantonese
tone perception in the context of monotone speech synthe-
sized by setting f0 to a constant frequency, creating a “robot-
like” timbre. The monotone contexts differing in mean f0
exerted a significant influence on Cantonese tone perception,
strongly suggesting that listeners do not require the whole
range of variation of speakers’ f0, but rather rely on average
f0. Experiment 2 further investigates the role of mean f0 in
tone perception by utilizing complex non-speech stimuli
composed of four sine-wave harmonics sharing the same f0
as the sentence contexts of Experiment 1b. Using these com-
plex non-speech stimuli that do not possess speaker-identity
information or information from which to recover speech
gestures provides the opportunity to investigate the possibil-
ity that general auditory processing plays a role in tone nor-
malization.

A. Method

1. Participants

The same group of 16 native Mandarin speakers from
Experiment 1 was recruited to participate for a small pay-
ment. Participants returned for Experiment 2 at least 10 days
after Experiment 1.

2. Stimuli

Two non-speech context stimuli were created using MAT-

LAB 7.0.1 �Matworks, Inc.�. The stimuli possessed the same
mean f0 frequency as the sentence contexts in Experiment
1b. The high-frequency context had a 200 Hz f0 and the
low-frequency context had a 165 Hz f0. Each non-speech
context was a sequence of 17 tone complexes composed of
four equal-amplitude sine-waves with frequencies at the first
four multiples of the f0. Each of the 17 stimuli was 70 ms,
with 5 ms linear amplitude ramps at onset and offset. The 17
non-speech tone complexes were separated by 30 ms silent
intervals �see Fig. 2�c��.

FIG. 4. Mean percentage of tone 2 responses for Experiment 1b �top panel�,
Experiment 2 �middle panel�, and Experiment 3 �bottom panel�.
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These non-speech contexts preceded the target syllables
from Experiment 1 with a 50 ms silence separating non-
speech contexts and speech targets. The overall duration of
the non-speech contexts was 1750 ms, the same duration as
the speech contexts of Experiment 1b. Nonspeech context
stimuli were matched in rms amplitude to the same value as
speech context stimuli and target stimuli of Experiment 1.

3. Procedure

Experimental procedures were identical to those of Ex-
periment 1b.

B. Results

Results are presented in the Fig. 4�b�. A 2
�non-speech context f0��8 �speech target f0 onset fre-
quency� repeated measures ANOVA analysis revealed a sig-
nificant main effect of context f0: F�1,15�=10.86, p�0.01.
As in Experiment 1b, there was a significant main effect of
target f0 onset frequency, F�7,15�=186.41, p�0.01, indi-
cating orderly categorization across the tone 1 to tone 2 tar-
get syllable series. There was also a significant interaction
between context f0 frequency and target f0 onset frequency,
F�7,15�=2.49, p�0.05, as expected for effects of context
that exert the greatest influence on more perceptually-
ambiguous targets. Again, the effect of context was contras-
tive: the non-speech context with a high f0 shifted listeners’
lexical tone responses to tone 2 �lower-frequency f0 onset�
whereas there were more tone 1 �higher-frequency f0 onset�
responses when the non-speech context had a lower-
frequency fundamental. Thus, stimuli that eliminate all po-
tential speaker-specific and speech-specific information, but
preserve spectral energy in the region of f0, are sufficient to
shift Mandarin listeners’ tone categorization when f0 fre-
quency changes in the context. This finding suggests that
general auditory processes may play a role in explaining
what has been considered to be “speaker normalization” in
lexical tones. Information about linguistic structure, speaker
identity, or articulatory gestures does not appear to be nec-
essary to account for the speaker normalization effect of sen-
tence context observed in Experiment 1b.

IV. EXPERIMENT 3

The auditory system can extract pitch via the frequency
of the fundamental and also via the intervals between higher-
frequency harmonics of the fundamental �Bendor and Wang,
2005�; the latter may be a more important manner of deter-
mining pitch in speech �Plack, 2005�. The non-speech con-
texts in Experiment 2 possessed both types of information.
Experiment 3 decouples these sources of pitch information to
examine the influence of the first harmonic alone. Thus, this
experiment is also an attempt to replicate the influence of
non-speech context observed in Experiment 2 using an even
simpler non-speech analog that is acoustically even less
similar to the speech sentence contexts of Experiment 1b, yet
preserves spectral energy in the region of f0. If such stimuli
elicit a context effect on Mandarin listeners’ tone perception,

it provides stronger evidence for a role for general auditory
processes in patterns of perception attributed to speaker nor-
malization in lexical tone perception.

A. Method

1. Participants

The same group of sixteen native Mandarin speakers
from Experiment 1 was recruited to participate for a small
payment. They completed Experiment 3 after taking a short
break following Experiment 2.

2. Stimuli

Two non-speech context stimuli were created using MAT-

LAB 7.0.1 �Mathworks, Inc.�. The stimuli had the same f0
frequency as the speech contexts of Experiment 1b and the
non-speech four-harmonic stimuli of Experiment 2: the high-
frequency context was composed of sine-waves of 200 Hz
and the low-frequency context was made up of 165 Hz sine-
waves. There were no high-frequency harmonics in the con-
texts of Experiment 3, leaving only a single sine-wave at the
frequency of the first harmonic �f0�, in contrast to the four-
harmonic tone complexes of Experiment 2. Each context
stimulus was composed of a sequence of 17, 70 ms sine-
wave tones, each with the same frequency, with 30 ms silent
intervals separating them �see Fig. 2�d��. Each of the tones
had linear 5 ms amplitude ramps at onset and offset.

These non-speech contexts preceded the speech syllable
targets from Experiment 1 with 50 ms of silence separating
speech and non-speech. As in the previous experiments,
overall context stimulus duration was 1750 ms. Non-speech
context stimuli were matched in rms amplitude to the value
of speech context stimuli and target stimuli used in Experi-
ment 1.

3. Procedure

Experimental procedures were identical to those of Ex-
periment 1b.

B. Results

Data were scored as a function of target f0 onset fre-
quency, collapsed across syllables. Results are plotted in the
Fig. 4�c�. A 2 �non-speech context f0 frequency��8 �speech
target f0 onset frequency� repeated measures ANOVA re-
vealed a significant main effect of non-speech context fre-
quency on speech target categorization, F�1,15�=14.21, p
�0.01. As expected, there was also a significant main effect
of target f0 onset frequency, F�7,15�=333.89, p�0.01, in-
dicating orderly categorization of targets and a significant
interaction between context f0 frequency and target f0 onset
frequency, F�7,15�=4.55, p�0.01, consistent with context
exerting the greatest influence on perceptually-ambiguous
mid-series targets. Once again, the observed effect was con-
trastive: the non-speech context with a higher-frequency f0
predicted more tone 2 �low f0 onset frequency� responses
whereas the non-speech contexts with a lower-frequency f0
predicted more tone 1 �high f0 onset frequency� responses.
Providing further evidence for a general auditory account of
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what has been considered speaker normalization for tone per-
ception, single sine-waves repeated across a sentence-length
duration were sufficient to shift Mandarin listeners’ tone per-
ception. The directionality of the effect of the non-speech
contexts mirrors the influence of the sentences they model in
mean f0 frequency. Moreover, it appears that pitch informa-
tion conveyed by the frequency interval between harmonics,
present in the context stimuli of experiment 2 and absent in
experiment 3 contexts, is not necessary to elicit an effect of
non-speech context on speech. Thus, the spectral energy in
the region of the mean fundamental frequency appears to be
a key characteristic predicting the influence of context on
identification of lexical tones.

V. GENERAL DISCUSSION

There were two main purposes for the present work.
First, this study sought to determine whether there is evi-
dence for context-dependent perception of contour tones.
Previous research had provided strong evidence for context-
dependence with level lexical tones that possess very similar
f0 contours �Wong and Diehl, 2003; Francis et al., 2006�, but
there were mixed results for tones differing along both f0
height and contour dimensions �Leather, 1983; Lin and
Wang, 1985; Fox and Qi, 1990�. Moore and Jongman �1997�
suggested in their introduction that contour tones are per-
ceived more according to their intrinsic f0 characteristics
than level tones and are therefore being less susceptible to
the influence of preceding speech context. Experiment 1b
provides clear evidence that contour tones, in fact, are sus-
ceptible to the influence of context. Mandarin listeners do
appear to use context in shaping their perception of contour
tones, even when the tones may be distinguished by both f0
height and contour dimensions. Moreover, since the context
sentences of Experiment 1b were created by manipulating
the mean f0 of a sentence spoken by a single talker, all
acoustic characteristics to speaker identity were held con-
stant except for mean f0. This provides support for the pos-
sibility raised by Francis et al. �2006� that the average f0 of
speech contributes to effects on tone perception more than
does the range of variation of f0.

The current findings support Leather’s �1983� argument
that contour tones are context dependent. However, the con-
text effect observed for Mandarin contour tones in Experi-
ment 1b is much smaller than those observed for Cantonese
level tones in previous studies. Identification of level tones
can be almost completely �nearly 100%� shifted between two
tone labels as a function of context �Wong and Diehl, 2003;
Francis et al., 2006�. Previously-observed context-dependent
shifts of Mandarin contour tone identification were also very
reliable, but more modest than those found for Cantonese
level tones. Moore and Jongman �1997� observed the largest
average perceptual shift around 40% across contexts. The
current experiment exposed an identification shift of around
20% for the most ambiguous target stimulus �f0=180 Hz�
across contexts. It is interesting to note that stimuli in the
Cantonese studies �Wong and Diehl, 2003; Francis et al.,
2006� had nearly identical tone contours whereas Moore and
Jongman �1997� used similar, but not completely identical,

tone contours. The f0 contours of stimuli in the current ex-
periment are very different across targets. Thus, it seems that
effects of context may be greater across target stimuli with
more similar f0 contours. Although the current data provide
strong support for context-dependence in perception of con-
tour tones, the results should be interpreted in light of this
pattern of observations. Perception of lexical tones, which
may be distinguished by both f0 height and contour, appears
to make use of both intrinsic and extrinsic context informa-
tion and the degree of context-dependence may rely on the
similarity among existing tones in the language. The reason
for the observed pattern might come from the multi-
dimensional nature of contour tones �e.g., Chandrasekaran et
al. 2007; Barrie, 2007�. If target tones can be well distin-
guished by f0 contours, context may be less necessary in
establishing the percept. In other words, although contour
tones exhibit significant speaker normalization or context-
dependence, perception of them may be less susceptible to
effects of context than level tones. On the other hand, it is
possible that in the current study, listeners relied on the static
cue �i.e., onset f0� more than the dynamic cue �i.e., contour�
to make the tone decisions. If this were the case, the rela-
tively smaller context-dependent perceptual effects for con-
tour lexical tones compared to level tones �e.g., in Can-
tonese� may have arisen because level tones are better-
differentiated by static acoustic cues like onset or offset f0
frequency than are contour tones. It is still unclear whether
perception of onset f0 or f0 contour was influenced by con-
text in current study. Further studies will be needed to ad-
dress this question.

The second purpose of the present work was to examine
the underlying mechanisms of patterns of perception de-
scribed as speaker normalization effects in lexical tones.
Most previous studies �Lin and Wang, 1985; Moore and
Jongman, 1997; Wong and Diehl, 2003; Francis et al., 2006�
observed a contrastive effect of speech context on lexical
tone perception. With high-frequency f0 speech contexts, tar-
get stimuli were more likely to be perceived as a low-
frequency tone and vice versa. The data from Experiment 1b
replicated this finding for the influence of speech contexts on
Mandarin contour tone perception. Experiments 2 and 3
found that two different types of non-speech contexts with
spectral energy in the region of f0 exert contrastive context
effects mirroring those observed for speech contexts in Ex-
periment 1b after which they were modeled. Even single sine
waves with frequencies at the mean f0 of the sentence con-
texts of Experiment 1b were sufficient to elicit an effect of
context on lexical contour tone perception. These results sug-
gest that linguistic information is not necessary in producing
the kinds of context-dependent shifts in lexical tone catego-
rization that have been called speaker normalization. This is
consistent with the previous finding that an English precursor
sentence elicited a context effect in labeling Cantonese lexi-
cal tones for Cantonese and English bilinguals �Wong, 1998�.
Contrary to speaker-contingent accounts �Moore and Jong-
man, 1997�, it does not appear necessary to preserve infor-
mation about speaker identity to observe these effects. More-
over, gestural information about vocal tract source appears
not to be necessary to context-dependent patterns of percep-
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tion thought be instances of normalization for lexical tone
�see Lotto and Holt, 2006�. Given that the only similarity
across the contexts of Experiments 1b, 2, and 3 was the
spectral energy in the region of f0, general auditory mecha-
nisms are implicated.

To give a clear overview of the data across the experi-
ments, Fig. 5 summarizes the results using probit analysis, a
model of estimation for discrete decision variables �Finney,
1971�, to estimate the identification boundaries and their
shifts as a function of preceding context. To calculate the
probit boundaries, a cumulative normal curve was used by
transforming the percentage of “tone 2” responses to z-scores
and finding the best fitting line via linear regression. The
boundary was taken to be the f0 onset frequency of the target
syllable corresponding to 50% on this line.

Since the three experiments share the same group of
participants, a 3 �context stimulus type: speech, non-speech
harmonics, non-speech single tones� �2 �context frequency:
high, low� repeated measures ANOVA was conducted on the
probit boundary values. The analysis confirms a significant
context effect, F�2,15�=46.242, p�0.001 of the high vs low
f0 contexts, with no significant main effect across the three
types of context stimuli, F�2,15�=0.651, p=0.53. Each of
the three context types produced a contrastive context effect
whereby the high-frequency context led to a higher f0
boundary �i.e., a greater proportion of tone 2, low-frequency
onset f0, responses� and vice versa. Of note, there was no
significant interaction, F�2,15�=1.305, p=0.35, indicating
that the influence of context on lexical tone identification
was statistically indistinguishable in magnitude across the
speech, non-speech harmonic; and non-speech tone context
types. In sum, the probit analysis supports the prospect that
the context-dependent shifts in lexical tone identification that
have been attributed to speaker normalization may have their
bases in general auditory mechanisms that produce spectral
contrast.

Moore and Jongman �1997� suggested that because the
contexts in their studies were recordings of natural speech
from two speakers, tone perception might be mediated
through a representation of speaker identity. However, there
was no explicit test to verify that listeners indeed perceived
the sentences as originating from two different talkers and
there were no explicit tests of whether perceived speaker
identity was key to eliciting the pattern of perception de-
scribed as speaker normalization. Given the absence of infor-

mation about speaker identity in the non-speech contexts of
Experiments 2 and 3, it appears unlikely that speaker identity
is a necessary factor in producing the kinds of categorization
shifts that have been attributed to speaker normalization. In-
terestingly, the results of Francis et al. �2006� suggest that
continuity of speaker identity is not necessary for tone nor-
malization; evidence of context-dependent tone perception
was even stronger when target and context stimuli came
from different speakers, compared to when they were
matched.

Other work suggests a role for influences of speaker
identity in perception. Magnuson and Nusbaum �2007�, for
example, found that there were performance costs of adjust-
ing to speaker variability when participants expect multiple
speakers, whereas participants did not show this kind of per-
formance when they heard the same materials but were ex-
pecting a single speaker. However, the present results dem-
onstrate that auditory interactions of the spectra of context
and target are sufficient to produce the kinds of identification
shifts that have been taken as evidence of speaker-identity-
driven mechanisms in previous research �e.g., Moore and
Jongman, 1997�.

If general auditory processes are primarily culpable,
then one would expect commonality across languages. How-
ever, Jongman and Moore �2000� reported different patterns
of normalization for Mandarin tone 2 and tone 3 for Manda-
rin and English listeners. Whereas Mandarin listeners’ per-
ception was influenced by preceding sentence contexts when
context and target stimuli varied in the same acoustic dimen-
sion ��f0 or f0 contour turning point�, context only influ-
enced English listeners when target stimuli varied in both
�f0 and f0 contour turning points. Jongman and Moore
�2000� argued that language background aided Mandarin lis-
teners in disambiguating phonemic contrasts, but normaliza-
tion was the consequence of acoustic discriminability for
English listeners. These results would seem to run counter to
the present findings.

A major difference between Jongman and Moore �2000�
and other cross-language studies in tone normalization �Fox
and Qi, 1990; Wong, 1998� is that the former used lexical
tones varying in both spectral ��f0� and temporal �f0 con-
tour turning point� dimensions. The current studies provide a
strong support that tone normalization in spectral dimension
may have its basis in general auditory processing. Of note,
Wade and Holt �2005� showed that rate normalization effects
can also be driven by sequences of sine-wave tones varying
in their temporal characteristics. A possible explanation for
the discrepancy between Jongman and Moore �2000� and
other studies may be the interaction of spectral and temporal
cues for lexical tone. English participants in Jongman and
Moore’s �2000� received short training in categorizing Man-
darin tone 2 and tone 3. With covariance of �f0 and f0
contour turning points as they learned these non-native cat-
egories, it is possible that English listeners could not separate
these two dimensions. On the other hand, with much richer
Mandarin lexical tone experience including using all four
Mandarin tones, native speakers may be better able to use the
cues independently. In other words, the influence of context
that has been described as normalization may be driven by

FIG. 5. Probit results for three context experiments �Experiment 1b, Experi-
ment 2, and Experiment 3�. A higher frequency f0 boundary indicates more
tone 2 responses. Error bars indicate standard error of the mean.
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common processes, but operative on very lexical tone cat-
egories with very different properties. This is an intriguing
prospect that might be further tested.

The direction of the current work was motivated, in part,
by previous studies of the influence of context on phonetic
categorization. Those studies have produced three working
conclusions: �1� Context-dependent phonetic categorization
is contrastive in nature: higher frequency contexts shift per-
ception toward lower-frequency targets and vice versa
�Mann, 1980; Lotto et al., 1997; Holt and Lotto, 2002; Holt,
2005; 2006a, 2006b; see Wade and Holt, 2005; Diehl and
Walsh, 1989 for examples of temporally contrastive context-
dependent phonetic categorization�. �2� These effects can be
elicited with non-speech stimuli modeling spectral/temporal
characteristics of the speech contexts; thus, general contras-
tive perceptual mechanisms, rather than phonetic modules,
gestural processing, or speaker-identity-driven mechanisms
are implicated �e.g., Lotto and Kluender, 1998; Lotto and
Holt, 2006�. �3� In sentence-length acoustic materials for
which the distribution of spectral energy varies, the key
acoustic feature of context that influences the perception of a
target sound is the mean frequency �Holt, 2005, 2006b�.

The results of the current studies are consistent with
each of these conclusions. As such, the present results extend
findings of the influence of spectral contrast on speech per-
ception cross-linguistically; previous studies have examined
English whereas the present study investigates native Man-
darin perception. Moreover, the present results broaden find-
ings of spectral contrast to include suprasegmental, lexical
tone. Most generally, the current studies suggest that contour
lexical tones are not independent of extrinsic context and
non-speech contexts influence lexical contour tone percep-
tion in a manner that mirrors the speech contexts they model
with their spectra. Patterns of lexical tone perception that
have been considered to be instances of speaker normaliza-
tion may be driven, at least in part, by general auditory
mechanisms that serve to perceptually exaggerate acoustic
change, rather than speaker-identity-driven or articulatory-
based processing.
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1English listeners were instructed to describe Tone 1 as high, unchanged
�i.e., level� pitch and Tone 2 as a mid-rising pitch.

2The discrepant results between Lin and Wang �1985� and Fox and Qi
�1990� may arise from methodology. See Moore and Jongman �1997� for
a possible explanation.

3Moore and Jongman �1997� did not distinguish �f0 and mean f0 in their
studies. Context sentences from two speakers differed in both �f0 and
mean f0. Target stimuli had fixed onset and offset f0, but differed in both
�f0 and mean f0 because it is impossible to control mean f0 without
varying �f0. Other researchers have argued that the covariance of �f0 and
mean f0 is a weakness of this study �Wong and Diehl, 2003�. However,
although the influences of �f0 and mean f0 cannot be decoupled in this
study, it is the case that together they produced a significant, contrastive
effect of context on lexical tone perception.

4Since it is impossible to rule out all contour information in the context, the
current study used the context sentence 请说这词 which consisted of all
four tones in Mandarin.

5Level tones are distinguished from contour tones in Cantonese because
they have similar “level contour” and only the overall frequency distin-
guishes them. However, tone 1 is the only level tone in Mandarin so
listeners can use both the level contour and overall frequency to distin-
guish tone 1 from other tones. In this case, “level” is considered as one of
the types of f0 contours in Mandarin.

6Note that since the offset f0 frequency remains constant across target
stimuli, changes in onset f0 frequency influence the slope of f0 frequency
change across time.
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Effects of envelope discontinuities on perceptual restoration of
amplitude-compressed speech
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An interrupted signal may be perceptually restored and, as a result, perceived as continuous, when
the interruptions are filled with loud noise bursts. Additionally, when the signal is speech, an
improvement in intelligibility may be observed. The perceived continuity of interrupted tones is
reduced when the signal level is ramped down and up before and after the noise burst,
respectively—an effect that has been attributed to envelope discontinuities at the tone-noise
interface �Bregman, A. S., and Dannenbring, G. L. �1977�. Can. J. Psychiatry 31, 151–159�. The
hypothesis of the present study was that the perceptual restoration of speech would also be reduced
with similar envelope discontinuities that may occur in real life due to the release time constants of
hearing-aid compression. In an effort to make the conditions more relevant to hearing aids, speech
was amplitude-compressed and normal-hearing listeners of varying ages were recruited. Envelope
amplitude ramps were placed at the onsets/offsets of speech segments of interrupted sentences and
the restoration effect was measured in two ways: objectively as the improvement in intelligibility
when noise was added in the gaps and subjectively through the perceived continuity measured by
subjects’ own reporting. Both measures showed a reduction as the ramp duration increased—a trend
observed for subjects of all ages and for all ramp configurations. These findings can be attributed to
envelope discontinuities, with an additional contribution from reduced speech information due to
ramping and temporal masking from loud noise bursts.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3125329�

PACS number�s�: 43.71.An, 43.66.Mk, 43.66.Ts �RSN� Pages: 3995–4005

I. INTRODUCTION

In everyday listening, sounds of interest are commonly
masked by more intense sounds in the background. One way
the auditory system deals with this difficulty is through the
perceptual restoration of the incomplete signal using context
information, as well as linguistic knowledge and syntactic
and semantic constraints if the signal is speech �Miller and
Licklider, 1950; Warren, 1970; Dannenbring, 1976�. One
consequence of this restoration is the perception of an inter-
rupted signal as continuous once the interruption is filled
with a louder sound �continuity illusion; Thurlow, 1957;
Thurlow and Elfner, 1959; Warren et al., 1972�. For speech,
in addition to perceived continuity, an improvement in intel-
ligibility may also be observed through this restoration �pho-
nemic restoration; Cherry and Wiley, 1967; Wiley, 1968;
Warren, 1970; Warren and Obusek, 1971; Powers and Wil-
cox, 1977; Verschuure and Brocaar, 1983; Bashford and
Warren, 1987; Bashford et al., 1988, 1996�.

One requirement for the intervening loud sound to in-
duce perceptual restoration of the interrupted signal is that
there be no perceptual evidence of a change in the signal. It
helps when the inducer sound has the appropriate spectral,
temporal, or spatial acoustic characteristics, as well as suffi-
cient intensity, to mask the missing signal �had the signal
been present during the interruption�. It also helps when the
signal onsets and offsets around the interruptions are not per-

ceptible �Huggins, 1964; Warren et al., 1972; Bregman and
Dannenbring, 1977; Bashford and Warren, 1979; Verschuure
and Brocaar, 1983; Bashford and Warren, 1987; Bregman,
1990; Bashford et al., 1992�. Under these conditions, the
combination of interrupted signal with the inducer sound
produces an ambiguous input to the auditory system, which
cannot readily infer whether portions of the signal are
masked or missing behind the louder sound. One possible
explanation is, following the Gestalt principles, the system
tends to decide that the signal should be continuous and the
audible speech segments should be part of one speech stream
�Bregman, 1990; Woods et al., 1996; Assmann and Summer-
field, 2004; Husain et al., 2005; Srinivasan and Wang, 2005�.
This situation seems to facilitate a filling in of the missing
speech with the help of top-down processes by using redun-
dancies and context in speech as well as linguistic knowl-
edge and constraints �Warren, 1970; Bashford and Warren,
1979; Samuel, 1981, 1996; Bashford et al., 1996; Assmann
and Summerfield, 2004; Sivonen et al., 2006�.

The requirement that there be no evidence for a change
in the signal, however, may be violated in real-life listening
situations. As a result, perceptual restoration may be nega-
tively affected and the potential benefit of improved speech
understanding reduced. Such violations may occur, for ex-
ample, with front-end processing of hearing aids �Edwards,
2004�. Let us hypothetically consider an example stimulus of
an interrupted tone combined with a loud noise burst, as
shown in the top left corner of Fig. 1. A typical feature used
in hearing aids is amplitude compression where low-level
portions of the input signal are amplified more than high-
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level portions. As a result, in a typical compression scenario,
tones with a low intensity are amplified with substantial gain.
When the signal switches from a low-intensity tone to high-
intensity noise, compression is activated and the gain setting
changes from substantial to minimal. The reduction in gain
due to the activation of compression is the “attack” portion
of the compression, which usually happens very fast. By
contrast, when the signal switches from a high to low-
intensity noise, the gain setting returns from minimal to sub-
stantial. This increase in gain is the “release” portion of com-
pression and usually happens slowly, with a pace governed
by the release time constant of compression. This slow ad-
justment in gain may generate an undershoot distortion, that
is, an increasing ramp on the tone envelope as shown in the
lower left corner of Fig. 1 �Edwards, 2004�. Significantly, the
distortion between the tone-noise boundary can be harmful
for perceptual restoration. Bregman and Dannenbring �1977�
produced similar envelope manipulations by adding ampli-
tude ramps on the signal envelope before and after the noise
inducer, as shown in the top right corner of Fig. 1. As the
duration of the ramps increased, it became difficult for the
listeners to perceive the interrupted tone as continuous.

In this study, we hypothesized that the perceptual resto-
ration of speech could also be reduced with similar envelope
manipulations—a finding that would have important practi-
cal consequences for fitting hearing aids. Based on the pre-
vious findings with interrupted tones and as a direct conse-
quence of the violation of the evidence of the continuity rule,
we expected three interacting factors. Firstly, envelope dis-
continuities generated by the ramps were expected to make
perceptual restoration of interrupted speech more difficult.
Unlike tonal signals, however, speech contains linguistic in-
formation that is crucial to its restoration. As a consequence,
a second factor potentially affecting the results was a loss in
speech information due to the addition of the ramps. A third
factor possibly affecting restoration was the potential mask-

ing from loud noise bursts onto the speech segments. While
the noise level must be high to induce the restoration, this
high level then increases the possibility of temporal masking.

Two methods were used to test our hypothesis: an ob-
jective measurement of improvement in speech intelligibility
due to the addition of noise �Powers and Wilcox, 1977� and
a subjective measure in which listeners reported the per-
ceived continuity of interrupted sentences combined with
noise. Three different ramp configurations were imple-
mented: one simulating the undershoot distortion, another
similar to that used by Bregman and Dannenbring �1977�,
and one complementing the preceding two and helping to
tease out the effects of different factors.

II. METHODS

The first type of ramp configuration simulated the under-
shoot distortion that can occur with hearing-aid compression
�Fig. 1, lower left panel�. Ideally, the effect of this configu-
ration should be measured with hearing-impaired listeners
who are the real users of these devices. However, the effect
of hearing impairment on perceptual restoration is still under
investigation and as yet, unknown �Başkent et al., 2007�. We
therefore decided to focus on the effect of simulated under-
shoot without the interference from hearing impairment—
recruiting normal-hearing listeners for the present study. To
make both conditions more realistic and the results more
relevant to real hearing-aid users, we �1� made an effort to
select listeners of varying ages to more closely parallel the
elderly user population, and �2� amplitude-compressed
speech before applying the experimental conditions. As a
result, in addition to the simulated undershoot in the enve-
lope, other potential perceptual changes due to compression
were included in the processed signal.

A. Listeners

A total of 26 normal-hearing listeners participated in the
study—all native speakers of American English whose ages
varied from 18 to 79 years �with an average age of 37�. All
subjects’ hearing thresholds were better than 20 dB Hearing
Level �HL� at audiometric frequencies of 250–4000 Hz.
Twenty- two listeners participated in both objective and sub-
jective tests, three only in the objective test, and one in the
subjective test alone. Subject participation was determined
by their availability for testing.

B. Stimuli

Sentences from the Hearing in Noise Test �HINT� data-
base �Nilsson et al., 1994� and Harvard database �IEEE,
1969� were used for training and data collection sessions,
respectively. Although the IEEE sentences have fewer con-
textual cues �Rabinowitz et al., 1992�, this database has the
advantage of having a large number of stimuli, which en-
abled multiple measurements without re-using the sentences
with each subject. All sentences were spoken by a single
male speaker. The filler noise was a speech-shaped steady
noise produced from the long-term speech spectrum of the
IEEE sentences.
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FIG. 1. A signal comprised of a low-intensity interrupted tone combined
with a high-intensity noise burst, shown in the upper left corner. The dashed
lines indicate the envelope of the combined signal. The upper right corner
shows the same combination signal after amplitude ramps were added on the
tone envelope preceding and following the noise burst, similar to stimuli
used by Bregman and Dannenbring �1977�. The lower left corner shows the
combination signal after a WDRC gain was applied. Due to the release time
constant of compression, a recovery ramp—namely, the undershoot
distortion—may be observed on the tone envelope following the noise burst.
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Figure 2 shows a summary of the signal processing; the
following sections provide further details.

1. Amplitude compression of speech

The first step of the signal processing involved the com-
pression of sentences with wide-dynamic range compression
�WDRC�, with a compression ratio of 3:1. The low and high
knee points �the levels between which the compression was
applied� were set to 30 and 130 dB Sound Pressure Levels
�SPLs�, respectively. This range was wider than what is typi-
cally used in hearing aids, but was chosen so that all speech
amplitude components were inside the compression region.
The RC time constants for the attack and release times were
1 and 30 ms, respectively, measured to be equivalent to the
ANSI time constants of 1.7 and 108.4 ms, respectively
�ANSI, 2003�.

2. Gating

In the next step, the amplitude-compressed sentences
and the noise were interrupted periodically by using a gating
function of 50% duty cycle and a period of 450 ms, which
corresponded to an interruption rate of 2.2 Hz. There were
several reasons for selecting this rate. �1� Perceptual restora-
tion of speech is robust with this rate �Warren et al., 1972;
Houtgast, 1974; Powers and Wilcox, 1977�. �2� Restoration
was best when the interruption duration was less than the
average word length �Bashford et al., 1988�. 2.2 Hz produces
interruptions of 225 ms in duration, smaller than the average
word durations measured at 378 and 383 ms for HINT and
IEEE sentences, respectively. �3� Performance during the pi-
lot study was in the mid-range of the psychometric function
for most listeners, minimizing ceiling and floor effects. �4�
Speech segments �225 ms in duration� were long enough to
implement a range of ramp durations, including the values
used by Bregman and Dannenbring �1977�.

The gating function started with the on phase for speech
and off phase for noise �Fig. 2� while the rise/fall time of
5 ms was implemented with a cosine ramp. Speech and noise
segments overlapped at the transition, as shown in Fig. 3�a�,
to prevent a reduction in level that could be detected by
listeners. Figure 3�b� shows a sample stimulus after inter-
rupted speech was combined with interrupted noise, but be-
fore the amplitude ramps were added. Stimuli similar to
these �with no ramps� were used to measure baseline perfor-
mance.

3. Amplitude ramps

In the final step, the amplitude ramps were implemented
with cosine ramps that were applied to the gating function

for speech. An example of an envelope ramp at the transition
from noise to speech is shown in Fig. 3�c�, while the effect of
adding this ramp to the overall stimulus is shown in Fig.
3�d�.

Ramp durations of 10, 50, and 100 ms simulated time
constants comparable to those of syllabic compression sys-
tems �Van Tasell, 1993; Souza, 2002� and covered the range
of values used by Bregman and Dannenbring �1977�.

The ramps were implemented in three different configu-
rations.

�1� Onset. Ramps were placed at the onset of the speech
segments following the noise bursts—simulating the un-
dershoot �as shown in the top two rows of Fig. 4�.

�2� Both. Ramps were placed both at the onset and offset of
the speech segments—similar to those used by Bregman
and Dannenbring �1977� �as shown in the middle rows of
Fig. 4�.

�3� Offset. Ramps were at the offset of the speech segments
before the noise bursts �as shown in the bottom rows of
Fig. 4�.

4. Presentation of the stimuli

The stimuli were presented binaurally using the TDT
System III with Sennheiser HD 580 headphones in a sound-
proof booth. The system was calibrated using a B&K 1

2 in.
microphone mounted in an artificial ear coupler to measure
the frequency response of white noise at the output of the
headphones. The absolute level of the noise was determined
using a reference tone of 96 dB SPL. This noise level was
later used to determine the maximum dB SPL for the stimuli

noise

speech

WDRC
(CR=3:1,

TKlow: 30 dB SPL,
TKhigh: 130 dB SPL,

Tatt=2 ms,
Trel=108 ms)

gate
and ramp

gate

+

out of phase (1-G)

in phase (G)

stimulus

noise

speech

WDRC
(CR=3:1,

TKlow: 30 dB SPL,
TKhigh: 130 dB SPL,

Tatt=2 ms,
Trel=108 ms)

gate
and ramp

gate

+

out of phase (1-G)

in phase (G)

stimulus

FIG. 2. Summary of the signal processing.

FIG. 3. �a� The envelopes of speech and noise shown at the transition point
before an amplitude ramp was added. Note that there is no level disconti-
nuity due to the overlap between the signals. �b� An example stimulus before
the amplitude ramps were added. Speech and noise are shown in black and
gray, respectively. �c� The same transition from �a�, shown after an ampli-
tude ramp of 50 ms added on the speech envelope at the onset of the speech
segment. �d� The effect of the amplitude ramp is shown on the stimulus from
�b�, as indicated by the arrows.
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at the headphone output. A TDT attenuator was used to ad-
just the presentation levels with reference to these calculated
maximum levels.

Speech was presented at 65 dB SPL. A 1-kHz tone 0.5 s
in duration and presented at 60 dB SPL was used to cue the
listeners to the beginning of each stimulus. The level of the
noise varied during the training whereas a fixed level of
75 dB SPL �again determined by the pilot study� was used
during the data collection.

The rms levels of speech stimuli at all stages of signal
processing were equalized to 65 dB SPL, the presentation
level of the original unprocessed sentence. The motivation

for this equalization was to maintain similar energy and
loudness levels for speech across all conditions. However,
due to this equalization, speech peak levels were most likely
higher during the longer-duration ramps.

C. Experimental procedure

The procedure consisted of three sequential stages:
Training �to familiarize subjects with the procedure�, an ob-
jective and subjective test. For listeners who participated in
only one of the tests, testing followed the training. The entire
procedure was completed in one to three sessions, with a
total duration of 2–6 h.

1. Training

Training was similar to the objective test, except that in
the training, �1� feedback was provided, �2� sentences were
simpler and had more contextual cues, and �3� conditions
within the training changed from easy to difficult by a
gradual shortening of the speech duty cycle and a speeding
up of the interruption rate �both different from those used
during actual data collection�. A list of ten HINT sentences
was used for each training condition. Identical training was
given to each subject by keeping the order of both the con-
ditions and the sentences the same. Table I summarizes the
conditions used for training and percent correct scores mea-
sured within each condition.

2. Objective measure of perceptual restoration

In the objective test, recognition of interruption sen-
tences was measured with and without noise; the increase in
intelligibility by the addition of noise was the metric for the
perceptual restoration benefit. Subjects were instructed to lis-
ten to the processed sentences and verbally repeat as many
words as possible. When uncertain, they were encouraged to
guess in order to increase the influence of the top-down
mechanism. The experimenter judged the accuracy of the
repeated words �excluding the articles “the,” “a,” and “an”�
and recorded the correct words using the MATLAB GUI. The
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FIG. 4. A summary of the amplitude ramp conditions. The top rows show
the envelopes with amplitude ramps added at the onset of speech segments,
while the middle rows show the envelopes where the ramps were added both
at the onset and offset of the speech segments. The bottom rows show the
envelopes where the ramps were added at the offset only. In each row, the
left panel shows the baseline condition with no ramp �0 ms� with the ramp
duration increasing as one moves toward the right.

TABLE I. Summary of the training conditions and the results obtained with these conditions. The scores
denoted by “ *” indicated a significant �p�0.05� improvement in intelligibility.

Compression
condition for

speech
segments

Duration
of speech
segments

�ms�

Duration
of noise
segments

�ms�
Speech level

�dB SPL�
Noise level
�dB SPL�

Raw percent
correct scores
�average score

� one
standard

deviation� �%�

Percent correct scores
for benefit from

perceptual restoration—
measured as the

difference between no-
noise and noise-added

conditions
�average score � one

standard deviation� �%�

Uncompressed 500 200 65 No noise 94.1�4.9 1.0�5.8
65 95.1�3.7

Compressed 300 300 65 No noise 74.6�11.6 8.4*�10.0
70 83.0�7.9

Compressed 400 200 65 No noise 90.5�5.3 3.3*�4.6
75 93.9�3.3

Compressed 200 200 65 No noise 62.2�17.4 28.6*�19.1
75 90.8�4.7

3998 J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Başkent et al.: Envelope discontinuities and perceptual restoration



MATLAB program automatically calculated the percent cor-
rect scores from the number of the correct words in relation
to the total number of words in the sentence, and stored the
results in log files for each subject. The experimenter did not
know which conditions were being tested, except for an oc-
casional leakage of sound at very high noise levels through
the headphones. Each stimulus was presented only once with
no repetition and no feedback was provided.

Measurements were repeated twice. Twenty conditions
were tested in each round: 2 baseline conditions with no
ramp �0 ms��2 noise levels �no noise and 75 dB SPL� and
18 ramp conditions with 3 ramp configurations �onset, both,
offset� �3 ramp durations �10, 50, 100 ms� �2 noise levels
�no noise and 75 dB SPL�. The order of the conditions was
randomized for both each round and each listener. A list of
ten IEEE sentences was used in each condition, making a
total of 400 sentences �20 conditions�2 repetitions� used for
the entire objective test with each subject.

3. Subjective measure of perceived continuity

In the subjective test, the perceived continuity was mea-
sured with interrupted sentences that were combined with the
noise bursts. The listeners were instructed to decide if they
heard the sentence as interrupted or continuous, and then
themselves entered their response using the MATLAB GUI. The
MATLAB program automatically calculated the percentage of
the sentences heard as continuous and stored the scores in
log files.

To help listeners understand the instructions, the test
started with ten sentences, half of which were more likely to
be perceived as continuous since the noise level was high
�75 dB SPL� and half of which were more likely to be per-
ceived as interrupted since the noise level was low �65 dB
SPL�. After the ten initial sentences, the orders of both the
conditions and the sentence lists were randomized.

There were two rounds of measurements. Ten conditions
were tested in each round: one baseline condition with no
ramp �0 ms� and nine ramp conditions with 3 ramp configu-
rations �onset, both, offset� �3 ramp durations �10, 50,
100 ms�. A list of ten IEEE sentences was used in each con-
dition, making a total of 200 sentences �10 conditions�2
repetitions� used for the entire subjective test with each sub-
ject.

III. RESULTS

Figure 5 shows the average objective and subjective
scores as a function of ramp duration. The leftmost score in
each panel shows the baseline performance with no ramps
�indicated by the ramp duration of 0 ms�. The results in the
top row are for the “onset” ramp configuration that simulated
undershoot �also shown in the top rows of Fig. 4�. The re-
sults in the middle row are for the “both” configuration, simi-
lar to the setting used by Bregman and Dannenbring �1977�
�also shown in the middle rows of Fig. 4�. The results in the
bottom row are for the third “offset” ramp configuration
�also shown in the bottom rows of Fig. 4�. The two left
columns show the objective measures of speech intelligibil-
ity. In the leftmost column, the open circles and squares

show the raw percent correct scores with the interrupted sen-
tences without and with the noise bursts, respectively. The
difference between the two raw scores was attributed to the
benefit from perceptual restoration, explicitly shown in the
middle column. The right column shows the percentage
scores from the subjective measure of perceived continuity.

A. Baseline performance with no ramps

In the baseline condition there were no amplitude ramps
on the speech envelope and no discontinuity in the level of
the combined signals �Figs. 3�a� and 3�b�, and the leftmost
column of Fig. 4�. The leftmost scores in each panel of Fig.
5 show the baseline performance. The average restoration
benefit was 17.19%, with a standard deviation of 11.71%.
Three listeners had negative restoration scores. Despite the
difference of using compressed speech in the present study,
both mean and variance values were similar to those ob-
served by Powers and Wilcox �1977�. The percentage of sen-
tences perceived as continuous was on average 68.10%, with
a standard deviation of 22.94%.

B. Effects of the amplitude ramps

Figure 5 shows that in general all scores dropped from
the baseline levels as the duration of the ramps increased.
First, let us examine the raw percent correct scores in the left
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FIG. 5. Average scores from the objective and subjective tests shown as a
function of the ramp duration. The panels from top to bottom show the
results with the onset, both, and offset ramp configurations, respectively
�also shown in Fig. 4�. The two left columns show the objective scores. In
the leftmost column, the open circles show the performance with interrupted
sentences and the open squares show the performance after the noise was
added to the interrupted sentences. The difference between these two scores,
plotted with open triangles in the middle column, shows the intelligibility
benefit. The percentage scores from the subjective measure of perceived
continuity are shown in the right column with open diamonds. The signifi-
cance level of the effect of the ramp duration on the objective and subjective
measures is indicated by the p numbers in each panel.
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panels of Fig. 5. Scores both with and without noise dropped
as a function of the ramp duration. However, the perfor-
mance with noise was better than without for almost all ramp
durations. A two-factor repeated measures �RM� Analysis of
Variance �ANOVA� with the factors of ramp duration and
noise was conducted with the scores; both factors had sig-
nificant main effects on performance for all three ramp con-
figurations �ramp duration, F�3,72��37.17, p�0.001 and
noise, F�1,24��103.80, p�0.001�. Now let us examine the
difference in the raw scores between no-noise and noise con-
ditions, an effect that was attributed to the perceptual resto-
ration �shown more explicitly in the middle columns of Fig.
5�. The drop in raw scores with the noise �open squares� was
more pronounced than the drop in raw scores with no noise
�open circles� as the ramp duration increased; hence the res-
toration benefit decreased. This reduction was significant for
onset and both ramp configurations �middle panels of the
first and second rows, respectively, in Fig. 5�. The signifi-
cance level was determined by the interaction of the factors
of ramp duration and noise �F�3,72��3.79, p�0.05 and p
�0.001, for onset and both configurations, respectively�.
Next, let us examine the subjective scores presented in the
right column of Fig. 5. These data show that perceived con-
tinuity diminished as the ramp duration increased. The main
effect of the ramp duration was significant for all three ramp
configurations �one-factor RM ANOVA; F�3,66��14.83, p
�0.001�.

For both objective and subjective measures, the stron-
gest effects among ramp configurations were observed with
the both configuration and among ramp durations with the
longest ramp duration of 100 ms. As a sample comparison,
the objective and subjective scores at 100 ms ramp duration
are presented in Table II.

C. Analysis of data for age factor

To explore the effects of age on the results, we re-
analyzed the data from Fig. 5 re-plotting the individual base-
line scores with no ramps as a function of listener age �see
Fig. 6�. Regression lines �shown by dashed or solid lines�
were superimposed on the data to indicate the trend. The
correlation coefficients �rs� and corresponding p values were
calculated with the Spearman rank order correlation since we
did not know if the correlations were linear. These data show
that recognition of interrupted speech �with or without the

noise� decreased as the listener’s age increased �left panel in
Fig. 6�. However, perceptual restoration ability seemed to be
independent of age; the changes in the intelligibility benefit
�see middle panel in Fig. 6� and the perceived continuity
�right panel in Fig. 6� as a function of age were minimal and
non-significant.

Figure 7 shows another analysis for age, this time for the
amplitude ramp conditions. We divided the listeners into two
subgroups �using the age of 40 as the threshold� and aver-
aged the scores separately for each. This division was based
on the study by Bergman et al. �1976� who reported a clear
difference in the intelligibility of interrupted speech between
listeners younger and older than 40. With this separation, the
objective test had 15 younger and 10 older listeners; and the
subjective test had 14 younger and 9 older listeners. Similar
to Fig. 5, Fig. 7 shows the results with the ramp configura-
tions of onset, both, and offset, in the panels from top to
bottom. The panels from left to right show the raw scores
with interrupted speech with or without noise, the objective
scores of restoration benefit, and subjective scores of per-
ceived continuity, respectively. The only difference from Fig.
5 is that open symbols with solid lines show the results av-
eraged across younger listeners while the gray symbols with
dashed lines show the results averaged across listeners older
than 40. Similar to the observations from Fig. 6 with the
interrupted speech, the raw scores by the older group were

TABLE II. Scores for intelligibility benefit and perceived continuity compared for baseline and 100-ms dura-
tion ramp conditions. Superscript letters indicate a significant reduction in the scores due to the ramp, as
determined by a posthoc Tukey test.

Ramp
configuration

Baseline
objective score
of restoration

benefit �percent
correct�

Objective benefit
score with the
100-ms ramps
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FIG. 6. Individual baseline scores �no ramps� re-plotted from Fig. 5 as a
function of age. The dashed and the solid lines superimposed on individual
data show the linear regression lines. The correlation coefficients �rs� and p
values, calculated using the Spearman rank order correlation, are indicated
in each panel.
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substantially lower than the younger group, with or without
noise for all ramp configurations �left column of Fig. 7�. A
two-factor mixed-design ANOVA with the factors of ramp
duration and subject group showed that this difference was
significant �F�1,92��11.82, p�0.001�. Despite this differ-
ence in the raw scores, once the objective scores for the
restoration benefit were calculated �as shown in the middle
column of Fig. 7� there was no significant difference in per-
formance by the younger and older subject groups for the
onset and offset configurations. For the both configuration,
the performance by the older group was slightly but signifi-
cantly better than that by the younger group �F�1,92�=4.62,
p�0.05�, although a posthoc Tukey test did not identify a
significant difference for any specific ramp duration. With
the subjective measures �shown in the right column of Fig. 7�
scores of the older listeners were significantly lower than
those of the younger listeners for all three configurations
�F�1,84��7.24, p�0.01�. Overall, the scores of the older
listeners were lower than those of the younger listeners for
the perception of interrupted speech with or without noise
and perceived continuity. On the other hand, the restoration
benefit was comparable or slightly better for the older listen-
ers. Despite these differences, there was no significant inter-
action between the main factors of ramp duration and subject
group, implying that a similar trend was observed in the data
as a function of the ramp duration between the two subject
groups.

IV. CONCLUSIONS AND DISCUSSION

A. Effects of amplitude ramps on the perceptual
restoration of speech

Baseline scores of the objective and subjective measures
of perceptual restoration showed that adding noise to the
interruptions increased intelligibility and perceived continu-
ity of interrupted compressed speech, similar to results from
earlier studies with interrupted uncompressed speech �Cherry
and Wiley, 1967; Wiley, 1968; Warren, 1970; Powers and
Wilcox, 1977; Verschuure and Brocaar, 1983; Bashford and
Warren, 1987; Bashford et al., 1996�. When the amplitude
ramps were added on the onsets/offsets of speech segments,
both objective and subjective scores decreased significantly
from the baseline level as the ramp duration increased.

There are three factors that have potentially contributed
to the results observed with the ramps.

�1� Reduced speech information. The right panels of Fig. 3
show that one of the direct consequences of adding
ramps on the speech envelope was a reduction in speech
information—possibly also reducing the linguistic con-
tent and context of speech. Both objective and subjective
measures of perceptual restoration could have been af-
fected by the loss of speech information, but possibly to
different degrees. The increase in intelligibility with in-
tervening noise depends on the filling in by the top-down
mechanisms that use speech information and context
�Verschuure and Brocaar, 1983; Bashford and Warren,
1987; Bashford et al., 1992, 1996�, but these may not be
as important for perceived continuity. Continuity illusion
works with all signals regardless of linguistic factors, as
long as the requirements for perceptual restoration listed
in the Introduction are satisfied �Warren et al., 1972;
Bregman and Dannenbring, 1977; Bashford and Warren,
1979; Verschuure and Brocaar, 1983; Warren, 1984;
Bashford and Warren, 1987; Bregman, 1990; Bashford et
al., 1992�. Earlier studies indicated that linguistic factors
may affect objective and subjective measures of percep-
tual restoration differently. Intervening noise causes in-
terrupted monosyllables and words �speech with no con-
text� to be perceived as continuous, but usually with no
improvement in intelligibility �Miller and Licklider,
1950; Hopkinson, 1967; Kreul, 1971; Samuel, 1981�.
Improvement is observed with speech that has rich lin-
guistic content and context, such as with sentences or
running speech �Schubert and Parker, 1955; Powers and
Wilcox, 1977; Verschuure and Brocaar, 1983�. Bashford
and Warren �1979� showed that it was not necessary to
understand speech to perceive it as continuous. The illu-
sion worked even with speech played backwards, al-
though the perceived continuity was more robust with
speech played normally rather than backwards. From
these observations, loss of speech information would be
expected to affect the objective measure more than the
subjective. In our study, however, both measures de-
creased significantly with increasing ramp duration, in-
dicating that there may be factors other than pure infor-
mation loss that further affected the results. This idea is
supported by the results presented in Fig. 5: The average
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40 years. The p values in each panel indicate a statistically significant dif-
ference between the scores of the younger and older listener groups.
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scores with the interrupted speech with and without the
noise �left panels of Fig. 5, open squares and open
circles, respectively� showed that both performances
dropped as the ramp duration increased; the reduction in
scores with the noise, however, was faster. Since theo-
retically, the information loss is the same between the
no-noise and with-noise conditions, the effect of speech
information loss should have been similar between the
two curves. As it was not, there must have been an ad-
ditional factor that further reduced the scores with the
noise conditions.

�2� Level discontinuities due to envelope changes. Our main
hypothesis was that the envelope discontinuities due to
the ramps would affect the perceptual restoration of
speech negatively. Bregman and Dannenbring �1977�
previously showed that envelope manipulations similar
to ours reduced the perceived continuity of an inter-
rupted tone combined with a noise burst. In their experi-
ment, because of the nature of the stimulus, a tone, there
was no linguistic content and, consequently, no effect
due to loss of information. Therefore, the reduced conti-
nuity illusion must have been mainly due to the level
changes in the tone envelope at the temporal edges with
the noise. As the basic principles for perceptual restora-
tion of verbal and nonverbal stimuli seem to be similar
�Warren et al., 1972; Bregman and Dannenbring, 1977;
Bashford and Warren, 1979; Verschuure and Brocaar,
1983; Warren, 1984; Bashford and Warren, 1987; Breg-
man, 1990; Bashford et al., 1992�, the detrimental effects
of the ramps observed on perceived continuity of inter-
rupted tones should also apply to perceived continuity of
interrupted speech. This reasoning would explain the
ramp effects observed on the subjective scores of percep-
tual restoration. It is not clear, however, how this factor
could affect the restoration benefit observed with the ob-
jective measure. For example, it is possible that per-
ceived continuity is required in order to benefit from
restoration. As explained in the Introduction, the com-
mon understanding about improvement in speech intelli-
gibility as a result of noise is that with its addition, the
auditory system cannot tell with certainty whether the
speech is being interrupted or is continuous and simply
masked by the noise. This ambiguity seems to be useful:
The system assumes that the speech is continuous but
masked—activating top-down mechanisms to fill in
missing speech and improve intelligibility �Repp, 1992;
Woods et al., 1996; Srinivasan and Wang, 2005�. Bash-
ford et al. �1992� and Bregman �1990� suggested a two-
stage model of perceptual restoration of speech with in-
tervening noise: The primitive first stage works for all
signals �verbal or nonverbal� and simply decides whether
the signal continues behind the masker from the avail-
able cues �the “whether” question�. The knowledge-
driven second stage then finds a plausible answer to what
the missing parts might be �the “what” question�. In a
later study, Shinn-Cunningham and Wang �2008� re-
ported anecdotal observations, which seemingly contra-
dict the two-stage model by observing an improvement
in intelligibility under conditions where speech would

not have been perceived as continuous. Yet, they also
added that were the perceived continuity induced, im-
provement might have been more robust. While identifi-
cation of the specific mechanisms of perceptual restora-
tion is beyond the scope of the present study, generally,
perceived continuity and improved intelligibility appear
to be closely related for the perceptual restoration of
speech �Verschuure and Brocaar, 1983�. Therefore, a re-
duction in perceived continuity could result in the reduc-
tion in the objective benefit from restoration.

�3� Masking. Loss of speech information and envelope dis-
continuities seem to be sufficient to explain the general
pattern of the results of the present study. However, a
third factor should also be considered: masking due to
the intense loud noise bursts. To mask interruptions and
speech onsets/offsets �in order to induce robust percep-
tual restoration�, the intervening noise has to be a broad-
band signal of relatively high intensity. Using a broad-
band and/or intense noise for this purpose, however, has
the adverse effect of increased temporal masking �for-
ward or backward� of speech segments �Dirks and
Bower, 1970; Bashford et al., 1992, 1996�. The various
effects of temporal masking are noteworthy for this
study.

�a� For the baseline condition with no ramps. Masking from
noise bursts can theoretically reduce the audibility of
speech segments and decrease the linguistic content,
which in turn can affect perceptual restoration nega-
tively. The leftmost scores in the left panels of Fig. 5
show the scores with the baseline conditions. Due to the
potential masking, there could have been less speech in-
formation available to listeners with the noise conditions
than the no-noise conditions. Dirks and Bower �1970�,
however, showed that temporal masking of speech from
loud noise bursts was ignorable at slow interruption rates
of noise. While at high rates �such as 100 Hz� they ob-
served substantial masking, at the slow rate of 1 Hz
�close to the 2.2 Hz rate of the present study� the mask-
ing effect was minimal. These results raise the possibility
that the effect from masking may not have been substan-
tial in the baseline conditions.

�b� For conditions with the ramps. In this instance there
could be an opposite �and positive� effect—the partial
inaudibility of the ramps compensating for their detri-
mental effects, especially for shorter ramp durations. An
example of this positive effect was observed in the
present study with the 10-ms ramp. Scores with this
ramp were almost identical to those of the no-ramp base-
line, implying that this ramp was not noticed, possibly in
response to the temporal masking from noise. The nega-
tive effects of the amplitude ramps occurred with the
longer-duration ramps of 50 and 100 ms, which in not
being �entirely� masked, produced a perceptual effect.

As the effects of forward masking are generally more
pronounced than those of backward masking �Gaskell and
Henning, 1999� the present study used different ramp con-
figurations to tease out possible differences. The results,
however, showed no clear difference in data with onset and
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offset configurations—the configurations that would have re-
flected effects of forward and backward masking
separately—raising the possibility that the difference be-
tween the two masking mechanisms may have been too
small to be reflected in the scores.

Overall, the data indicate that the short duration ramp of
10 ms was not perceptible and did not have any noticeable
effect on perceptual restoration. The longer-duration ramps
of 50 and 100 ms were not masked, at least not entirely, as
they produced a reduction in the scores.

One interesting observation about the overall findings is
that both objective and subjective measures decreased mono-
tonically as the ramp duration increased, instead of either
measure completely falling apart. Even at the longest ramp
duration of 100 ms, there were still positive scores for both
measures, albeit much smaller as compared to the baseline.
The conventional understanding of continuity illusion sees it
as an all-or-none phenomenon. For example, Houtgast
�1972� used the threshold between perceived continuity and
discontinuity of a signal as a measure for masking experi-
ments. In a later study, however, Warren et al. �1994� showed
that perceived continuity with nonverbal signals was not all-
or-none, but instead worked on a continuum. The results of
the present study extend this finding to speech signals. Thus
both the intelligibility benefit and perceived continuity of
speech do not seem to work as all-or-none mechanisms, but
instead, according to a graded effect.

B. Implications for hearing-aid processing: Effects of
simulated undershoot

One of the main motivations for the study was to ex-
plore the possible effects of undershoot distortion simulated
by the onset ramp configuration �shown in Fig. 3�c� and in
the lower left corner of Fig. 1�. With this configuration, there
was a significant reduction in both the intelligibility benefit
and perceived continuity as the ramp duration, i.e., the simu-
lated release time constant, increased. The results imply that
in listening environments with fluctuating background noise,
compression release times may affect perceptual restoration
of speech and hence its intelligibility negatively, depending
on the settings of the hearing aid. Note that the configuration
used in the present study was an attempt to simulate an ex-
treme case of what may happen with hearing-aid processing
in order to observe the effects fully; the results may differ in
real-life applications depending on the compression settings
used. For example, in the present experiments, the envelope
amplitude of speech was reduced to zero immediately after
the noise burst at the onset of the amplitude ramp, simulating
the greatest change that can theoretically occur in the speech
envelope. For a change in that order to happen, the gain
applied during the noise and during the speech should differ
by 65 dB SPL or more. It is likely that the change in the
speech envelope will be less with a more realistic compres-
sion system under real-life conditions, and as a result, the
disruptive effects of these smaller ramps may be less pro-
nounced than reported here. Additionally, multiband com-
pression where the input stimulus is compressed only at the
frequency regions where the listener has reduced dynamic
range is commonly used in real-life settings �e.g., Moore

et al., 1985; Kuk, 1999; Hansen, 2002�. In the present study,
the ramps were applied to the overall envelope of broadband
speech, as if a single-band compression system was used. If
the ramps were applied only to high-frequency bands of
speech to simulate multiband compression, the results could
again be less dramatic.

C. Applicability of the results to hearing-aid users:
Potential effects of age and hearing impairment

As the aforementioned effects of simulated undershoot
have been observed with normal-hearing listeners, it is un-
clear how these results would apply to actual users of hearing
aids. Two main factors, advanced age and hearing impair-
ment, could change the results significantly for hearing-aid
users. To explore the effects of age, the present study ana-
lyzed the data in two different ways: first for the baseline
conditions �shown in Fig. 6� and then for the ramp conditions
�shown in Fig. 7�. The results indicated that the intelligibility
of interrupted speech, with or without noise, was negatively
correlated, i.e., decreased as the listener’s age increased—an
expected effect that has previously been observed and attrib-
uted to the reduced temporal processing by elderly listeners
�Bergman et al., 1976; Gordon-Salant and Fitzgibbons, 1993;
Stuart and Phillips, 1996�. What was not expected, however,
was the lack of change in the restoration benefit scores as a
function of age �as seen in the middle panels of Figs. 6 and
7�. Previous studies have shown that elderly listeners have
difficulty accessing speech information in the dips of a fluc-
tuating background noise �Stuart and Phillips, 1996�, again
presumably due to reduced temporal processing. We there-
fore had assumed that the limited access to the speech infor-
mation in the dips would also make perceptual restoration
more difficult for older listeners. Despite the difficulties un-
derstanding speech with interruptions, with or without noise,
older listeners seemed to make use of the added noise to
improve intelligibility as well as younger listeners. A similar
observation was made by Madix et al. �2005� who, using a
different paradigm to measure perceptual restoration, found
no difference in performance between younger �19–28 years
old� and older �41–62 years old� listeners. A possible expla-
nation for the lack of a decrement in the restoration benefit
by elderly listeners might be a compensation by better use of
linguistic information �Barrett and Wright, 1979; Wingfield
and Tun, 2001�. Older listeners may benefit more from con-
text information �Pichora-Fuller et al., 1995� and/or use this
information more efficiently �Wingfield et al., 1991� than
younger listeners.

The right panel of Fig. 6 showed no effect of age on the
baseline subjective scores. However, once analyzed for all
conditions, including both the baseline and the ramps �as
shown in the right panel of Fig. 7�, the scores of the older
subjects were significantly lower than those of the younger
group. Regardless of this shift in scores, however, the trend
in subjective data was almost identical between the subject
groups, implying that the negative effects of the ramps were
similar for both groups of listeners.

Overall, this analysis established that �1� elderly listen-
ers also benefit from perceptual restoration, and �2� this ben-
efit, as well as perceived continuity, is reduced by level dis-
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continuities in a pattern similar to that present with younger
listeners. As a result, the findings of the present study would
not be expected to differ with hearing-aid users due specifi-
cally to their increased age.

The remaining question involved the impact of hearing
impairment on the current findings. Earlier studies have
shown that, even after audibility was ensured with proper
amplification, hearing-impaired listeners had more difficulty
in extracting speech from fluctuating background noise �Fes-
ten and Plomp, 1990; Eisenberg et al., 1995�. One possible
explanation is increased forward masking. Nelson and Pav-
lov �1989� demonstrated longer time constants for forward
masking with moderately impaired listeners and Dubno et al.
�2003� later found a negative correlation between forward
masking thresholds and speech intelligibility in fluctuating
background noise. This factor, combined with the loss in
speech redundancy due to other potential suprathreshold
deficits, might make it more difficult for hearing-impaired
listeners to have access to speech segments between loud
noise bursts—therefore reducing the benefits of perceptual
restoration. On the other hand, stronger masking from noise
segments might be an advantage for hearing-aid users since
the undershoot ramps might be less detectible and therefore
less disruptive. We are aware of only one study that has
explored perceptual restoration with hearing-impaired listen-
ers �Başkent et al., 2007�. The preliminary results showed
that while some hearing-impaired listeners benefited from
perceptual restoration, this benefit disappeared as the sever-
ity of the hearing loss increased. With large variability in the
results and compromised audibility as possible confounding
factors, however, more data are needed before drawing con-
clusive results.

V. SUMMARY

The mean and the variance of the baseline restoration
benefit and perceived continuity with compressed interrupted
speech were similar to values published for uncompressed
interrupted speech in previous studies.

All three ramp configurations reduced both objective
and subjective scores as the ramp duration increased. One
ramp configuration was similar to the configuration used by
Bregman and Dannenbring �1977� who showed that per-
ceived continuity of interrupted tones reduced with similar
amplitude ramps. They attributed this effect to the disconti-
nuities in the tone envelope due to the ramps. We hypoth-
esized that similar level discontinuities would reduce percep-
tual restoration of speech as well. Our data supported this
hypothesis, with the potential contribution of two additional
factors, speech information loss and temporal masking from
loud noise bursts, to the results.

The reduction in the scores as a function of ramp dura-
tion was graded and the perceptual restoration effect did not
entirely disappear even at the longest ramp durations. This
observation supports the idea that perceptual restoration ben-
efit and perceived continuity of speech are not an all-or-none
mechanism.

One ramp configuration simulated the undershoot distor-
tion. The reduction in perceptual restoration with this con-

figuration indicated the potentially negative effect of
hearing-aid processing. The applicability of these results
with normal-hearing listeners to actual users of hearing aids
would depend on two main factors, hearing impairment and
the advanced age of hearing-aid users. An analysis for age
showed that the trends for the perceptual restoration data
were similar between younger and older listeners, ruling out
age as a potential factor that would affect the applicability of
the results. The effect of hearing impairment remains un-
known at this point. If future research shows that hearing
impairment does not prevent benefiting from perceptual res-
toration, the findings of the present study could have impor-
tant implications for hearing-aid users.
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When a target voice is masked by an increasingly similar masker voice, increases in energetic
masking are likely to occur due to increased spectro-temporal overlap in the competing speech
waveforms. However, the impact of this increase may be obscured by informational masking effects
related to the increased confusability of the target and masking utterances. In this study, the effects
of target-masker similarity and the number of competing talkers on the energetic component of
speech-on-speech masking were measured with an ideal time-frequency segregation �ITFS�
technique that retained all the target-dominated time-frequency regions of a multitalker mixture but
eliminated all the time-frequency regions dominated by the maskers. The results show that
target-masker similarity has a small but systematic impact on energetic masking, with roughly a
1 dB release from masking for same-sex maskers versus same-talker maskers and roughly an
additional 1 dB release from masking for different-sex masking voices. The results of a second
experiment measuring ITFS performance with up to 18 interfering talkers indicate that energetic
masking increased systematically with the number of competing talkers. These results suggest that
energetic masking differences related to target-masker similarity have a much smaller impact on
multitalker listening performance than energetic masking effects related to the number of competing
talkers in the stimulus and non-energetic masking effects related to the confusability of the target
and masking voices. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117686�

PACS number�s�: 43.71.Gv, 43.66.Dc �RLF� Pages: 4006–4022

I. INTRODUCTION

Speech perception in multitalker listening environments
is limited by two very different types of masking. The first is
energetic masking, which occurs when the acoustic elements
of the target and masking signals overlap in time and fre-
quency in such a way that portions of the target signal are
rendered undetectable in the combined audio mixture. The
second type of masking, often referred to as informational
masking, occurs when the acoustic characteristics of the tar-
get and masking voices are perceptually similar and the lis-
tener is unable to successfully extract or segregate acousti-
cally detectable target information from the multitalker
mixture �Brungart, 2001; Carhart and Tillman, 1969; Frey-
man et al., 1999; Kidd et al., 1998; Pollack, 1975�.

Because both types of masking occur in all multitalker
listening tasks, it is often very difficult to tease apart the
relative impacts that energetic and informational masking
have in even the simplest multitalker listening environments.
For example, consider the case of a target talker who is
masked either by a similar-sounding talker of the same sex or
a very different sounding talker of the opposite sex. Intu-
itively, it seems quite obvious that performance would be
better with a different-sex masker than with a same-sex
masker, and many experiments have shown this to be the
case �Brokx and Nooteboom, 1982; Bird and Darwin, 1998;
Assman and Summerfield, 1994; Darwin et al., 2003; Brun-
gart et al., 2001; Festen and Plomp, 1990�. However, the
underlying reason for this improvement in performance is
not at all easy to identify. In part, it could be the result of
reduced spectro-temporal overlap between the target and
masking signals. Female voices typically have F0 values
about one octave higher than those of males, and they have
formant values roughly 16% higher than those of typical
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male talkers �Peterson and Barney, 1952�. This should lead
to some reduction in spectro-temporal overlap between male
and female voices, and thus an improvement in intelligibility
due to a reduction in energetic masking.

However, it is quite likely that some improvement in
intelligibility will also occur simply because the different-sex
talkers are much more distinct and less confusable than
same-sex talkers. The difficulty lies in determining the rela-
tive contributions that reduced spectral overlap and reduced
confusability make to the improvement in performance that
occurs with a different-sex masker versus a same-sex
masker. The most direct results addressing this issue come
from a paper by Festen and Plomp �1990� that compared the
speech reception thresholds �SRTs� for speech masked by a
same or different-sex talker under a variety of conditions. In
the baseline condition, where normal speech was used for
both the target and masking voices, the SRT was 7–11 dB
lower for a different-sex masking voice than for a same-sex
masking voice. However, when the same- or different-sex
masking voice was replaced by a noise signal that was
shaped to have the same long-term spectrum as the masking
talker, the SRT advantage in the different-sex condition
dropped to less than 2 dB. This suggests that differences in
long-term spectrum can account for very little of the release
from masking that occurs with a different-sex masking voice.
Of course, such an analysis ignores the fact that the spectra
of the target and masking voices vary constantly over the
course of the utterance. Festen and Plomp �1990� attempted
to capture this effect by dividing the signal into two bands
�above and below 1 kHz� and separately modulating the am-
plitudes of the bands to match the envelopes of the corre-
sponding bands of the original masking speech utterances.
Again, the results of this condition showed very little release
from masking ��2 dB� in the different-sex conditions.

The Festen and Plomp �1990� results suggest that ener-
getic factors related to reduced spectro-temporal overlap can
account for very little of the improvement in SRT found for
different-sex maskers. However, their technique cannot fully
account for the release from energetic masking that is likely
to occur with a different-sex masker. At low frequencies, the
larger differences in F0 that occur for different-sex talkers
might lead to a reduction in the instantaneous overlap in the
resolved harmonics of the speech signal that would not be
captured in the long-term average spectrum of the masking
speech �Qin and Oxenham, 2003�. At higher frequencies, the
two-band modulation is simply insufficient to capture the
true spectral fluctuations of the same and different-sex
voices. Increasing the number of modulation bands is prob-
lematic as well: as the number of bands increases, the mask-
ing speech becomes increasingly speech-like, and there is an
ever increasing possibility that performance will be limited
by the confusability of the target and masking voices and not
by the loss of information incurred due to spectro-temporal
overlap in the target and masking waveforms.

Another possible approach for isolating the energetic
component of speech on speech masking involves the spatial
separation of the target and masking signals. Previous re-
search has shown that spatial separation in the perceived lo-
cations of the target and masking signals reduces the poten-

tial confusability of the two signals and thus results in a
substantial reduction in the informational masking caused by
the interfering speech stimulus �Freyman et al., 1999�. Ear-
lier studies have also shown that the performance differences
between same-sex and different-sex maskers are much
smaller when the masking voices are spatially separated from
the target voice than when they originate from the same lo-
cation as the target talker �Brungart and Simpson, 2002�.
Indeed, in the largest spatial separation conditions tested,
where the target was located just outside the listener’s right
ear and the masker was located 1 m away or vice versa,
Brungart and Simpson �2002� found almost no difference in
performance with same-sex and difference-sex interfering
talkers. If one hypothesizes that the energetic component of
speech-on-speech masking from a same- or different-sex
talker can be approximated by the amount of residual mask-
ing that occurs when a speech masker is perceived to be
spatially separated from a target speech signal �Freyman et
al., 2007�, then this result seems to confirm the results of the
Festen and Plomp �1990� study showing that there is only a
modest difference in energetic masking between same-sex
and different-sex interfering voices.

However, the use of spatial separation as a means to
isolate energetic masking effects in multitalker speech
stimuli is potentially problematic in two important ways. The
first is that it is based on the assumption that informational
masking is largely eliminated when two speech signals ap-
pear to originate from different locations in space. This as-
sumption contrasts with the results of Arbogast et al. �2002�,
which showed that an interfering speech signal can still pro-
duce a substantial amount of informational masking even
when it is spatially separated 90° apart from the target
speech. That experiment used a sinewave vocoding proce-
dure to produce target and masking speech signals that had
little or no spectral overlap but were highly intelligible when
they were presented individually. The results of the experi-
ment showed that the spatially-separated speech masker pro-
duced roughly 7 dB more masking than a spatially-separated
random-phase noise masker with the same spectral content.
This 7 dB difference suggests that some residual informa-
tional masking may remain even when the perceptual loca-
tions of the target and masking talkers are clearly separated.

The second potential problem with the use of spatial
separation as a means to isolate energetic masking effects in
multitalker listening is that the spatial separation itself will
lead to a substantial reduction in the energetic masking com-
ponent of the stimulus. Spatial separation typically results in
an increase in signal-to-noise ratio �SNR� at one of the lis-
teners ears �the so-called “better ear advantage”� and an ad-
ditional release from masking due to low-frequency interau-
ral phase differences in the competing stimuli �the “binaural
interaction” effect�. Thus, to the extent that spatial separation
eliminates the informational component of speech-on-speech
masking, it will only provide an indication of the effects of
energetic masking for a spatially-separated target-masker
pair. In cases where there is a desire to explicitly determine
the effects of energetic masking for co-located talkers, or in
cases such as those involving monaural listeners where spa-
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tial separation of the talkers is not an option, alternative
methods of isolating the energetic components of speech-on-
speech masking are required.

One possible alternative method for evaluating the im-
pact of spectro-temporal overlap on speech-on-speech mask-
ing for same-sex and different-sex masking speech is ideal
time-frequency segregation �ITFS�, a recently proposed tech-
nique that attempts to simulate the effects of energetic mask-
ing by removing those spectro-temporal regions of the
acoustic mixture where the target signal is dominated by the
masker waveform �Brungart et al., 2006�. ITFS is a signal
processing technique that removes time-frequency �T-F� re-
gions of a mixture where target energy would be rendered
undetectable by a more intense masker; at the same time, it
retains all the T-F regions of the mixture where the target
would remain detectable despite the presence of the masker.
The term ITFS comes from the fact that the processed signal
represents an “ideal” segregation of the acoustic elements
that potentially contain useful information about the target
signal from a background that contains only information
about the masker. Because it eliminates the T-F regions of
the stimulus where the local SNR is negative, the ITFS tech-
nique presumably removes the same target information from
the stimulus that would ordinarily be irretrievably lost due to
spectro-temporal overlap with the masker. The advantage of
the technique is that the removal of the masked portions of
the stimulus eliminates any acoustic portions of the masker
that might be confused with the target and thus cause infor-
mational masking. While there are clearly some potential
areas �forward/backward masking, T-F resolution, etc.�
where the ITFS technique may fail to accurately capture all
aspects of energetic masking in speech perception �Brungart
et al., 2006�, the general framework of the ITFS technique
provides a means to examine the energetic masking effects
that influence the detection of a target signal in an acoustic
mixture without potentially confounding effects that might
occur due to informational masking.

Brungart et al. �2006� showed that the application of the
ITFS technique to an acoustic mixture had very different
results on the intelligibility of the target signal for noise
maskers and speech maskers. When the masking signal was
noise, the application of the ITFS technique resulted in a
modest �2–5 dB� improvement in the SRT of the target
speech. However, when the masking signal was a 1-, 2-, or
3-talker speech signal, the application of the ITFS technique
resulted in a much larger release from masking �22–25 dB�.
The size of the release from masking obtained for the speech
masking stimuli in the 2006 study is an indicator of how
effectively the ITFS technique is able to eliminate the
speech-on-speech masking component that is related to the
potential confusability of the target and masking voices. By
comparing the residual masking remaining after the applica-
tion of ITFS, it should be possible to assess the relative dif-
ferences in masking that occur due to spectro-temporal over-
lap in two competing speech signals. Thus, one should be
able to use ITFS to determine the extent to which a same-
talker masker produces more energetic masking than a same-

sex or different-sex masker. However, the 2006 study only
used same-talker maskers, so no such comparison is pos-
sible.

In this paper, we apply the ITFS technique developed in
the 2006 study to examine the impact that differences in
target and masker voice characteristics have on the energetic
component of masking in multitalker speech perception. In a
second experiment, we extend the technique to examine how
energetic masking effects vary with the number of competing
talkers in the stimulus. Section II describes the ITFS tech-
nique in more detail.

II. ITFS

ITFS is closely related to the notion of ideal binary mask
originated in computational auditory scene analysis �Wang
and Brown, 2006, pp. 22–23�. Assuming a two-dimensional
T-F representation where elements are called T-F units, an
ideal binary mask is defined as a binary matrix where 1 in-
dicates that the target energy in the corresponding T-F unit
exceeds the interference energy by a predefined local SNR
criterion �LC� and 0 indicates otherwise. The mask is called
ideal because its construction requires a priori knowledge of
the spectral content of the target and masking signals, and
the selection of a LC value of 0 dB is known to be optimal in
terms of the theoretical SNR gain of the processed output
mixture �see Wang, 2005; Li and Wang, 2009�.

Figure 1 illustrates the ideal binary masks for two-talker
mixtures where the target is a male utterance and the masker
is a sentence uttered by the same talker, a different male
talker, or a female talker. In the figure, mixtures SNR and LC
are both set to 0 dB. The top row of Fig. 1 shows the co-
chleagram of the target. Similar to a spectrogram, a cochlea-
gram is a T-F representation produced by filtering a signal
using an auditory filterbank and then windowing each filter
response into time frames �Wang and Brown, 2006, pp. 15–
19�. Aside from the target cochleagram, the same-talker
masker condition is shown in the left column, the same-sex
masker condition in the middle column, and the different-sex
masker condition in the right column. The second row shows
the masker cochleagrams in the three conditions, the third
row shows the corresponding ideal binary masks where 1 is
indicated by white and 0 by black, the fourth row shows the
corresponding cochleagrams of the mixtures, and the bottom
row shows the ITFS processed mixtures. There is general
similarity among the three ideal masks, reflecting the fact
that the same target utterance is used and all the masker
utterances correspond to the same sentence. However, the
ideal masks are different, and the difference is quite notice-
able between the same-talker and different-sex talker condi-
tions. For example, the right ideal mask has extended white
regions at the bottom which are missing from the left ideal
mask, because the first harmonic of the female masker occurs
in a higher frequency range than the first harmonic of the
male masker.

A visual inspection reveals a resemblance between the
ITFS-processed stimuli in the bottom row of Fig. 1 and the
original target signal in the top row. Because the ITFS tech-
nique removes energy from the masking speech without sig-
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FIG. 1. ITFS illustration for mixtures of two utterances of the same talker, same-sex talkers, and different-sex talkers. Top row: Cochleagram of a target male
utterance �“Ready Baron go to red eight now”�. The figure displays the responses of the 128-channel gammatone filterbank, where the response energy at each
T-F unit is raised to the 1

4 power for better display. Second row: Cochleagrams of an interfering utterance �“Ready Charlie go to green seven now”� spoken
by the same talker �left�, a same-sex talker �middle�, and a different-sex talker �right�. Third row: Corresponding ideal binary masks with 0 dB LC, where
white pixels indicate 1 and black pixels indicate 0. Fourth row: Corresponding cochleagrams of the mixtures. Bottom row: Corresponding ITFS processed
mixtures.
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nificantly distorting the spectro-temporal pattern of the origi-
nal target speech, it often produces large improvements in
intelligibility when it is applied to a multitalker acoustic mix-
ture. Brungart et al. �2006� reported that ITFS processing
produced an intelligibility improvement that was approxi-
mately equivalent to a 22–25 dB decrease in the SRT of a
multitalker speech signal.

Since ITFS processing does not divide the mixture en-
ergy within a T-F unit into target and masker portions but
rather makes a binary, all-or-none decision on the mixture
energy, it would be interesting to know whether the noise
energy in a retained unit hinders speech intelligibility. Drul-
lman �1995� examined a similar question by comparing
speech intelligibility in two conditions using an auditory fil-
terbank. In the first condition, noise was kept in the mixture
where the noise level in a filter response was lower than the
speech level; in the second condition, the noise was removed
from the mixture. He found that removing noise that is below
the speech level has no effect on intelligibility. On the other
hand, a different comparison showed that substituting noise
for speech that is below the noise level elevates the SRT by
2 dB �Drullman, 1995�. This suggests that there is some use-
ful speech information in T-F units where local SNR is nega-
tive, and this is consistent with the observation that a perfor-
mance plateau with nearly perfect intelligibility centers at the
LC value of −6 dB rather than the 0 dB LC �Brungart et al.,
2006�—the former LC retains more T-F units where local
SNR is between 0 and −6 dB.

Although ideal binary masking techniques have been
used for some time in computational auditory scene analysis,
they have only recently begun to be applied as a psycho-
physical tool for measuring human auditory perception. An-
zalone et al. �2006� tested the effects of processing with a
related version of ideal binary mask, defined not in terms of
a comparison between target energy and interference energy
but a comparison between target energy and a predefined
threshold. More specifically, a mask value of 1 was applied if
and only if the corresponding target level exceeded a fixed
threshold. They used mixtures of speech and speech-shaped
noise, and documented the results in terms of SRT. The re-
sults show that ideal binary masking leads to substantial SRT
reductions: more than 7 dB for normal-hearing listeners and
more than 9 dB for hearing impaired listeners. Another intel-
ligibility study by Li and Loizou �2007� used the ideal binary
mask to generate “glimpses,” or T-F regions with stronger
target energy, to study several factors that impact glimpsing
of speech in a mixture signal. Their results show that
glimpses in the low- to mid-frequency range �up to 3 kHz�
containing the first and the second formant of speech are
particularly important for speech perception. They also
showed that high intelligibility does not require perception of
the entire utterance: glimpsing information in a majority of
time frames �60%� seems to be sufficient for most intelligi-
bility tasks.

III. EXPERIMENT 1: EFFECTS OF VOICE
CHARACTERISTICS ON MULTITALKER LISTENING
WITH ITFS

As stated earlier, differences in voice characteristics of
competing talkers, in particular, the differences that exist be-
tween male and female voices, can increase speech percep-
tion performance �relative to the baseline case where the
same talker is used for both the target and masking phrases�
by as much as an equivalent increase of 7–11 dB in the SNR
of the target speech �Festen and Plomp, 1990�. In part, this
improvement in performance occurs because reduced
spectro-temporal overlap between the different-sex talkers
allows the listener to “glimpse” a larger portion of the target
speech. However, many other non-energetic factors also may
contribute to this performance difference. In order to exam-
ine the influence of target and interferer similarity on the
energetic component of speech-on-speech masking, an ex-
periment was conducted that used the ITFS approach to com-
pare multitalker listening performance with three levels of
similarity between target and masking voices: a same-talker
condition, where the target and interfering phrases were spo-
ken by the same talker; a same-sex condition, where target
and masking phrases were spoken by different talkers of the
same sex; and a different-sex condition, where interfering
phrases were spoken by talkers who were of the opposite sex
of the target talker.

A. Methods

1. Stimuli

As in the previous study of Brungart et al. �2006�, the
speech stimuli used in this experiment were drawn from the
publicly available coordinate response measure �CRM�
speech corpus for multitalker communications research �Bo-
lia et al., 2000�. The CRM corpus is based on a speech
intelligibility test first developed by Moore �1981�. The cor-
pus contains phrases of the form “Ready �call sign� go to
�color� �number� now.” There are eight possible call signs
�“Arrow,” “Baron,” “Charlie,” “Eagle,” “Hopper,” “Laker,”
“Ringo,” and “Tiger”�, four possible colors �“blue,” “green,”
“red,” and “white”�, and eight possible numbers �1–8�. An
example utterance is “Ready Baron go to blue five now.”
Eight talkers, four male and four female, were used to record
each of the 256 possible phrases, resulting in a total of 2048
phrases in the corpus.

For each trial in the experiment, the target signal was a
CRM phrase randomly selected from all the phrases contain-
ing the target call sign “Baron.” The interference consisted of
one, two, or three different phrases randomly selected from
the CRM corpus that were spoken by the same talker, a dif-
ferent talker of the same sex, or a different talker of the
opposite sex, depending on the particular condition of the
experiment. Interfering phrases contained call-signs, color
coordinates, and number coordinates that were different from
the target phrase and different from each other. Each of the
interfering phrases was scaled to have the same overall rms
power as the target phrase, and then all the interfering
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phrases were summed together to produce the overall inter-
ference used for ITFS. The target phrase and the interference
were added to form the mixture signal.

Note the distinction between the target-to-masker ratio
�TMR� and SNR, the former referring to the ratio of the
target speech level to the level of each interfering talker and
the latter to the ratio of the target talker level to the overall
interference level. Hence, TMR was set to 0 dB in this ex-
periment while SNR could be 0 dB or negative depending on
how many competing talkers were included in the interfer-
ence.

2. Listeners

Nine paid subjects participated in the experiment. The
listeners all had normal hearing and their ages ranged from
18 to 54 years. Most had participated in previous auditory
experiments, and all were familiarized with the CRM corpus
and the experimental task prior to conducting this experi-
ment.

3. ITFS segregation processing

Given a target signal, an interference signal, and a LC
value, an ideal binary mask was constructed and used to
resynthesize the mixture to generate a single ITFS stimulus
�see Brungart et al., 2006�. Specifically, an input signal was
first decomposed using a bank of 128 fourth-order gamma-
tone filters with overlapping passbands �Patterson et al.,
1988� and with center frequencies ranging from
80 to 5000 Hz. Each filter response was further divided into
20 ms time frames with 10 ms overlap. Hence, the input sig-
nal was transformed into a matrix of T-F units. Within each
T-F unit, the local SNR was calculated. If the local SNR was
greater than or equal to the LC value, the ideal binary mask
was assigned the value of 1 for this T-F unit and the mixture
signal within the unit was included in the ITFS signal; if the
local SNR was less than the LC value, the binary mask was
assigned the value of 0 for the unit and the mixture signal
within the unit was excluded from the ITFS signal. For fur-
ther details on resynthesis from a binary mask, see Brungart
et al. �2006� and Wang and Brown �2006, pp. 23–25�.

Fourteen LC conditions were tested in the experiment,
including values ranging from −48 to +30 dB. The LC val-
ues were chosen so that more values were tested in the range
of 12–24 dB where speech intelligibility is known to drop
sharply with increasing LC �Brungart et al., 2006�. An un-
segregated control condition was also included, where the
stimulus was generated by applying ITFS processing to a
mixture signal with an all-1 mask. Hence, the control condi-
tion amounted to presenting the mixture to a listener after
equalizing for any possible distortion that might be intro-
duced by ITFS processing. In all cases, the overall presenta-
tion level of the stimulus was kept approximately constant
�roughly 65 dB sound pressure level� across all LC values by
scaling the maximum value of the ITFS-processed mixture
waveform to a fixed level prior to presentation of the stimu-
lus.

4. Procedure

During the experiment, a listener was seated at a control
computer in a quiet listening room. The stimuli were gener-
ated by a sound card in the control computer �Soundblaster
Audigy� and presented to the listener diotically over head-
phones �Sennheiser HD-520�. On each trial, the listener was
instructed to use the mouse to select the colored digit corre-
sponding to the color and number of the target phrase �con-
taining the call sign “Baron”� on an eight-column, four-row
array of colored digits corresponding to the response set of
the CRM task.

The experiment was divided into three sub-experiments,
with each sub-experiment examining performance with two,
three, or four competing talkers over a specific range of LC
values. Because some LC values were repeated across sub-
experiments, this resulted in an uneven distribution of data
collection across the 15 LC conditions tested in the experi-
ment, with some additional trials collected at LC values that
overlapped across the sub-experiments. The stimuli for each
listener were selected randomly prior to the start of the ex-
periment, processed off-line, and stored on a personal com-
puter �PC� for later presentation to the listeners.

Seven subjects participated in a complete set of trials
across the three sub-experiments, resulting in a total of 4500
trials, divided into blocks of 50 trials. The different numbers
of talkers and the different characteristics of the interfering
talker�s� were evenly distributed across all the trials. Thus,
for these subjects, there were 500 trials for each of the nine
configurations �2-, 3-, and 4-talkers by same-talker, same-
sex, and different-sex configurations�. Two additional sub-
jects completed only part of the experiment �3000 trials and
600 trials, respectively�. Data from these subjects were in-
cluded in the overall data analysis, but they were excluded
from analyses that required the calculation of separate
thresholds for the individual subjects.

B. Results and discussion

Figure 2 shows the percentage of correct color and num-
ber identifications as a function of the LC value used to
generate the ITFS stimulus for all the configurations in the
experiment. The figure is divided into three panels to sepa-
rate the results for 2, 3, and 4 simultaneous talkers. Within
each panel, the three curves show performance for three dif-
ferent levels of similarity between the target and the interfer-
ing voices: same-talker, same-sex, and different-sex. Each
data curve was generated by fitting with two logistic func-
tions: one for LC values greater than 0 dB, and one for LC
values less than 0 dB �Cavallini, 1993�. The data in the
curves were averaged across listeners, and the error bars in
the figure represent the 95% confidence interval for each data
point.

The leftmost points of each curve in Fig. 2 show the
results from the unsegregated control condition where all of
the T-F units in the original mixture were retained in the
processed speech. In the same-talker conditions, the listeners
correctly identified both the color and number in the target
phrase in 8% of the trials in the 4-talker condition, 23% in
the 3-talker condition, and 45% in the 2-talker condition.
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This level of performance is comparable to that achieved in
the unsegregated conditions of our previous study examining
the effect of ITFS processing on same-talker speech �Brun-
gart et al., 2006�. Switching from same-talker interfering
voices to same-sex interfering voices improved performance
substantially in the 2-talker condition but produced a rela-
tively modest improvement in performance in the 3- and
4-talker conditions. Switching from same-sex interfering
voices to different-sex interfering voices, however, produced
substantial performance improvements in all the configura-
tions tested. These results are consistent with those that have
been obtained in other experiments that examined the effect
of target-interferer similarity on 2-, 3-, and 4-talker listening
at a 0 dB TMR �Brungart et al., 2001�.

1. ITFS regions

As was the case in the earlier ITFS study by Brungart et
al. �2006�, the experimental results show that there are three
distinct regions of intelligibility performance: an “optimal
segregation” region with 0 dB�LC�−12 dB, a “target-
masker confusion” region with LC�−12 dB, and an “ener-
getic masking” region with LC�0 dB. In the optimal segre-
gation region, performance was nearly perfect in all
conditions tested. In this region, the application of the ITFS
processing essentially removed all the audible elements of
the masking signals from the stimuli, thus eliminating infor-
mational masking related to target-masker confusion. At the
same time, the processing preserved enough of the target
information to allow near perfect color-number intelligibility
in the CRM task. It is clear from these results that, even in
extreme cases where an acoustic mixture contains four si-
multaneous voices spoken by the same talker, there are
enough T-F units dominated by the target voice to allow a
listener to almost perfectly extract the meaning of the target
message.

When the LC value was reduced below −12 dB, perfor-
mance began to steadily decrease. In this target-masker con-

fusion region, the LC value was increasingly negative, which
means that the stimulus included an increasing number of
T-F units where the masker was more powerful than the tar-
get speech. This did not remove any acoustic information
from the target speech signal, per se, although it is possible
that in some cases the addition of a relatively high-level
masker-dominated T-F unit may have obscured some por-
tions of the target signal due to non-simultaneous masking,
either upward or downward in frequency or forward or back-
ward in time. The more profound impact that the addition of
these masker-dominated T-F units had on performance was
an increased probability of incorrectly grouping the
interferer-dominated T-F units retained in the ITFS stimulus
with the T-F units in the target speech. These confusions
resulted in a dramatic increase in the number of trials where
the listener incorrectly responded with the number and color
keywords contained in the masking phrase. In our earlier
study, we showed that, in the 2-talker condition, nearly 100%
of the incorrect responses in the target-masker confusion re-
gion matched the color and number keywords spoken by the
interfering talker �Brungart et al., 2006�. In this experiment,
this trend was seen across all the target-masker similarity
conditions with 2-, 3-, or 4-talkers, with more than 96% of
the incorrect color responses and more than 94% of the in-
correct number responses in this region matching the key-
words spoken by one of the interfering talkers.

The breakpoint in the LC-performance function at
−12 dB represents the point where the interferer-dominated
T-F units retained in the ITFS stimulus began to resemble an
intelligible masking talker. At LC values greater than
−12 dB, the interferer-dominated T-F units introduced into
the mixture occurred in T-F regions where the target speech
also has relatively significant energy, reducing the probabil-
ity that those units will be interpreted as an additional mask-
ing voice. When the LC value was less than −12 dB, the
ITFS stimulus included T-F units where the target speech has
relatively very weak energy, and the inclusion of these T-F

FIG. 2. Percentage of correct color and number identi-
fications in Experiment 1 as a function of LC. The top
panel shows results for the 2-talker conditions, the
middle panel shows results for the 3-talker conditions,
and the bottom panel shows results for the 4-talker con-
ditions. The error bars represent 95% confidence inter-
vals ��1.96 standard errors, calculated from the pooled
response data across all listeners� in each condition.
Horizontal dashed lines indicate the 60% threshold lev-
els of performance at positive LC values.
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units appeared to produce a substantial amount of informa-
tional masking, particularly in the same-talker and same-sex
conditions where the masking voices were qualitatively simi-
lar to the target voice. In the limit, where the LC value was
set to −48 dB, the stimulus essentially contained both the
target and masking speech signals in their entirety, and per-
formance asymptoted at the same level as the unsegregated
control condition.

For the purposes of this study, the most informative re-
gion of Fig. 2 is the energetic masking region, where the LC
value was systematically increased above 0 dB. In this re-
gion, overall performance decreased with increasing LC
value because an increasingly large proportion of the target
speech signal failed to meet the threshold SNR value and
thus was eliminated from the stimulus. To the extent that the
ITFS methodology captures the temporal and spectral reso-
lution of the auditory system �see Brungart et al., 2006�, one
would expect performance in this region to be directly re-
lated to the amount of energetic masking caused by the
spectro-temporal overlap between the target and masking
signals. From the results in the figure, it is clear that target-
masker similarity had a much smaller impact on performance
in the energetic masking region than it did in the target-
masker confusion region, where performance was limited by
the ability to separate the T-F units associated with target and
masker voices rather than by the absence of target-dominated
T-F units due to the spectro-temporal overlap in the compet-
ing signals. However, it is clear that there was a small but
consistent advantage for the different-sex speech in the ener-
getic masking region of Fig. 2.

In order to quantify the magnitude of this advantage, it is
helpful to take advantage of the close relationship that exists
between LC value and TMR in the energetic masking region
�Brungart et al., 2006�. In that region, each 1 dB increase in
LC value removes the same T-F units from the target speech
that would be lost due to the increased spectro-temporal
overlap caused by a 1 dB decrease in the SNR of the acous-
tic mixture, or equivalently a 1 dB decrease in the TMR.
Thus, for example, an acoustic mixture with a TMR value of
0 dB that is ITFS processed with a LC value of 6 dB retains
exactly the same set of target-dominated T-F units as an
acoustic mixture with a TMR value of −6 dB processed with
a LC value of 0 dB. Therefore, each data point in the ener-
getic masking region can be viewed as an estimate of opti-
mally segregated ITFS performance for an acoustic mixture
with an effective TMR value equal to the negative of the LC
value plotted in the figure. These effective TMR values are
shown in the secondary scale at the lower right of Fig. 2.

In order to calculate the overall thresholds in each con-
dition, the curves in each panel of Fig. 1 were fitted sepa-
rately for each of the seven listeners who completed the en-
tire experiment and used to calculate individual thresholds
for 60% correct performance for each combination of target-
interferer similarity and number of interfering talkers. The
resulting mean threshold values are presented in Table I. If
the threshold values for each target-masker condition are av-
eraged across the number of talkers, it is apparent that chang-
ing from same-talker interfering voices to same-sex interfer-
ing voices produced, on average, only a 1.19 dB decrease in
the 60% threshold TMR value, and changing from same-sex
interfering voices to different-sex interfering voices only
produced an additional 0.93 dB decrease in the 60% thresh-
old. In order to evaluate the statistical significance of these
differences, the individual 60% thresholds were subjected to
a two-factor, within-subject analysis of variance �ANOVA�.
The results of this ANOVA show that the main effects of
target-interferer similarity �F�2,12�=883.357� and number
of competing talkers �F�2,12�=28.418� were both signifi-
cant at the p�0.001 level, but that their interaction was not
significant �F�4,24�=0.395, p=0.740�. Thus, on the basis of
these results, it seems that target-interferer similarity does
have a significant impact on energetic masking in multitalker
listening, but that it can account for no more than a 2–3 dB
change in the energetic masking effectiveness of an interfer-
ing speech signal.

These values can be compared to the results of previous
experiments that have used different methods to estimate the
differences in the energetic masking efficiency of same- and
different-sex voices. As noted in Sec. I, Festen and Plomp
�1990� used speech-shaped noise to estimate the energetic
masking component of same- and different-sex talkers, and
found a difference of less than 2 dB across the two types of
masking voices, versus a 7–11 dB difference for normal
speech maskers. Thus the results obtained with a speech-
shaped noise masker are roughly comparable to those ob-
tained with the ITFS method, despite the substantial differ-
ences in methodology.

2. Comparison to statistical analyses of ITFS-
processed speech

From the psychoacoustic results shown in Fig. 2, it is
clear that there is a small but systematic increase in energetic
masking when an interfering voice is made more similar to
the target talker, and a large increase in energetic masking
when the number of interfering talkers increases. Certainly

TABLE I. Threshold effective TMR values for 60% performance in Experiment 1. These values are obtained
from the secondary scale at the lower right of Fig. 2.

Interferer�s� voice characteristics

MeanSame-talker Same-sex Different-sex

2 Talkers −23.68 dB −25.14 dB �=−1.46 dB −25.51 dB �=−0.37 dB −24.78 dB
3 Talkers −13.73 dB −15.14 dB �=−1.41 dB −16.44 dB �=−1.30 dB −15.10 dB
4 Talkers −8.88 dB −9.58 dB �=−0.70 dB −10.68 dB �=−1.10 dB −9.72 dB
� Mean �=−1.19 dB �=−0.93 dB
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an interesting question related to these results is the extent to
which these psychometric results correlate with the acousti-
cal properties of the target signal that was retained in the
ITFS stimulus in each condition. Figure 3 shows two analyti-
cal measures of the proportion of the target signal retained
after the ITFS processing at each LC value for each masker

condition tested in the experiment. The top panel shows the
proportion of retained T-F units in each condition. These
values were obtained by randomly generating roughly 400
stimuli for each data point using the same procedure used in
the psychophysical experiment, and simply counting the
number of T-F units retained after the ITFS processing. The
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FIG. 3. Acoustic analysis of ITFS-
processed stimuli in each masking
condition. The top panel shows the
proportion of T-F units retained in
each stimulus as a function of the LC
value. The bottom panel shows the
proportion of total energy retained in
the target stimulus as a function of the
LC value. See text for details.
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bottom panel shows the proportion of energy retained in the
stimulus, calculated simply by applying the ideal binary
mask for the trial to the target only �not the mixture� and
determining how much of the target energy was contained in
the T-F units that were retained in the ITFS stimulus.

The overall trends of the retained unit and retained en-
ergy curves in Fig. 3 are similar to those for the psychoa-
coustic data in the energetic masking region of Fig. 2, with
an increase in the retained portion of the target signal as the
similarity between the target and masker decreased. This can
be clearly seen in Tables II and III, which show the threshold
effective TMR values for 20% retained units and 20% re-
tained energy, respectively, using the same procedure used to
calculate the 60% correct individual thresholds in Table I.
The overall effects of target-masker similarity were most
similar to the psychoacoustic results in the retained-bin met-
ric, where there was a 1.8 dB shift in the threshold for 20%
retained units between the same-talker and same-sex condi-
tions �compared to 1.2 dB for the psychoacoustic data�, and
an additional 1.0 dB difference in the threshold for 20% re-
tained units between the same-sex and different-sex condi-
tions �compared to 0.9 dB for the psychoacoustic data�. The
shifts for 20% retained energy thresholds shown in Table III
were also similar in direction but slightly larger in magnitude
than the corresponding shifts in the psychoacoustics results,
with a 2.5 dB shift between the same-talker and same-sex
conditions and a 3.1 dB shift between the same-sex and
different-sex conditions.

Another notable feature shown in the upper panel of Fig.
3 is a reversal in the ordering of the proportion of retained
units for the different target-masker similarity conditions
when the LC value was less than 0 dB. Indeed, at negative
LC values, there were actually more retained units in the
same-talker conditions than in the different-sex conditions.
This result reflects a fundamental relationship between
spectro-temporal overlap and the proportion of retained units
in the ideal binary mask paradigm. When the LC value is

positive, there is a tendency to eliminate target units in T-F
regions where both the target and the masker contain energy,
so there is generally a reduction in retained units when the
spectro-temporal overlap in the target and masking signals
increases. However, when the LC value is negative, this
trend is reversed, and there is a general tendency to retain
T-F units where the target and masker overlap. Thus, at nega-
tive LC values, the proportion of retained target units actu-
ally increases as the target and masker become more similar.
As an illustration of this principle, consider two extreme
cases, one where the target and masker have exactly the
same energy distribution, and one where they are completely
non-overlapping �each occupying 50% of the T-F units�. In
the completely overlapping case, the proportion of retained
units will go from 0% to 100% as the LC value changes from
positive to negative, because the local SNR value is exactly
0 dB in every T-F unit. In contrast, in the non-overlapping
case, the proportion of retained units remains at 50% inde-
pendent of the LC value.

In the retained energy proportions shown in the lower
panel of Fig. 3, there is no evidence of a reversal in the
relative ordering of the different target-masker similarity
conditions at negative LC values. This seems to be at least
partially related to a ceiling effect in the results. Even in the
4-talker conditions, most of the energy was already retained
in the stimulus when the LC value was −6 dB.

If the top and bottom panels are carefully compared
across the three different columns of Fig. 3, it is apparent
that the ratio of the percentage of retained energy to the
percentage of retained units systematically increased as the
number of competing talkers increased. This result is most
likely related to the changes in the distribution of the energy
in the masker. As the number of competing talkers in the
stimulus increased, the spectro-temporal distribution of en-
ergy in the maskers became more uniform, which reduced
the probability of retaining T-F units that contained only a

TABLE II. Threshold effective TMR values for retention of 20% of the total T-F units within each type of
ITFS-processed stimulus.

Interferer�s� voice characteristics

Same-talker Same-sex Different-sex

2 Talkers −11.21 dB −14.29 dB �=−3.08 dB −15.44 dB �=−1.15 dB
3 Talkers −3.81 dB −5.26 dB �=−1.45 dB −6.22 dB �=−0.96 dB
4 Talkers −0.45 dB −1.32 dB �=−0.87 dB −2.18 dB �=−0.86 dB
� Mean �=−1.80 dB �=−0.99 dB

TABLE III. Threshold effective TMR values for retention of 20% of the total target energy within each type of
ITFS-processed stimulus.

Interferer�s� voice characteristics

Same-talker Same-sex Different-sex

2 Talkers −15.01 dB −18.76 dB �=−3.75 dB −21.93 dB �=−3.17 dB
3 Talkers −7.80 dB −9.96 dB �=−2.16 dB −13.14 dB �=−3.18 dB
4 Talkers −4.68 dB −6.36 dB �=−1.68 dB −9.39 dB �=−3.03 dB
� Mean �=−2.53 dB �=−3.13 dB
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small amount of target energy. This had the net effect of
increasing the average amount of target energy per unit in the
ITFS stimulus.

The proportions of retained units and retained energy
also appeared to do a good job of predicting the overall in-
telligibility of an ITFS stimulus across different numbers of
talkers and different LC values in Experiment 1. This can be
seen from Fig. 4, which shows scatter plots of the percentage
of correct listener responses in each masker configuration as

a function of the proportion of retained units �upper plot� and
the proportion of retained target energy �lower plot�. In gen-
eral, the relatively tight distributions of data points in these
two scatter plots show that listener performance was similar
across all the stimulus conditions that resulted in a similar
proportion of retained units or a similar proportion of re-
tained target energy. However, there are two notable trends in
the data. In the retained unit plot �upper panel�, there was a
general tendency for performance in the 2-talker condition
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FIG. 4. Scatter plot showing the per-
centage of correct color and number
responses in Experiment 1 as a func-
tion of the average proportion of re-
tained T-F units �top panel� and aver-
age proportion of retained target
energy �bottom panel�, in each stimu-
lus condition.
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�white symbols� to fall slightly below performance in the
same-talker and same-sex conditions �light and dark gray
symbols� with the same proportion of retained units, espe-
cially in the range from 0.1 to 0.2 retained units. Similarly, in
the retained energy plot �lower panel�, there was a general
tendency for performance in the different-sex condition �tri-
angles� to fall slightly below performance in the same-sex
and same-talker conditions �diamonds and circles� with the
same proportion of retained energy.

3. Evaluation of non-energetic masking effects

By comparing the results in Fig. 2 to previous psycho-
physical results that have measured the effect of TMR on
speech perception with the CRM corpus, it is possible to
calculate a rough estimate of the amount of non-energetic
masking that occurs in each condition. The open circles in
Fig. 5 redraw a subset of the data from Fig. 2 in a nine-panel
figure, with each row of the figure corresponding to a differ-
ent level of target-masker voice similarity and each column
corresponding to a different number of talkers in the stimu-
lus. Within each panel, the black square at a TMR value of
0 dB shows the level of performance achieved in the unseg-
regated control condition of this experiment. For compari-
son, the gray diamonds in the figure show unsegregated per-

formance as a function of TMR from a study that used the
same CRM materials used in this experiment �Brungart et
al., 2001�. These results are nearly identical to the unsegre-
gated results collected at a TMR value of 0 dB in the present
experiment. In the 2-talker same-sex and different-sex con-
ditions, shaded triangles have been used to plot the results of
another study �Wightman and Kistler, 2005� that examined
performance in monaural presentations of the CRM stimuli
to adult listeners as a function of TMR value at lower TMR
values than those used in the Brungart et al. �2001� study.
This experiment used only two of the eight talkers in the
CRM corpus, and this resulted in generally higher perfor-
mance levels that are probably not directly comparable to the
present study, but the data do provide some insights into the
psychometric function for 2-talker CRM listening tasks at
very low TMR values.

In all cases, it is clear that the ITFS processing resulted
in a substantial improvement in performance over the unseg-
regated condition conducted at the same effective TMR
value. The black arrows show the decrease in effective TMR
value required to bring performance with the ITFS-processed
mixture down to the same level achieved with the original
�unprocessed� mixture at a TMR value of 0 dB. The size of
this shift, which is indicated by the number shown to the
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FIG. 5. Comparison of performance with ITFS-processed and unsegregated stimuli as a function of the effective TMR value of the stimulus. The open circles,
which are re-plotted from Fig. 2, show performance in the ITFS-processed conditions of the experiment as a function of the effective TMR value of each data
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right of the arrow, can be viewed as a crude quantitative
estimate of the amount of non-energetic masking in each
listening condition. Across the nine conditions tested in this
experiment, the advantage of the ITFS processing ranged
from 12 dB in the 4-talker, different-sex condition to 27 dB
in the 2-talker, same-talker condition. These results suggest
that, in contrast to the amount of energetic masking, the
amount of non-energetic masking is influenced more by the
target-masker similarity than by the number of competing
talkers in the stimulus. Across all conditions, the amount of
non-energetic masking was 6–10 dB higher in the same-sex
condition than in the different-sex condition, and an addi-
tional 3–4 dB higher in the same-talker condition than in the
same-sex condition.

Although the main focus of Experiment 1 was an exami-
nation of the effects of target-masker similarity on energetic
and non-energetic masking for a fixed number of talkers, the
relatively modest variations in non-energetic masking that
occurred when the number of interfering talkers was in-
creased at a fixed level of target-masker similarity are also
noteworthy. These effects can be seen by looking across the
arrows from left to right in each row of Fig. 5. In the same-
talker and same-sex conditions, the amount of non-energetic
masking was almost constant across the 2, 3, and 4-talker
conditions, varying only from 24 to 27 dB in the same-talker
masker condition and from 21–23 dB in the same-sex
masker condition. In the different-sex masking condition, the
amount of non-energetic masking decreased more substan-
tially �from 12 to 17 dB� as the number of interfering talkers
increased from 2–4, but this change was still quite modest in
comparison to the much larger 9–14 dB changes seen with
variations in the target-masker similarity of the stimulus.

Qualitatively, these systematic changes in non-energetic
masking with the number of competing talkers appear to be
smaller than those reported by Freyman et al. �2004�, who
reported roughly a 5 dB decrease in non-energetic masking
as the number of same-sex interfering talkers increased from
2 to 3, and by Simpson and Cooke �2005�, who did not use a
decibel-based measure but reported an apparent increase in
non-energetic masking as the number of interfering talkers
increased from 1 to 3. However, direct comparisons of non-
energetic masking across different measurement methodolo-
gies and, in particular, across different speech perception
tests should only be made with caution: many factors will
influence the amount of non-energetic masking, including the
underlying confusability of the target and masking stimuli
�relatively high with the CRM stimuli� and the underlying
sensitivity of the speech perception test to energetic masking
�relatively low with the CRM stimuli�. The method for esti-
mating non-energetic masking shown in Fig. 5 is a useful
method because it provides a consistent means for compar-
ing informational masking effects across a broad range of
different stimulus types. However, it would be a mistake to
assume that all speech perception tests will produce the same
results obtained with the CRM stimuli. Furthermore, it is
difficult to extrapolate the results shown in Fig. 5 to those
that would be obtained with a larger number of competing
talkers. Experiment 2 was conducted to more fully examine

how energetic and non-energetic masking varied as a func-
tion of the number of competing talkers in the CRM test.

IV. EXPERIMENT 2: EFFECTS OF NUMBER OF
COMPETING TALKERS WITH ITFS

One interesting aspect of the results from Experiment 1
is that none of the conditions tested indicates that any sig-
nificant amount of energetic masking occurs in a CRM task
with a TMR of 0 dB. Even in the most difficult condition
tested where the target CRM phrase was masked by three
interfering phrases spoken by the same talker who produced
the target speech, performance was near 100% when the LC
value was set to 0 dB �as compared to about 12% correct in
the “unsegregated” condition that included the effects of both
informational and energetic masking�. This raises the inter-
esting question of how many simultaneous overlapping
equal-level speech signals really are necessary to produce a
considerable amount of energetic masking in the CRM lis-
tening task. In order to explore this question, a second ex-
periment was conducted to examine performance as a func-
tion of the number of competing talkers when the LC value
was fixed at 0 dB.

A. Methods

The procedures used in Experiment 2 are similar to
those used in Experiment 1. For each trial, the target and
interfering phrase�s� were randomly selected from the CRM
corpus, scaled to have the same overall rms levels, and
summed together to produce target, interferer, and mixture
signals. The procedures outlined in Sec. III were then used to
generate an ideal binary mask with LC set to 0 dB, and this
binary mask was used to resynthesize an output signal that
was stored off-line on a PC for later presentation to the lis-
teners. The primary difference between Experiment 2 and
Experiment 1 was the number of interfering talkers: in Ex-
periment 2, the number of interfering talkers in each trial was
randomly selected from 1 of 10 values ranging from 1 to 18
�1, 2, 4, 6, 8, 10, 12, 14, 16, and 18�, with all of the inter-
fering phrases spoken by the same talker �randomly selected
on each trial� who spoke the target phrase.

Due to the large number of simultaneous voices for
some cases, as well as the limiting variety of unique call-
sign/color/number combinations in the CRM corpus, extra
care was taken to ensure that the phrases presented within
each trial differed in terms of call-sign, color, and number to
the greatest extent possible. Previously, call signs, colors,
and numbers could not repeat within the same trial. In this
experiment, while the target call sign remained unique with
“Baron,” the interferer call signs, colors, and numbers could
duplicate within each trial. The distribution of these condi-
tions within each trial was assigned to minimize such dupli-
cation. The same nine listeners who participated in Experi-
ment 1 also participated in Experiment 2, with each subject
conducting 10 blocks of 50 trials.

B. Results and discussion

The overall results from Experiment 2 are shown by the
shaded circles in Fig. 6. In this figure, each shaded circle
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represents a different number of competing talkers, as indi-
cated by the number at the center of each data point. In each
case, the data have been plotted as a function of the mean
overall SNR of the original stimulus, calculated from the
ratio of the total rms energy in the target phrase to the total
rms energy in the interference of a multitalker mixture. For
example, in the 3-talker case of Experiment 2 �shaded
circles�, the two interfering talkers were presented at the
same level as the target speech, so the total mixture of inter-
fering signals in that condition is roughly 3 dB more intense
than the target and thus produces an overall SNR of approxi-
mately −3 dB. In the 19-talker condition, the 18 interfering
talkers produce a combined rms interference energy level
roughly 13 dB higher than the target phrase, so it is plotted at
a SNR value of approximately −13 dB.

As in Experiment 1, these results show that the color and
number identification performance is near 100% when the
stimulus contained a small number of competing talkers
��4�. As the number of competing talkers is increased be-
yond 4, there was a steady decrease in performance. How-
ever, even in the worst condition tested, where the target
speech signal was masked by 18 different competing speech
signals each spoken at the same level by the same talker, the
application of ITFS with 0 dB LC resulted in a performance
level that was well above chance �35% versus 3% for chance
performance�. These results suggest that the difficulties lis-
teners have in understanding signals containing a large num-
ber of competing talkers are largely due to informational, not
energetic, masking effects. Put another way, it seems that
even extremely dense multitalker babbles often contain
enough glimpses of the individual talkers to make it theoreti-
cally possible to comprehend a single voice, but without
some way to conclusively group the glimpses produced by a
single talker together into a cohesive auditory image, the
listener has no hope of successfully understanding any of the
individual talkers in a complex multitalker environment.

The results from Experiment 2 also provide an opportu-
nity to further explore the energetic masking efficiency of an

interfering speech signal. A number of previous researchers
have commented that masking signals containing more than
one interfering talker generally produce lower intelligibility
than masking signals containing a single interfering talker at
the same overall SNR. This is believed to occur because the
multiple competing speech signals “fill in the gaps” that lis-
teners could ordinarily use to obtain a glimpse of the target
speech �Simpson and Cooke, 2005; Freyman et al., 2004;
Bronkhorst and Plomp, 1992; Festen and Plomp, 1990;
Miller, 1947�. To this point, however, it has been difficult to
accurately measure this effect because of the complications
involved in distinguishing the increased energetic masking
caused by filling in the gaps from any change in informa-
tional masking that might occur when more voices are added
to the stimulus. The ITFS approach used in this study allows
us to make a direct comparison of the effects of energetic
masking as a function of the number of interfering talkers in
the stimulus and the effective overall SNR of the signal.

The open circles in Fig. 6 re-plot the data obtained at the
different positive LC values tested in Experiment 1 of Brun-
gart et al. �2006� to show performance as a function of the
approximate effective overall SNR in a stimulus containing a
fixed number of interfering talkers �these data were collected
with the same nine listeners used in this study; they are plot-
ted here because the earlier study tested more LC values in
the same-talker condition� For example, in the 4-talker con-
dition of that experiment, the ITFS processing with a LC
value of 0 dB produces results that roughly simulate the en-
ergetic masking that occurs from a 3-talker interfering
speech signal presented at a TMR of 0 dB. Such an interfer-
ing signal, which contains three speech signals with the same
rms power as the target speech, has a combined rms power
that is approximately 4.8 dB higher than the target. Conse-
quently, the 4-talker condition with a 0 dB LC value is plot-
ted at an SNR value of −4.8 dB in Fig. 6. Similarly, the
4-talker data collected with a LC value of +3 dB corresponds
to a 4-talker signal with a mixture SNR reduced by 3 and
0 dB LC, giving an overall SNR of approximately −7.8 dB.
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FIG. 6. Percentage of correct color and number identi-
fications in Experiment 2 as a function of the overall
SNR. The shaded circles show the performance for each
of the ten different numbers of simultaneous talkers
tested in Experiment 2, with the number of simulta-
neous talkers in each condition indicated in the center
of each data point. In each case, the data have been
plotted as a function of the mean overall SNR. The
error bars show the 95% confidence intervals around
each data point. For comparison purposes, the open and
numbered circles re-plot the data obtained for 2-, 3-, or
4-talkers at different positive LC values to show perfor-
mance as a function of the approximate overall SNR in
a stimulus containing a fixed number of interfering talk-
ers. The open squares show results from the unsegre-
gated conditions with 2-, 3-, or 4-talkers and a TMR
value of zero �plotted here as a function of SNR�. The
closed symbols show performance for a CRM stimulus
with an ITFS-processed continuous noise masker �re-
plotted from Brungart et al., 2006�.
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Thus, the 4-talker data with a LC value of +3 dB from Ex-
periment 1 of Brungart et al. �2006� is re-plotted in Fig. 6 at
an SNR value of −7.8 dB. Similar procedures are used to
plot performance from the 2-, 3-, and 4-talker conditions of
that experiment as a function of overall effective SNR for all
SNR values from 0 to −13 dB.

For comparison purposes, data are also shown for un-
segregated speech maskers and for ITFS-processed noise
maskers. The open squares in Fig. 6 re-plot the data from the
unsegregated 2-, 3-, and 4-talker conditions of Brungart et al.
�2006� as a function of stimulus SNR. Finally, the closed
symbols in Fig. 6 show performance for the ITFS processed
continuous noise masker from Experiment 2 of Brungart et
al. �2006� as a function of the effective stimulus SNR. In
theory, this type of speech-shaped noise masker is equivalent
to a masking signal comprised of an infinite number of in-
terfering talkers.

Comparing the different curves in Fig. 6, it is first ap-
parent that performance in the unsegregated condition �open
squares� dropped off much more dramatically with an in-
crease in the number of competing talkers than any of the
ITFS-processed conditions. Indeed, when the number of un-
segregated talkers increases to 4, performance dropped to
near chance level, even though the effective SNR value in
that condition is greater than −5 dB. In comparison, perfor-
mance in the ITFS conditions of Experiment 2 remained well
above chance level even when there were 19 simultaneous
talkers and the SNR was less than −12 dB. Thus one can
conclude that non-energetic masking effects related to the
confusability of the target and masking voices tend to domi-
nate overall performance in CRM tasks involving more than
one simultaneous talker.

Next, it is apparent that the effects of energetic masking
indeed increase substantially when additional interfering
voices are added to a stimulus in which the overall SNR is
held constant—for instance, compare the percent correct val-
ues of the curves at the overall SNR of −10 dB. The 2-, 3-,
and 4-talker lines show a systematic increase in energetic
masking with the number of competing talkers, and the
“multitalker” line from Experiment 2 shows considerably
worse performance than the 4-talker line for all conditions
containing more than four competing talkers. In the most
extreme case tested, the 19-talker point from Experiment 2
shows performance dropping to roughly 35% correct re-
sponses when the overall SNR is −13 dB, compared to per-
formance levels of approximately 60%, 75%, and 85% in the
4-, 3-, and 2-talker conditions, respectively, at the equivalent
overall SNR. These results conclusively demonstrate that the
effects of energetic masking increase substantially when ad-
ditional interfering talkers are added to a multitalker stimulus
at a fixed overall SNR.

The results in Fig. 6 also provide some insight into how
many simultaneous talkers are necessary for a multitalker
speech stimulus to produce the same amount of masking as a
speech-shaped noise signal at the same overall SNR value.
Comparing the multitalker line to the continuous noise line,
we see that the multitalker stimulus generally produced less
energetic masking than the noise interferer when it contained
seven or fewer simultaneous talkers, but that it actually pro-

duced slightly more energetic masking than the noise inter-
ferer when it contained nine or more simultaneous talkers.
This result suggests that roughly six to eight interfering talk-
ers are required to fill in the gaps in a multitalker stimulus to
the point that it will produce the same amount of energetic
masking as a continuous noise signal. Note that this is
roughly consistent with the results of Simpson and Cooke
�2005�, which showed that the amount of energetic masking
caused by a babble-modulated noise increased sharply as the
number of competing talkers used to generate the babble
increased from 1 to 6 but began to level off as the number of
talkers increased beyond 6. However, Simpson and Cooke
�2005� also showed that as many as 512 actual speech sig-
nals �as opposed to modulated noises� were required to pro-
duce a masker equivalent to speech-shaped noise, suggesting
that the composition of the audible portion of the masker
plays an important role in determining how well listeners can
extract a target speech signal from a complex acoustic mix-
ture. This result provides further evidence that performance
in multitalker tasks is limited by the ability to extract usable
target information from a mixture containing similar masker
information than by a complete loss of target information
due to spectro-temporal overlap with a more powerful
masker.

V. CONCLUDING REMARKS

The experiments reported in this study extend our pre-
vious investigation where ITFS was introduced to remove or
largely reduce informational masking effects �Brungart et al.,
2006�. In Experiment 1, we have applied ITFS to multitalker
mixtures where interfering talkers are either the same as or
different from the target talker and the number of competing
talkers is systemically varied. As in the previous study, the
results show that performance is almost perfect when the
ITFS method is applied to a multitalker signal with a TMR
of 0 dB. As the effective TMR of the stimulus decreases
below 0 dB, performance does eventually decrease. How-
ever, the vocal similarity of the target and masking signals
had relatively little effect on performance for the ITFS
stimuli. Changing from a stimulus with interfering phrases
spoken by the target talker to a stimulus with masking
phrases spoken by different same-sex talkers than the target
talker resulted in a large release from non-energetic masking
�as indicated by the large improvement in performance in
Fig. 2 for ITFS-processed stimuli at LC values less than
−6 dB� but only about a 1.19 dB release from energetic
masking �as indicated by the relatively small improvement in
performance in Fig. 2 for LC values greater than 0 dB�.
Changing from same-sex interfering talkers to different-sex
interfering talkers produced only an additional 0.93 dB re-
lease from energetic masking. Thus it seems that energetic
masking due to spectro-temporal overlap between the target
and masking voices can account for only a tiny fraction of
the release from masking that occurs when a same-sex mask-
ing voice is replaced with a voice spoken by a different-sex
interfering talker.

Conceptually, the non-energetic masking values shown
in Fig. 5 are closely related to the notion of informational
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masking as it has been applied in the context of multitalker
listening �Brungart, 2001; Carhart and Tillman, 1969; Frey-
man et al., 1999; Kidd et al., 1998; Pollack, 1975�. In the
context of ITFS, non-energetic masking refers to the release
from masking that occurs when the acoustically detectable
elements of the target signal are preserved but the acousti-
cally detectable components of the masker are artificially re-
moved from the stimulus. Thus, one would expect non-
energetic masking to increase in cases where the target and
masker are perceptually similar, and thus hard to distinguish
from one another, and decrease in cases where the target and
masker are perceptually different. In the most extreme case
of masker dissimilarity, where the target signal is speech and
the masker is Gaussian noise, Brungart et al. �2006� showed
that ITFS processing resulted in only a 2–5 dB release from
masking. In contrast, the application of ITFS processing in
this experiment always produced at least a 12 dB release
from masking. This suggests that non-energetic masking ef-
fects contribute substantially to the segregation of speech
from a speech masker even when that masker is easily dis-
tinguished from the target speech by an obvious difference in
talker sex. The results also showed a 9–14 dB release from
non-energetic masking when switching from same-talker
maskers to different-sex maskers. Again, these results are
consistent with the notion that informational masking in-
creases when target and masking voices are made progres-
sively more similar to one another.

In Experiment 2, the ITFS technique was applied to a
speech signal that was masked by up to 19 simultaneous
competing speech signals. Remarkably, the results show that
listeners could still perform well above chance when the
ITFS procedure was applied to a mixture with 18 simulta-
neous interfering speech signals, even when all the compet-
ing phrases were spoken by the same talker. In contrast, per-
formance was near chance �8%� with just four competing
talkers when no ITFS processing was applied. These results
show that there are enough target-dominated T-F regions to
extract some information about a target speech signal even in
extremely dense acoustic mixtures, and suggest that poor
performance in multitalker tasks is probably more due to the
inability to successfully identify and segregate the target
acoustic information in the mixture than to a complete loss
of all acoustic information related to the target speech.
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This study assessed the effects of spectral smearing and temporal fine structure �TFS� degradation
on masking release �MR� �the improvement in speech identification in amplitude-modulated
compared to steady noise observed for normal-hearing listeners�. Syllables and noise stimuli were
processed using either a spectral-smearing algorithm or a tone-excited vocoder. The two processing
schemes simulated broadening of the auditory filters by factors of 2 and 4. Simulations of the early
stages of auditory processing showed that the two schemes produced comparable excitation
patterns; however, fundamental frequency �F0� information conveyed by TFS was degraded more
severely by the vocoder than by the spectral-smearing algorithm. Both schemes reduced MR but, for
each amount of spectral smearing, the vocoder produced a greater reduction in MR than the
spectral-smearing algorithm, consistent with the effects of each scheme on F0 representation.
Moreover, the effects of spectral smearing on MR produced by the two schemes were different for
manner and voicing. Finally, MR data for listeners with moderate hearing loss were well matched
by MR data obtained for normal-hearing listeners with vocoded stimuli, suggesting that impaired
frequency selectivity alone may not be sufficient to account for the reduced MR observed for
hearing-impaired listeners. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3126344�

PACS number�s�: 43.71.Gv, 43.71.Es, 43.66.Mk, 43.71.Ky �BCM� Pages: 4023–4033

I. INTRODUCTION

Speech intelligibility improves—sometimes
considerably—when a background masker fluctuates in am-
plitude compared to when unmodulated noise is used.
Among the different auditory mechanisms supposed to be
involved in this so-called “speech masking release �MR�”
effect �see Füllgrabe et al., 2006; George et al., 2006; or
Rhebergen et al., 2006, for recent reviews�, the ability of
normal-hearing listeners to use “glimpses”—i.e., specific
spectrotemporal regions where the target speech energy ex-
ceeds that of the masker by a given amount—to identify
speech in fluctuating backgrounds may play a critical role
�e.g., Miller and Licklider, 1950; Howard-Jones and Rosen,
1993; Cooke, 2006�.

Several studies indicate that MR is substantially de-
graded or abolished for listeners with moderate to severe

cochlear hearing loss �e.g., Duquesnoy, 1983; Festen and
Plomp, 1990; Gustafsson and Arlinger, 1994; Bacon et al.,
1998; Peters et al., 1998; Nelson et al., 2003; Nelson and Jin,
2004; Stickney et al., 2005; George et al., 2006; Lorenzi
et al., 2006a, 2006b�. Among the different basic sensory
deficits that may contribute to this reduction in MR, impaired
frequency selectivity �see Moore, 2007, for a review� and
impaired perception of temporal fine structure �TFS� cues
�the rapid oscillations with a rate close to the center fre-
quency �CF� of the band; e.g. Lorenzi et al., 2006b, 2009;
Hopkins et al., 2008; see Moore, 2008, for a review� seem to
be of particular importance. It has been suggested that both
sensory deficits degrade the ability to glimpse speech in fluc-
tuating background noise by impairing voice pitch �pitch
contour and pitch disparities� and formant perception �e.g.,
Stickney et al., 2004; Binns and Culling, 2007; Moore,
2008�. Consistent with this idea, a recent study by Hopkins
and Moore �2009� using speech and noise mixtures pro-
cessed to contain variable amounts of TFS indicates that, for
normal-hearing listeners, the greatest benefit of TFS informa-

a�Present address: Equipe CNRS Audition, Département d’Etudes Cogni-
tives, Ecole Normale Supérieure, 29 rue d’Ulm, 75005 Paris, France. Elec-
tronic mail: dan.gnansia@ens.fr
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tion to MR is observed for frequency channels covering the
voice fundamental frequency �F0� and its low harmonics.

The effects of both sensory deficits on MR have been
demonstrated by simulation studies conducted using normal-
hearing listeners, showing that MR is strongly reduced and
sometimes disappears when spectral and TFS cues are physi-
cally degraded in the speech+noise mixture using various
speech-processing schemes. In one set of studies, the degra-
dation of spectral cues was achieved using spectral-smearing
techniques that simulated broadening of the auditory filters
�e.g., ter Keurs et al., 1993; Baer and Moore, 1994�. In an-
other set of studies using vocoders, the degradation of TFS
cues was achieved by replacing the carrier signal with noise
or by a sine tone within each channel of a bank of analysis
frequency channels �e.g., Nelson et al., 2003; Qin and Ox-
enham, 2003; Fu and Nogaki, 2005; Stickney et al., 2005;
Zeng et al., 2005; Füllgrabe et al., 2006; Hopkins et al.,
2008; Gnansia et al., 2008�.

Any change in the power spectrum of speech and back-
ground stimuli produced by spectral-smearing algorithms
modifies their TFS, even though the phase spectrum of the
stimuli was explicitly preserved by the sequence of opera-
tions in such processing schemes. Conversely, any change in
the TFS of speech and background stimuli produced by vo-
coders modifies their power spectrum. Thus, the speech-
processing schemes used in previous studies degraded both
spectral and TFS cues. Deficits in frequency selectivity and
TFS processing are likely to occur jointly in most cases of
moderate and severe hearing loss. For instance, broader au-
ditory filters result in more complex and more rapidly vary-
ing TFS for speech signals, which may make the TFS less
usable �e.g., Moore, 2008�. However, a recent study suggests
that impaired perception of TFS cues may occur in the ab-
sence of impaired frequency selectivity �Lorenzi et al.,
2009�. This warrants further investigation of the contribution
of impaired perception of TFS to MR, in combination with
impaired frequency selectivity.

It is important to note that vocoders and spectral-
smearing algorithms are not equivalent in the time domain.
Although the wave shape is altered by the spectral smearing
process in Baer and Moore’s �1993, 1994� algorithm, the
harmonic structure and basic periodicities are preserved. As a
consequence, when voiced speech sounds are processed by
this algorithm, the resulting output signals still sound voiced.
This is not the case for vocoders, which severely degrade the
harmonic structure and fundamental periodicity of speech
stimuli. Thus, spectral-smearing techniques and vocoders
may be set to yield comparable amounts of spectral smearing
at the outputs of the auditory filters �i.e., comparable smear-
ing of “place of excitation” cues�, while producing different
amounts of degradation of TFS cues.

The goal of the present study was to compare MR for
normal-hearing listeners using speech and noise stimuli pro-
cessed to simulate: �i� broadening of auditory filters by fac-
tors of 2 and 4, and �ii� different amounts of degradation of
TFS cues. Consonant identification was measured using non-
sense vowel-consonant-vowel �VCV� stimuli embedded in
steady or sinusoidally amplitude-modulated speech-shaped
noise maskers presented at a fixed, global signal-to-noise ra-

tio �SNR� yielding 50%-correct identification for steady
noise. Amplitude-modulation rate and depth were fixed at 8
Hz and 100%, respectively. These parameters were chosen to
get maximum MR with sinusoidally amplitude-modulated
speech-shaped noise maskers �Füllgrabe et al., 2006; Lorenzi
et al., 2006a; Gnansia et al., 2008�. The speech and noise
stimuli used in these experiments were degraded using �i� a
spectral-smearing technique �Baer and Moore, 1993, 1994�
based on the overlap-add method, or �ii� a 32-band tone-
excited vocoder �TV� �e.g., Gnansia et al., 2008�. In the
present paper, these two algorithms will be referred to as
Baer and Moore �1993� �B&M� and TV, respectively. Both
speech-processing schemes were used to simulate broaden-
ing of auditory filters by factors of 2 and 4, which is repre-
sentative of moderate and severe hearing loss, respectively
�e.g., Tyler et al., 1984; Glasberg and Moore, 1986; Dubno
and Dirks, 1989; Peters and Moore, 1992; Stone et al., 1992;
see also Moore, 2007 for a review�. In each experimental
condition, MR was quantified as the difference in identifica-
tion scores or phonetic information received using modulated
and steady noise backgrounds. The MR data for normal-
hearing listeners were compared to MR data obtained in
identical conditions with unprocessed speech and noise
maskers for listeners with flat, moderate cochlear hearing
loss �Lorenzi et al., 2006a�.

In addition, computer simulations of two models of the
early stages of auditory processing were conducted using the
same speech stimuli and speech-processing schemes to quan-
tify the degradation of �i� place �pattern of excitation� cues
and �ii� pitch cues conveyed by TFS. Both models were
based on the same front end, which consisted of a model of
the peripheral auditory system. The output of this front end
was used to compute spectrotemporal excitation patterns
�STEPs� �e.g., Cooke, 2006� in the first model and summary
autocorrelograms �e.g., Meddis and Hewitt, 1992; Meddis
and O’Mard, 1997� in the second one.

II. MATERIAL AND SPEECH-PROCESSING SCHEMES

A. Stimuli

Forty-eight VCV stimuli were recorded digitally via a
16-bit Analog/Digital converter at a 44.1-kHz sampling fre-
quency and equalized in rms power �Lorenzi et al., 1999,
2006a, 2006b; Füllgrabe et al., 2006; Gilbert and Lorenzi,
2006; Gnansia et al., 2008�. The stimuli consisted of 3 ex-
emplars of 16 /aCa/ utterances �C= /p, t ,k ,b ,d ,g , f , s ,
� ,v ,z ,c ,m,n , r , l/� read by a female native French speaker
in quiet �mean VCV duration=648 ms; standard deviation
=46 ms�. The F0 of the female voice was estimated as 221
Hz using the YIN algorithm �de Cheveigné and Kawahara,
2002�. A speech-shaped noise, refreshed in each interval, was
added to each utterance. The noise was gated on and off with
the target speech item. The noise was digitally generated at a
sampling frequency of 44.1 kHz and spectrally shaped to
match the long-term power spectrum of the speech material.
This noise was either steady or modulated in amplitude by a
sine-wave modulator with a modulation depth m of 100%,
and a modulation frequency of 8 Hz. The starting phase of
the modulation was randomized in each interval.
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Each stimulus was presented monaurally to the right ear
via headphones �Sennheiser HD 250� at an average sound
pressure level �SPL� of 75 dB �root mean square� for con-
tinuous speech in noise. Output levels at the headphones
were measured using a Brüel and Kjær artificial ear �type
4153� and microphone �type 4192�.

B. Spectral-smearing algorithm

Spectrally smeared stimuli were constructed from the
unprocessed speech stimuli in quiet or in noise using the
B&M algorithm. The algorithm was based on an overlap-
and-add procedure �Allen, 1977�: For each analysis/synthesis
frame �2048 points�, the short-term spectrum was calculated
using a Hanning window and a fast Fourier transform �FFT�.
Spectral smearing by a factor of 2 or 4 was then performed
on the power spectrum, using a smearing matrix based on
2-ERBN or 4-ERBN-wide auditory filters �ERBN: average
equivalent rectangular bandwidth of the auditory filter as de-
termined using young normally hearing listeners tested at
moderate sound levels; Moore, 2007�. The auditory filters
were assumed to have the form of the roex�p� filter sug-
gested by Patterson et al. �1982�. The smeared power spec-
trum was then combined with the non-modified phase spec-
trum, and transformed back into the time domain using an
inverse FFT. Waveforms obtained from overlapping analysis
frames �50% overlapping� were added to produce the final
output. Spectral smearing by a factor of 1 was also per-
formed to produce a set of stimuli with intact spectral cues
�signal processing resulting in perfect stimulus reconstruc-
tion in that case�. A preliminary experiment indicated that, in
agreement with Baer and Moore �1993�, all listeners reached
100%-correct identification with spectrally smeared speech
stimuli presented in quiet, for both values of the smearing
factor.

C. Tone-excited vocoder

Vocoded stimuli were constructed from the unprocessed
speech stimuli in quiet or in noise, using a TV similar to that
described by Gnansia et al. �2008�. Each digitized signal was
passed through a bank of 32, fourth-order gammatone
�Patterson, 1987� filters �also called “analysis filters” there-
after�, each 1-, 2-, or 4-ERBN-wide with CFs uniformly
spaced along an ERBN-number scale �one filter per ERBN�
ranging from 80 to 8583 Hz. In each frequency band, the
temporal envelope was extracted using full-wave rectifica-
tion and lowpass filtering at 64 Hz with a zero-phase, sixth-
order Butterworth filter. The resulting envelopes were used
to amplitude modulate sine-wave carriers with frequencies at
the CF of the gammatone filters, and with random starting
phase. Impulse responses were peak-aligned for the envelope
�using a group delay of 16 ms� and the TFS across frequency
channels �Hohmann, 2002�. The modulated signals were fi-
nally weighted and summed over the 32 frequency bands.
The weighting compensated for imperfect superposition of
the bands’ impulse responses at the desired group delay. The
weights were optimized numerically to achieve a flat fre-
quency response �Hohmann, 2002�. A preliminary experi-
ment indicated that all listeners reached 100%-correct iden-

tification with processed speech stimuli presented in quiet for
1- and 2-ERBN-wide analysis filters, and about 90%-correct
identification in quiet for 4-ERBN-wide analysis filters.

D. Quantitative assessment of speech-processing
schemes

Two computational models of the early stages of audi-
tory processing were used to quantify the degradation pro-
duced by each speech-processing scheme for �i� place of ex-
citation cues, and �ii� F0 cues conveyed by TFS. These
models were based on the same front end, that is, a four-
stage model of peripheral auditory processing consisting of
�i� middle ear �bandpass� filtering �first-order Butterworth fil-
ter; �3-dB cutoff frequencies: 450–8500 Hz�, �ii� cochlear
filtering �100, 1-ERBN-wide gammatone filters with CF loga-
rithmically spaced between 80 and 8000 Hz�, �iii� half-wave
rectification, and �iv� logarithmic compression. Simulations
were conducted using the whole set of 48 VCV stimuli of the
present study, presented in quiet.

1. Model I „STEPs…

This model aimed to quantify and compare the smearing
effects produced by each speech-processing scheme on place
of excitation cues. In both cases, STEPs were obtained by
lowpass filtering the output of the 100 channels of the front
end using a time constant of 8 ms �Butterworth filter, cutoff
frequency=20 Hz; rolloff: 12 dB/octave� and down-
sampling the filtered stimuli to 900 Hz. In the first simula-
tions �aiming to quantify the spectral smearing effects pro-
duced by each scheme�, the mean correlation coefficient was
computed between the STEPs evoked by the processed
VCVs �using B&M or TV schemes� and the STEPs evoked
by the original �unprocessed� VCVs. The mean correlation
coefficient was computed for each VCV stimulus and each
amount of spectral smearing used. In the second simulations
�aiming to compare smearing effects across schemes�, the
mean correlation coefficient was computed between the
STEPs evoked by the B&M-processed VCVs and the STEPs
evoked by the TV-processed VCVs for an identical amount
of spectral smearing. Again, the mean correlation was com-
puted for each VCV stimulus and each amount of spectral
smearing used in this study. The final correlation coefficient
used to quantify STEP similarity was obtained by computing
the mean correlation coefficient across the 48 VCV stimuli.

The results are presented in Fig. 1 for each amount of
spectral smearing. The results of the first simulations are
shown by open �TV� and filled �B&M� squares. Mean corre-
lation coefficients are almost the same for each amount of
smearing, indicating that the B&M and TV schemes degrade
place of excitation cues similarly. The results of the second
simulations are shown by stars. Correlations were never per-
fect; nevertheless, they were high ��0.9� and similar across
smearing conditions, suggesting—again—that the two
speech-processing schemes produced similar excitation pat-
terns and spectral-smearing effects.
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2. Model II „summary autocorrelograms…

This second model aimed to quantify the effects pro-
duced by each speech-processing scheme in the time �and
especially TFS� domain. Stimuli passed through the front
end were lowpass filtered at 1.5 kHz �FIR filter;
−3 dB cutoff=1.5 kHz; 100-dB attenuation at 5 kHz� to
simulate the loss of neural phase-locking to TFS cues above
this frequency. For each amount of spectral smearing, sum-
mary autocorrelograms �that is across-channel aggregations
of autocorrelograms; e.g., Meddis and Hewitt, 1992; Meddis
and O’Mard, 1997� were calculated for each type of pro-
cessed stimulus, and compared to the summary autocorrelo-
grams evoked by the unprocessed versions of the VCV
stimuli. Autocorrelation functions were computed over the
whole VCV duration and over a shorter segment of 100 ms,
corresponding to the second vowel of the VCV stimulus. In
each case, autocorrelation functions were restricted to the
“periodicity-pitch” region �80–500 Hz� to assess the fidelity
of transmission of the fundamental periodicity, a cue poten-
tially important for MR according to previous work �e.g.,
Stickney et al., 2004; Hopkins and Moore, 2009�. In other
words, the delays considered in the outputs of the autocorre-
lograms were restricted between 2 ms �500 Hz� and 12.5 ms
�80 Hz�. Summary autocorrelograms were calculated by ag-
gregating autocorrelation functions for peripheral channels
tuned to low-order ��eighth harmonic�, resolved harmonics
only �that is, for a subset of gammatone filters in the periph-
eral processing stage, corresponding to the lowest 56 gam-
matone filters�. This restriction in the calculation of summary
autocorrelograms aimed to minimize the contribution of pe-
riodic temporal-envelope cues at F0 at the output of auditory
filters to the estimate of periodicity pitch. However, it is
important to note that TFS cues may also convey useful
periodicity-pitch information for partially resolved harmon-

ics �between the 8th and 11th harmonics; e.g., Moore and
Moore, 2003a, 2003b; Hopkins and Moore, 2007�.

The results are presented in Fig. 2 for each speech-
processing scheme and each amount of spectral smearing.
Highly similar correlation values were obtained for the
whole VCV �squares� and the shorter segment �/a/; triangles�.
For each speech-processing scheme, correlation values
dropped with increasing amount of spectral smearing, con-
sistent with the notion that spectral smearing degrades TFS
cues. However, for each amount of spectral smearing �that is,
for similar STEPs�, much higher correlation values were ob-
tained with the B&M algorithm �filled symbols with continu-
ous lines: correlations between 0.5 and 1� than with the TV
scheme �open symbols with continuous lines: correlations
between 0 and 0.59�. This was particularly clear for smearing
by a factor of 2 where the correlation values obtained with
the B&M algorithm ranged between 0.77 and 0.82, whereas
those obtained with the TV scheme ranged between 0.2 and
0.29. An even greater difference between the B&M algo-
rithm �filled symbols with dotted lines: correlations between
0.49 and 1� and TV scheme �open symbols with dotted lines:
correlations between 0 and 0.16� was obtained when sum-
mary autocorrelograms were restricted to the mid-frequency
range, that is, when summary autocorrelograms were calcu-
lated for channels tuned between 0.5 and 1.5 kHz. This re-
vealed that the relatively high correlation value of 0.59 ini-
tially obtained with the TV scheme using 1-ERBN-wide
analysis filters �i.e., when no spectral smearing was applied
to the stimuli� was mainly driven by the analysis filters tuned
to or close to the speaker’s F0 �221 Hz�.

Taken together, these results confirmed that both pro-
cessing schemes degraded TFS cues, but the TV scheme de-
graded pitch-related TFS cues more severely than the B&M
algorithm. Maximum degradation of F0 information �corre-
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FIG. 1. Mean correlation coefficients showing the effects of the spectral-
smearing algorithm developed by B&M and TV on STEPs evoked by VCV
stimuli at the output of a model of auditory processing. VCVs were pre-
sented in quiet. Open and filled squares show the mean correlation coeffi-
cients computed between the STEPs evoked by the processed VCVs using
B&M �filled squares� or TV schemes �open squares� and the STEPs evoked
by the original �unprocessed� VCVs, as a function of the smearing factor.
Stars show the mean correlation coefficients computed between the STEPs
evoked by the B&M-processed VCVs and the STEPs evoked by the TV-
processed VCVs for an identical amount of spectral smearing. Again, the
mean correlations were computed for each amount of spectral smearing used
in this study.

1 2 4

0

0.2

0.4

0.6

0.8

1

Smearing factor

M
ea
n
co
rr
el
at
io
n

B&M
VCV [80 - 1500 Hz]

TV
VCV [80 - 1500 Hz]

B&M
VCV [500 - 1500 Hz

TV
VCV [500 - 1500 Hz

B&M
/a/ [80 - 1500 Hz]

TV
/a/ [80 - 1500 Hz]

B&M
/a/ [500 - 1500 Hz]

TV
/a/ [500 - 1500 Hz]

FIG. 2. Mean correlation coefficients showing the effects of the B&M and
TV schemes on summary autocorrelograms computed at the output of a
model of auditory processing in response to speech stimuli �VCV �squares�
or vowel /a/ �triangles�� presented in quiet. The delays considered in the
output of the autocorrelograms were restricted to the voice pitch region, that
is, between 2 ms �500 Hz� and 12.5 ms �80 Hz�. Summary autocorrelograms
were computed for a subset of frequency channels of the peripheral process-
ing stage, centered between either 80 and 1500 Hz �continuous lines� or 500
and 1500 Hz �dotted lines�. Open and filled symbols show the mean corre-
lation coefficients computed between the summary autocorrelograms evoked
by the processed VCVs using B&M �filled symbols� or TV schemes �open
symbols� and the summary autocorrelograms evoked by the original �un-
processed� VCVs, as a function of the smearing factor.
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lation values close to zero� was observed when speech was
processed by the TV scheme using 4-ERBN-wide analysis
filters.

III. METHOD

A. Listeners

Two groups of six normal-hearing listeners participated.
The first group was tested with the B&M algorithm. The
second one was tested with the TV scheme. Participants were
all native French speakers, with normal audiometric thresh-
olds �Hearing Level �HL� less than 20 dB� at octave frequen-
cies between 250 and 8000 Hz, and no history of any hearing
difficulties. Ages ranged from 21 to 29 years �mean
=25 years; standard deviation �SD�=3 years� and from 22
to 46 years �mean=29 years; SD=9 years� for the first and
second groups, respectively. All listeners were fully informed
about the goal of the study and provided written consent
before their participation. This study was carried out in ac-
cordance with the Declaration of Helsinki, and was approved
by the French “Regional Ethics Committee” CPP Ile de
France VI �07018-ID RCB: 2007-A00343-50�.

B. Procedure

Listeners were tested individually in a sound-attenuating
booth using a single-interval, 16-alternative procedure with-
out feedback. A PC controlled the course of the experiment.
In a typical experimental session, 4 complete and identical
sets of the 48 VCV utterances corresponding to a given ex-
perimental condition were presented in random order. Each
listener was instructed to identify the consonant presented
within a single observation interval. The 16 possible re-
sponses were displayed orthographically on a computer
screen, and the listener entered his/her choice by selecting
one response using a computer mouse. The percentage cor-
rect identification was calculated and a 16�16 confusion
matrix was compiled from the 192 VCV �4�48� utterances
for this experimental condition. Chance level corresponded
to 6.25%-correct responses �1/16�. For each experimental
condition and listener, the reception of three speech features
�voicing, manner, and place of articulation� was evaluated by
information transmission analysis �Miller and Nicely, 1955�
of the confusion matrix �see Table I for the assignment of the
consonant features in French�.

Prior to data collection, listeners received practice for
about 30 min to familiarize them with the speech material
and different speech-processing conditions. Each listener
completed a run using the steady masker and then the modu-
lated masker. The two noise maskers �steady or modulated�

were initially equated in rms power. In all experimental con-
ditions, the noise masker was added to each utterance at
given global SNR �i.e., calculated over the whole speech and
noise duration� determined individually in a preliminary ex-
periment so as to yield consonant identification performance
of about 50%-correct in the presence of the steady noise
masker. In each interval, the utterance and noise had the
same duration, although the duration of the utterances varied.
All maskers were shaped using a raised-cosine function with
10-ms rise/fall times. In each experimental condition, esti-
mates of the global SNR satisfying the performance criterion
were relatively consistent across listeners.

Mean data for steady noise are presented in Table II for
each speech-processing scheme. For intact stimuli �B&M al-
gorithm with spectral smearing=1�, the global SNR was, on
average, equal to �7.3 dB. This is consistent with the SNR
obtained by Gnansia et al. �2008� in similar conditions. For
stimuli processed using the B&M algorithm, the global SNR
was, on average, equal to �5 dB for a smearing factor of 2,
and �0.3 dB for a smearing factor of 4. This result is com-
parable with the effects of spectral smearing on speech intel-
ligibility in steady noise reported by Baer and Moore �1993�.
For stimuli processed with the TV scheme, the global SNR
was on average equal to �0.8 dB for 1-ERBN-wide analysis
filters, 0.8 dB for 2-ERBN-wide analysis filters, and 2.5 dB
for 4-ERBN-wide analysis filters. SNRs obtained with
1-ERBN-wide analysis filters were consistent with those ob-
tained by Gnansia et al. �2008� in comparable conditions.

TABLE I. Phonetic features of the 16 French consonants used in this study
�Martin, 1996�.

Consonant Voicing Manner Place

p Unvoiced Occlusive Front
t Unvoiced Occlusive Middle
k Unvoiced Occlusive Back
b Voiced Occlusive Front
d Voiced Occlusive Middle
g Voiced Occlusive Back
f Unvoiced Constrictive Front
s Unvoiced Constrictive Middle
� Unvoiced Constrictive Back
v Voiced Constrictive Front
z Voiced Constrictive Middle
c Voiced Constrictive Back
l Voiced Constrictive Middle
r Voiced Constrictive Back
m Voiced Occlusive Front
n Voiced Occlusive Middle

TABLE II. Mean SNR �in dB� and overall identification scores �in % correct� in steady noise for each speech-
processing scheme. SDs are given in parentheses.

Smearing factor=1 Smearing factor=2 Smearing factor=4

SNR in dB % correct SNR in dB % correct SNR in dB % correct

Spectral smearing �7.3�1.8� 52�2.6� �5�1.2� 51�2.7� �0.3�0.6� 52�2.70�
Tone vocoder �0.8�1.6� 50�3.9� 0.8�1.6� 46�4.9� 2.5�2.3� 48 �4�
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For each amount of spectral smearing, SNRs obtained with
the TV scheme were higher than those obtained using the
B&M algorithm.

IV. RESULTS

A. Spectral-smearing algorithm

Mean data for stimuli processed by the B&M algorithm
are presented in Fig. 3 �filled symbols�. The left panels show
data for steady �circles� and modulated noise �triangles�. The
right panels �squares� show MR data corresponding to the
improvement in scores for modulated relative to stationary
noise. Note that a smearing factor of 1 leaves stimuli intact.

1. Overall identification scores

Consistent with previous studies using identical speech
and noise material �Füllgrabe et al., 2006; Lorenzi et al.,
2006a; Gnansia et al., 2008�, the results show a clear release
from masking for intact stimuli, amounting to 35% for over-
all identification scores. MR decreased when stimuli were
spectrally smeared, by 6% and 16% for smearing factors of 2
and 4, respectively. An analysis of variance �ANOVA� con-
ducted on the arcsine-transformed identification scores con-
firmed the visual impressions. The main effects of masker
type �F�1,5�=823.93; p�0.00001�, amount of spectral
smearing �F�2,10�=13.911; p�0.005�, and the interaction
between the two �F�2,10�=29.937; p�0.0001� were all
significant. Post-hoc comparisons �Scheffé test� showed that
overall identification scores for steady noise were not signifi-
cantly different across spectral-smearing conditions �all
p�0.99�. This was expected because the SNRs at which the
signals were presented had been chosen to yield 50% correct
identification for steady noise. Scores for modulated noise
were significantly better than those for steady noise for each
amount of spectral smearing �all p�0.00005�. Moreover,
scores obtained with modulated noise decreased significantly
with increasing spectral smearing �all p�0.01�.

2. Phonetic information received

In agreement with previous studies �e.g., Lorenzi et al.,
2006a; Gnansia et al., 2008�, the results presented in Fig. 3
show MR for intact stimuli equal to 51%, 48%, and 44%
when MR is based on the relative information received for
voicing, place of articulation, and manner, respectively. MR
decreased with increasing spectral smearing for voicing and
especially for place, MR being reduced by 20% and 31%,
respectively, with smearing by a factor of 4. Spectral smear-
ing by factors of 2 and 4 had little effect ��2%� on MR for
manner. For voicing, the effects of masker type �F�1,5�
=313.709; p�0.00005� and spectral smearing �F�2,10�
=4.184; p�0.05�, and the interaction between the two
�F�2,10�=7.50; p�0.05� were significant. For place of ar-
ticulation, the main effects of masker type �F�1,5�
=439.32; p�0.00001� and spectral smearing �F�2,10�
=17.319; p�0.001�, and the interaction between the two
�F�2,10�=23.345; p�0.0005� were also significant. For
manner, the effect of masker type �F�1,5�=290.26;

p�0.00005� was significant, but the effect of spectral

smearing �F�2,10�=0.141; p=0.87� and the interaction be-
tween the two �F�2,10�=0.679; p=0.53� were not. Post-hoc
comparisons indicated that, for each phonetic feature and
each amount of spectral smearing, phonetic information re-
ceived for modulated noise was significantly greater than
that received for steady noise �all p�0.05�, confirming the
existence of significant MR for each condition of spectral
smearing.

B. Tone-excited vocoder

Mean data across listeners for stimuli processed by the
TV scheme are also presented in Fig. 3 �open symbols�. In
each panel, the data are shown as a function of the amount of
spectral smearing produced by widening the analysis filters.

1. Overall identification scores

Consistent with previous studies �e.g., Gnansia et al.,
2008�, a clear decrease in MR �by 15%� occurred when
stimuli were vocoded so as to degrade TFS cues within
1-ERBN-wide frequency bands �smearing factor=1�. Figure
3 also shows a decrease in MR when the vocoded stimuli
were spectrally smeared by widening the analysis filters.
Relative to the MR obtained for unprocessed stimuli �35%�,
MR dropped by 24% and 27% when the analysis filters were
broadened by factors of 2 and 4, respectively. An ANOVA
conducted on the arcsine-transformed identification scores
showed significant main effects of masker type �F�1,5�
=62.895; p�0.01� and spectral smearing �F�2,10�
=6.142; p�0.05�, and a significant interaction between the
two �F�2,10�=7.497; p�0.05�. Post-hoc comparisons
showed that scores for steady noise were not significantly
different across spectral-smearing conditions �1-, 2-, and
4-ERBN-wide analysis filters� �all p�0.58�, whereas those
obtained with modulated noise decreased significantly when
the analysis filters were broadened by a factor of 2
�p�0.005�. Further broadening of the analysis filters �by a
factor of 4� did not significantly affect scores for modulated
noise �p=0.99�. For 1- and 2-ERBN-wide analysis filters,
scores for modulated noise were significantly higher than
those for steady noise �p�0.05�. However, scores for modu-
lated noise did not differ significantly from those for steady
noise for 4-ERBN-wide analysis filters. Thus, MR was abol-
ished when TFS cues were degraded and analysis filters were
broadened by a factor of 4. This result could not be due to a
floor effect imposed by the performance criterion for steady
noise �50%-correct�, because overall identification scores
measured using modulated noise could range from chance
level �6.25%� to 100%-correct �scores lower than 50%-
correct—and thus, negative MR—would then reveal the
presence of “interference” effects caused by the modulation
applied to the masking noise; e.g. Füllgrabe et al., 2006�.

2. Phonetic information received

The results in Fig. 3 show a clear decrease in MR �by
30%, 30%, and 8% for voicing, place, and manner, respec-
tively� when stimuli were vocoded so as to degrade TFS cues
within 1-ERBN-wide frequency bands. MR for voicing,
place, and manner reception decreased with increasing spec-
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tral smearing. For voicing, MR decreased by 10% and 14%
for broadening by factors of 2 and 4, respectively. In com-
parison, MR decreased by 6% and 14% for place, and by

13% and 20% for manner. Three ANOVAs showed signifi-
cant main effects of masker type �voicing: F�1,5�=53.665;
p�0.001; manner: F�1,5�=171.53; p�0.00005; place:
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FIG. 3. Mean data for stimuli processed using the B&M algorithm �filled symbols� and TV scheme �open symbols�. The left panels show data for steady
�circles� and modulated �triangles� noise. The right panels �squares� show MR data, quantified as the difference between identification scores or phonetic
information for modulated and for steady noise. From top to bottom panels, the data are presented for overall identification scores, voicing, place of
articulation, and manner reception. In each panel, data are shown as a function of the amount of spectral smearing. The mean data for four listeners with flat,
moderate hearing loss with unprocessed speech and noise stimuli �Lorenzi et al., 2006a� are also shown �HI; stars�. Error bars represent �1 SD about the mean
across listeners.
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F�1,5�=8.843; p�0.05�. The main effect of spectral smear-
ing was not significant for voicing �F�2,10�=0.198;
p=0.82�, marginally significant for manner �F�2,10�
=3.83; p=0.058� and significant for place of articulation
�F�2,10�=12.54; p�0.005�. The interaction between the
two factors was significant for manner and place �manner:
F�2,10�=5.951; p�0.05; place: F�2,10�=5.021; p�0.05�
but not for voicing �F�2,10�=1.64; p=0.24�. It is notewor-
thy that, in the experiment using the B&M algorithm, the
interaction between the factors’ masker type and spectral
smearing was not significant �p=0.53� for manner and sig-
nificant �p�0.05� for voicing.

Post-hoc comparisons for TV data indicated that infor-
mation received for modulated noise was significantly
greater than for steady noise �all p�0.05� for spectral-
smearing factors of 1 and 2 in the case of manner, and for a
smearing factor of 1 in the case of place. No significant MR
was found for place and manner when the analysis filters
were broadened by a factor of 4.

3. Effect of envelope filtering

The TV processing included envelope lowpass filtering
at 64 Hz. This processing scheme degraded fast temporal-
envelope cues as well as TFS cues and could have contrib-
uted to some of the observed reduction in MR �Stone et al.,
2008�. The contribution to MR of temporal-envelope cues at
rates above 64 Hz was therefore investigated in an additional
experiment conducted with four out of the six initial partici-
pants. Speech+noise mixtures were processed by a 32-band,
4-ERBN-wide vocoder in which the envelopes were lowpass
filtered at ERBN /2 �instead of 64 Hz� for analysis filters
whose bandwidths were greater than 128 Hz. This applied to
analysis filters tuned above 80 Hz. Otherwise, the envelope
was lowpass filtered at 64 Hz. The mean MR data are pre-
sented in Fig. 4. The results and ANOVAs showed that in-
creasing the cutoff frequency of the vocoder’s lowpass filter
did not affect MR significantly for this amount of spectral
smearing �all p�0.3�, except for voicing reception, where a
modest �8%� and marginally significant effect �F�1,3�
=9.05; p=0.057� of envelope filtering was observed.

V. DISCUSSION

A. Comparison between speech-processing schemes

The results show that both speech-processing schemes
had deleterious effects on MR. However, for each amount of
spectral smearing, the TV produced a greater reduction in
MR than the B&M algorithm, with a complete abolition of
MR when the analysis filters of the TV were broadened by a
factor of 4. These findings are consistent with the simulation
data showing that the TV degraded F0 information conveyed
by TFS cues more than the B&M algorithm, with maximum
degradation when stimuli were processed by the TV using
4-ERBN-wide analysis filters.1

Information transmission analysis revealed that the ef-
fects of spectral smearing on MR produced by the two
speech-processing schemes were different for manner and
voicing. Spectral smearing using the B&M algorithm gave a
significant and substantial decrease in MR for place recep-
tion, consistent with a previous investigation of the effects of
spectral smearing on consonant identification in quiet and in
steady noise �Boothroyd et al., 1996�. A smaller effect was
observed for voicing. Spectral smearing had no significant
effect on MR for manner. In comparison, spectral smearing
produced by the TV scheme had a significant deleterious
effect on MR for manner and place, but no significant effect
on MR for voicing.

Taken together, these results indicate that the two
speech-processing schemes had different effects on MR, and
that the effects of spectral smearing on the various auditory/
phonetic processes underlying MR depended on the severity
of TFS degradation.

B. Comparison between data for simulated and real
hearing impairment

Figure 3 compares the current data obtained with
normal-hearing listeners with the mean of the data obtained
for four hearing-impaired �HI� listeners by Lorenzi et al.
�2006a� �stars in the right-most part of each panel�. These
four listeners ranged in age between 54 and 62 years and
showed sensorineural, bilateral, symmetrical, and flat hearing
losses �see Table III�. The absolute threshold variation across
frequency �0.25–4 kHz� ranged from 5 to 10 dB HL. Pure
tone average �PTA� thresholds �mean of audiometric thresh-
olds at 0.25, 0.5, 1, 2, and 4 kHz on the tested ear� ranged
from 44 to 46 dB HL. A broadening of auditory-filter band-
widths by a factor of about 2 was expected in these listeners,
according to previous psychoacoustical assessments of fre-
quency selectivity as a function of hearing loss �e.g., Moore,
2007�. For each HI listener, MR was assessed using the same
unprocessed stimuli �speech and noise maskers� and method
�SNR being individually determined so as to yield an iden-
tification score of 50%-correct for steady noise� as in the
current study, except that stimuli were presented at a com-
fortable listening level of 85 dB SPL �rms� to compensate for
reduced audibility, and a different signal-processing tech-
nique was used to generate the speech-shaped noise masker.2

Figure 3 shows that MR for impaired listeners was gen-
erally smaller than that obtained for normal-listeners using
the B&M algorithm. This was particularly the case for over-
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FIG. 4. Mean MR data for overall identification scores, voicing, manner,
and place. Speech+noise mixtures were processed by a 32-band,
4-ERBN-wide TV and envelope cues were either lowpass filtered at 64 Hz in
each analysis filter �filled bars�, or lowpass filtered at ERBN /2 for analysis
filters whose bandwidth was greater than 128 Hz �open bars�. Error bars
represent �1 SD about the mean across listeners.
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all identification scores and manner reception. For voicing
and place reception, the MR data for the HI listeners did,
however, overlap with those obtained for normal-listeners
when stimuli were spectrally smeared by a factor of 4. Over-
all, the MR data of the impaired listeners matched the data
for normal-hearing listeners obtained with stimuli processed
by the TV scheme with a smearing factor between 2 and 4.
This match is roughly consistent with the broadening of
auditory-filter bandwidths expected from the PTA hearing
loss of the four impaired listeners. This was confirmed by
planned comparisons indicating that MR expressed in terms
of overall identification scores, voicing, place, and manner
reception was not significantly different for HI listeners and
normal-hearing listeners tested with stimuli processed by the
TV scheme with smearing factors of 2 and 4 �all p�0.2�.
MR was significantly smaller for HI listeners than for
normal-hearing listeners tested with the B&M algorithm �all
p�0.01, except for voicing and place reception when the
smearing factor was 4, all p�0.2�.

Taken together, these data suggest that impaired fre-
quency selectivity alone may not be sufficient to fully ac-
count for the reduced MR observed for listeners with mod-
erate sensorineural hearing loss. This was particularly clear
for manner reception, where simulated impaired frequency
selectivity using the B&M algorithm had little effect on MR,
whereas cochlear hearing loss reduced it substantially. In
other words, combined sensory deficits �i.e., impaired fre-
quency selectivity and disrupted perception of TFS cues�
seem to be required to account for the limited ability to listen
in the temporal dips of background noise observed for listen-
ers with cochlear damage.

VI. CONCLUSIONS

The goal of this study was to assess the combined ef-
fects of spectral smearing and TFS degradation on MR. This
was achieved by processing nonsense syllables and noise
stimuli using either a spectral-smearing algorithm or a vo-
coder. The two processing schemes simulated broadening of
auditory filters by factors of 2 and 4. Computer simulations
of the early stages of auditory processing indicated that the
TV degraded more severely F0 conveyed by TFS than the
B&M algorithm. Overall, the results showed the following.

�1� Both speech-processing schemes reduced MR. However,
for each amount of spectral smearing, the TV scheme

produced a greater reduction in MR than the B&M algo-
rithm, consistent with the idea that MR depends at least
partly on the use of TFS information.

�2� MR was abolished when stimuli were processed by a TV
simulating a broadening of auditory filters by a factor of
4, consistent with the severe degradation of F0-related
information produced by this processing scheme.

�3� The effects of the two speech-processing schemes on
MR were different for manner and voicing. Spectral
smearing produced by the B&M algorithm significantly
decreased MR for place and voicing reception, but did
not have any significant effect on MR for manner. In
contrast, the TV processing had a significant, deleterious
effect on MR for manner and place, but no significant
effect on MR for voicing.

�4� MR data for listeners with moderate flat hearing loss
were well matched by MR data obtained for normal-
hearing listeners tested with the TV simulating broaden-
ing of auditory filters by factors of 2 and 4.

These results show that two speech-processing schemes
producing comparable smearing of place of excitation cues
but different degradations of pitch-related TFS cues have dif-
ferent effects on MR. The results suggest that both impaired
frequency selectivity and impaired perception of TFS cues
contribute to the limited ability to glimpse speech in the
temporal dips of background noise observed for most HI
listeners.
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1It is noteworthy that a good predictor of MR may also be the SNR re-
quired for 50%-correct �cf. Table II�, regardless of what kind of processing
is used �e.g., Bernstein and Grant, 2008�. For instance, the TV-processed
stimuli with no smearing were tested at about the same SNR as the stimuli
processed by the B&M algorithm with a smearing factor of 4. Indeed, MR
in those two conditions is quite similar. However, correlations computed
from summary autocorrelograms restricted to the voice pitch region �cf.
Fig. 2� also predict similar MR for the TV scheme with no smearing and
the B&M algorithm with a smearing factor of 4 �the correlation index
being about 0.6 in both cases�.

2In Lorenzi et al., 2006a, the speech-shaped noise was generated by pro-
cessing white noise with a digital filter whose magnitude response was
equal to the long-term average spectrum of the entire set of unprocessed

TABLE III. Age �in years�, pure-tone audiometric thresholds, and PTA �in dB HL� of the four HI listeners from
the study of Lorenzi et al. �2006a�.

Listener Age

Frequency
�Hz�

250 500 1000 2000 3000 4000 PTA

HI1 59 40 40 45 50 50 50 45
HI2 61 45 45 45 45 40 45 45
HI3 62 40 45 50 45 50 40 44
HI4 54 50 45 45 45 45 45 46
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target VCVs. In the present study, the power spectrum of the entire set of
unprocessed target VCVs was computed via FFT, and the speech-shaped
noise masker was generated from this power spectrum and a random phase
spectrum via inverse FFT. In Lorenzi et al., 2006a, the SNRs used with
normal-hearing and HI listeners ranged between �3 and �12 dB for im-
paired listeners �mean across listeners: �7.5 dB�, and between �9 and
�15 dB for normal-hearing listeners �mean across listeners: �12 dB�. The
SNRs used by Lorenzi et al. �2006a� for normal-hearing listeners are thus
4.7 dB lower than those used in the present study for intact speech stimuli.
The SNRs used by Lorenzi et al. �2006a� for HI listeners were on average
4.5 dB higher than those used for the control normal-hearing listeners.
This degradation in SNR seems more consistent with the effects of spec-
tral smearing simulated by the B&M algorithm than with those produced
by the TV scheme �see Table II�. This may be in line with previous work
suggesting that the poorer speech reception threshold for a steady noise
background observed in HI listeners is better explained by supra-threshold
distortions in the spectral domain than supra-threshold distortions in the
temporal or intensity domains �e.g., van Schijndel et al., 2001�.
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Modeling the dynamics of a compliant piano action mechanism
impacting an elastic stiff string
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A realistic model of the piano hammer-string interaction must treat the action mechanism and string
as a single system. In this paper an elastic stiff string model is integrated with a dynamic model of
a compliant action mechanism with flexible hammer shank. Action components represented as
rotating bodies interact through felt-lined interfaces for which a specialized contact model with
hysteretic damping and tangential friction was developed. The motion of the hammer during string
contact is governed by the dynamics of the action mechanism, thereby providing a more
sophisticated hammer-string interaction than a simple transverse impact hammer model with fixed
contact location. Simulations have been used to compare mechanism response for impact on the
elastic string as compared to a rigid stop. Hammer head scuffing along the string and time in contact
were predicted to increase, while hammer shank vibration amplitude and peak contact force were
decreased. Introducing hammer-string friction decreases the duration of contact and reduces the
extent of scuffing. Finally, significant differences in hammer and string motion were predicted for
a highly flexible hammer shank. Initial contact time and location, length of contact period and peak
force, hammer vibration amplitude, scuffing extent, and string spectral content were all
influenced. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3125343�

PACS number�s�: 43.75.Mn, 43.40.Cw �NHF� Pages: 4034–4042

I. INTRODUCTION

The action mechanism in a piano converts a mechanical
input at the key into motion of the hammer which impacts
the string for tone generation. A typical configuration of a
modern grand �horizontal� piano action is shown in Fig. 1,
consisting of five main components: key, whippen, repetition
lever, jack, and hammer.1 The components of this mechanism
interact through felt-lined interfaces providing compliant,
and possibly intermittent, contact locations with friction and
damping. Some of these contacts are perfectly transverse,
and some are oblique. The mechanical properties of felt2–4

will influence the damping of vibrations present in the action
components due to their flexibility, as well as the transient
vibrations which arise when components separate and re-
contact during the operation of the mechanism.

The driving force on the hammer is transmitted through
the jack under the knuckle. Immediately before its impact
with the string, the jack is mechanically forced to lose con-
tact �called escapement or let off�, so the hammer may freely
leave the string, and vibrations generated on the string
through the impact will not be immediately damped by the
hammer. Many authors5–14 exploited this fact and modeled
the hammer as a single-degree-of-freedom translating mass
with nonlinear compliance, thus assuming perfect normal
impact between the string and the hammer. In reality, the
hammer shank �on which the hammer is mounted� is a rotat-
ing slender beam, so the hammer follows a circular, not lin-
ear, trajectory. Moreover, small vibrations are superimposed
on its motion due, in part, to the flexibility of the shank and

the compressibility of the felt contacts. The effects of these
on string motion,15 contact force,16 and action mechanism
dynamics17 have been emphasized in the literature.

The hammer-string contact modeling literature5–14 ig-
nores any effects due to hammer shank flexibility and action
compressibility; the only simulation model which includes
hammer shank flexibility17 neglects string dynamics, substi-
tuting a rigid stop for the hammer to impact. In this paper we
investigate the dynamic significance of flexibility by inte-
grating models of an action mechanism with flexible hammer
shank17 and an elastic stiff piano string.

Hirschkorn et al.18 developed a multibody dynamic
model of the action mechanism considering all the compo-
nents as rotating rigid bodies. A detailed review of earlier
action mechanism models was also reported, with the con-
clusion that none of the existing models is sufficiently real-
istic nor mechanistic enough to be useful for simulations for
prototyping. Parameters in the earlier models were tuned to
obtain the observed hammer motion and could not be asso-
ciated with physical measurements of action components.
Izadbakhsh et al.17 extended the Hirschkorn model by in-
cluding hammer shank flexibility. In both these models,
string dynamics are neglected and the hammer impacts a
rigid obstacle in place of a string. The development of a
simulation model for analysis and design of piano actions,
one of the goals of our research, demands a complete multi-
body dynamic model of the mechanism with string contact.
In order to include a realistic hammer-string interaction, the
action mechanism and string must be dealt with as a single
system. This is necessary so that the effect on system re-
sponse due to changing physical parameters of the mecha-
nism and/or string may be examined. In general there will be
tonal changes, characterized by different partials generated

a�Author to whom correspondence should be addressed. Electronic mail:
sbirkett@real.uwaterloo.ca
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on the string, as well as changes in the dynamic behavior of
the components of the mechanism. In this paper we integrate
the stiff string model proposed by Fletcher19 with the flexible
action mechanism model presented in Izadbakhsh et al.,17

thus filling the gap between the single-degree-of-freedom
hammer-string interaction models5–14 and dynamic piano ac-
tion mechanism models with rigid contact.17,18

II. MATHEMATICAL MODELING

A. Action mechanism dynamic model

A procedure for constructing a multibody dynamic
model of a piano action mechanism with rigid components
was presented in Hirschkorn et al.;18 this model was ex-
tended to allow a flexible hammer shank in Izadbakhsh et
al.17 Further details, including the results of detailed experi-
mental validation, have also been previously published.20–22

The basic structure of the model is shown in Fig. 2. Bodies
representing the action components rotate on pin joints �with
friction� representing their bushed pivots connecting them
either to ground or to a reference frame attached to another
body, for instance, the jack pinned to the whippen. The key,
driven by a time dependent force �force profile� applied ver-
tically downward at a location on the front surface, is as-
sumed to rotate on a pin joint at the balance rail �key pivot�.

A contact detection methodology is followed to determine
the dynamic interaction between the components coupled
through compliant contact interfaces.

Graph-theoretic methods23 are used to formulate the
equations of motion for the rotation of the five component
bodies. Due to the complexity of the equations and in order
to avoid manual errors, the entire equation formulation pro-
cedure was systematically implemented using computational
symbolic algebra, with the aid of the multibody dynamic
modeling package DYNAFLEXPRO �Ref. 24� in Maple.25 One
advantage of this graph-theoretic approach is that user-
defined coordinates may be freely chosen for each body, al-
lowing the convenience of a purely joint-coordinate formu-
lation. For the rigid component action mechanism, the
system is governed by five ordinary differential equations
�ODEs�.

Hammer shank flexibility is included in the model by
splitting the rigid hammer into three components, a rigid
head and base, linked by weld joints to the ends of a flexible
shank, as shown in Fig. 2. We define two useful measures
related to flexibility for the hammer: �i� Hammer head tip
displacement with respect to the ground reference frame is
an indication of the absolute motion of the string contact
point of the hammer head, incorporating both the large-scale
rotation on the base pivot, as well as effects on the head
motion due to shank vibrations and string contact. �ii� Ham-
mer shank tip deflection is a measure of shank bending de-
fined as the displacement of the tip away from the equilib-
rium axis of the shank. Wherever hammer head tip
displacement is reported in this paper, the undeformed posi-
tion of the felt will be assumed; in reality, the actual physical
tip of the hammer head may be compressed due to its inter-
action with the strings during contact. The flexible beam
model used for the shank is based on the theory developed
by Shi et al.,26,27 which considers shear deformation �Ray-
leigh� and uses Taylor, Legendre, or Chebyshev polynomials

FIG. 1. �Color online� Typical modern grand piano action mechanism: key
�1�, whippen �2�, repetition lever �3�, jack �4�, hammer �5�, and damper �6�.

FIG. 2. Components and the 13 contact locations between them �dashed lines� represented in the dynamic piano action mechanism model.
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to discretize the governing partial differential equation. A
convergence study17 concluded that three elastic coordinates
are sufficient to accurately capture the flexible behavior of
the hammer shank. Therefore, the equations of motion for
the rigid component action are supplemented by three addi-
tional coupled ODEs, two of which represent the dynamics
of shank bending, and the third the axial dynamics of the
hammer.

Graph-theoretic modeling of multibody systems is a well
established methodology,28 and the exact procedure followed
in generating the equations of motion for the dynamic action
model has been explicitly and fully described previously.
Equations generated in symbolic form have the following
general structure:29

Mq̈ = F , �1�

where M is the mass matrix and q= �Ak ,Aw ,
Aj ,Ar ,Ah ,uf1 ,v f1 ,v f2�T is the vector of generalized coordi-
nates, consisting of the angular positions of key, whippen,
jack, repetition lever, and hammer base, as well as the elastic
coordinates that describe the state of the flexible hammer
shank. The first five coordinates in q are angles measured
counter-clockwise from the ground reference frame �or from
the reference frame attached to the whippen, in the case of
Aj, Ar� to the body-fixed reference frame attached to the cor-
responding component. The last three coordinates in q cor-
respond to the axial deformation and the two transverse
modes of the flexible shank, respectively. The right-hand
force vector F in Eq. �1� includes quadratic velocity terms
and contact forces.

B. Contact modeling

The contact model representing the compliant felt inter-
faces between components will be described in some detail,
as this same approach is used in the present paper to provide
a simple model of the hammer-string interaction �contact 12
in Fig. 2�. Contact detection is based on geometric proximity,
with each of the two contacting surfaces defined as a line,
circle, or hybrid shape, which reflects the actual geometry of
the component. A phenomenological model defining force vs
compression characteristics was obtained empirically for
each individual contacting pair of components in the action
mechanism.17,18 The approach can be interpreted as an exten-
sion of the contact model proposed by Hunt and Crossley.30

The experimentally obtained loading and unloading curves
determine an average fit curve,

f fit�x� = ax3 + bx2 + cx , �2�

giving the normal force at a contact based on the inter-
penetration x of the contact surfaces of the two bodies. Hys-
teresis is introduced to the contact model by including damp-
ing dependent on penetration velocity in the expression for
the normal force fn as follows:

fn = f fit�x��1 − dẋ� . �3�

The damping coefficient d is defined by

d = � fn�x�
f fit�x�

− 1�� ẋav, �4�

where x is chosen as the penetration giving the maximum
difference between loading and unloading curves, and ẋav is
the average velocity of the penetration observed in experi-
ments with a real action mechanism.

Friction at the contacting interfaces has been represented
using a Coulomb friction model proposed by Cull and
Tucker,31 accounting for both static and dynamic friction ef-
fects. The expression for frictional force is shown below:

f t = �fn, �5�

where the coefficient of friction �CoF� � is given by the
following expression:

� = A�tanh�st/vt� +
B1st/vt

1 + B2�st/vt�4� . �6�

In this smoothed version of the standard piecewise linear
friction model, parameters A, B1, and B2 are determined
through the static and kinetic friction coefficients while st is
the relative and vt is the threshold velocity at which the
slipping starts. Details on how these parameters were ob-
tained can be found in the published model.17,18

It should be emphasized that an empirical force-
compression fit curve as described above implicitly incorpo-
rates the contact surface geometry of both bodies involved
and consequently cannot be interpreted as characterizing a
unique force-compression curve for the felt interface mate-
rial itself. If the contact geometry of either body is changed,
the force-compression curve will, in general, be different,
even though the compliant properties of the felt interface are
maintained. This observation is of particular importance in
understanding the rationale for selecting hammer-string con-
tact parameters in the next section.

C. Hammer-string interaction

In this section we discuss the process of integrating a
string model into the action mechanism, in place of the rigid
stop used previously17,18 for hammer contact �location 12 in
Fig. 2�. This stop was a steel plate fixed to ground and
mounted above the hammer, which impacted its narrow edge
�3 mm� as if it were a completely rigid string. The equation
governing the transverse dynamics of an elastic stiff string,
as proposed by Fletcher,19 is given by the following:

�
�2y

�t2 + EI
�4y

�x4 − T
�2y

�x2 = fn�t���x − xhc� , �7�

where y is the deformation of the string, x is the coordinate
along the length of the string, L is the speaking length of the
string, T is the tension in the string, � is the linear density, I
is the area moment of inertia of the cross section, E is the
Young’s modulus, and � is the Dirac delta function.

The hammer impact is modeled as an external force on
the above string model. In Eq. �7� xhc is the x component of
the displacement r�hc of a point P on the hammer resolved in
a frame attached at the boundary of the string, as shown in
Fig. 3. The point P is chosen such that the contact surface
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geometry of the hammer head can be represented with a
circle, which then is used for contact detection with the
string represented as a line. The position xhc is governed by
the dynamics of the action mechanism, thereby providing a
more sophisticated hammer-string interaction than the trans-
verse impact hammer models5–14 in which impact location
does not change during the contact. Boundary conditions for
pinned-pinned supports are as follows:

y�0,t� = y�L,t� = 0 and yxx�0,t� = yxx�L,t� = 0. �8�

The normal contact force during hammer-string impact
can be represented by the general contact model described
above:

fn�t� = ��a�3 + b�2 + c���1 + d�̇� , �9�

where �=yhc+rhh−y�xhc , t� is the dynamic compression of
felt during contact, parameters a ,b ,c define the empirical fit
curve, d is the damping coefficient for �a compromise� aver-
age penetration velocity, and the contact condition � is de-
fined by

� = �1 if yhc + rhh � y�xhc,t�
0 if yhc + rhh � y�xhc,t� .

	 �10�

As noted above, neither the hammer nor the felt is character-
ized by a unique empirical fit curve since an identical ham-
mer contacting different target bodies will, in general, deter-
mine different force-compression curves according to the
different contact areas pertained to during the stages of
compression.32

The frictional force at the interface can be obtained as
follows:

f t�t� = �fn�t� , �11�

with � obtained from Eq. �6� as described above for the
general contact model. Previously, friction between hammer
and the rigid stop was ignored;17,18 in this paper we consider
some implications of including friction in the hammer-string
contact.

A solution to the string equation �7� is assumed to be of
the following form:

y�x,t� = 

j=1

�

wj�x�	 j�t� , �12�

where wj�x� is the jth undamped mass normalized mode
shape of the string and 	 j�t� is the jth mode to be solved.

Substituting the above solution and assuming the damping to
be of Rayleigh’s form with 
 j being the modal damping, Eq.
�7� can be reduced using orthogonality relations to an infinite
number of second order ODEs of the form

	̈ j + 2
 j� j	̇ + � j
2	 = wj�xhc�fn�t� . �13�

The closed-form expressions for natural frequencies and
mass normalized mode shape given by Fletcher19 are as fol-
lows:

� j =
�

L
�T

�
�1 + �2j2� , �14�

wj�x� =� 2

�L
sin� j�

x

L
� , �15�

where =�d4E /64L2T is the inharmonicity index and can be
interpreted as the perturbation in the natural frequencies due
to the introduction of the small stiffness term in the equation
of motion �Eq. �7��.

III. RESULTS AND DISCUSSION

The equations of motion �Eq. �1�� were solved numeri-
cally in MATLAB �Ref. 33� along with Eq. �13� discretized
considering the first 40 string modes and the customized
hammer-string contact model given by Eqs. �9�–�11�. The
contact force asymptotically converged near 35 modes
within a maximum difference of 0.05 N when 35 modes
were retained in the solution instead of 40 modes. We have
considered 40 modes as it covers the audible frequency
range. The stiff solver ODE15s was used with absolute and
relative tolerance of 10−5. Action parameters relate to note 52
�C5� of a Boston GP-178 grand piano. All geometric and
material properties, dynamic and contact parameters, initial
conditions, and key input were the same as those used
previously.34,35 The force profile from a forte blow recorded
at the key surface36 was used to provide the input function
shown in Fig. 4; values were linearly interpolated as required
because the variable time steps of the solver did not corre-
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FIG. 3. �Color online� Schematic representation of hammer-string during
contact.
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FIG. 4. �Color online� Force profile from a forte blow recorded at the key
surface and used for model input.
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spond to the fixed sampling rate of force measurement.
The soundboard bridge termination of the string �on the

left side in all illustrations in this paper� is the origin of the
�horizontal� string axis; the agraffe termination is at position
L on this axis. A fixed geometric relation between string and
action is determined by the positions of the string termina-
tions with respect to the action ground points. This is defined
by placing the nominal �pseudo-static� hammer-string con-
tact location at 0.88 L on the string axis. �As will be seen,
the dynamic hammer-string contact location can vary accord-
ing to the flexing of the hammer shank.� Hammer blow dis-
tance �vertical distance from the hammer at rest to the un-
derside of the string� is a standard 47 mm. The action
mechanism is arranged as shown in Fig. 1, with the key front
and hammer pivot to the right side of the string contact lo-
cation.

String parameters used in the present simulations, as
given in Table I, were obtained for note 52 �C5� of a Boston
GP-178 grand piano; the hammer strikes three such identical
parallel strings �a trichord unison� simultaneously. We wish
to examine the effect of changing only the target �rigid stop
vs trichord strings� while keeping all other factors, including
the hammer, identical in the simulations. However, as noted
previously, hammer-string contact parameters will be differ-
ent, in general, for the same hammer striking different tar-
gets. This problem has been circumvented by �i� representing
the trichord target as a single equivalent string model with
linear density and tension both increased by a factor of 3,
instead of three individual strings; and �ii� assuming that the
stop and the triple-string present the same geometric profile
to the hammer. These assumptions ensure that the same ham-
mer force-compression characteristics can be used in each
case. The hammer contact fit curve parameters in the present
simulations, as well as the damping coefficient, are the same
as those used previously.17,18

A. Model validation

The action mechanism model being used in these simu-
lations has previously been experimentally validated.17 The
modal string model was validated by comparing simulation
results to those of Bensa et al.13 in which a space and time
finite difference method �FDM� was used to solve the gov-
erning PDE. The comparison in this case was for a simple
transverse impact between a single-degree-of-freedom ham-
mer model and the string. A modal damping of 
 j =0.04 was
used in the simulation, with string parameters the same as
those used by Bensa et al.13 for validating their FDM �de-
rived originally from Chaigne and Askenfelt12�. With 30
modes for the string model, simulated hammer-string contact
force was seen to be in very close agreement to the FDM
results.

B. Effect of string flexibility on mechanism dynamics

In this section, the behavior of the piano action model
with flexible hammer shank is compared for string and rigid
stop impact. Friction is not included here since it was not
considered previously with the rigid stop.17 In the simula-
tions the hammer impact occurs about 109 ms after the force
profile input begins. The post-impact response of the string is
governed by the displacement and velocity immediately after
the hammer-string contact.

The time-varying contact force between the hammer and
the string is shown in Fig. 5�a�. Hammer contact duration �tc�
with the string is 2 ms, about 1.5 times longer than that with
the rigid stop �1.2 ms�; peak contact force of 44 N with the
string is about 50% of that with the rigid stop �95 N�. Fluc-
tuations seen in the hammer-string force profile are caused
by pulses initiated on the string by the hammer contact, re-
flected off the boundaries, and returning to interact with the
hammer.

The rotation of the hammer base shows a considerable
difference for the two impact targets. Deflection of the string
in the transverse direction results in an increase in both the
hammer-string contact duration and the post-impact angular
velocity, as well as a significant reduction in the vibration of
the hammer base about its pivot. The position of the hammer
head is determined by the angular rotation of the hammer
base as well as the flexural configuration of the hammer
shank. Figure 6 shows that shank vibration amplitude at the
tip is reduced to about 75% of that with the rigid stop �com-
paring the frictionless cases�. Inspection of Fig. 6 provides
the lowest mode frequency of about 280 Hz for shank vibra-

TABLE I. Physical parameters of the string.

Physical parameter Value

Length of the string �L� 0.341 m
String tension �T� 703 N
Linear density ��� 0.0058 kg /m
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FIG. 5. �Color online� �a� Hammer contact force for rigid stop and string for
varying contact CoF. Peak force with rigid stop impact is 95 N. Time zero
corresponds to initiation of impact. �b� Variation of CoF during hammer-
string impact for A=0.6.
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tions; combining this with the contact times from Fig. 5
shows that the hammer shank executes one-half cycle of os-
cillation while the hammer is in contact with the string. The
lack of high frequency ripples for the string contact in Fig. 6
can be explained as follows. The hammer experiences the
same normal force as the string, and it can be seen from Fig.
5 that with a rigid stop the hammer force more closely ap-
proximates an ideal impulse, thus exciting more of the higher
modes in the response. With the flexible string, the impulse
�contact force� is quite smooth, and only the first vibration
mode of the hammer is excited during hammer-string inter-
action. However, the modes are coupled due to geometrical
nonlinearity in the beam model, and higher frequency oscil-
lations eventually appear after two cycles of oscillation of
hammer shank.

The scuffing motion of the hammer head along the string
during hammer-string contact can be seen in the trajectory of
the hammer head tip of Fig. 7, as viewed from a reference

frame attached to the string boundary. The origin in this tra-
jectory plot is selected as the initial contact point between
hammer head tip and string or stop. As mentioned previ-
ously, the undeformed position of the hammer head tip is
always reported, and thus the vertical displacement of the
string will be somewhat less than that implied by the vertical
hammer head tip displacement as seen in the trajectory plots
since the hammer head felt will have been compressed by the
string during contact; in the case of the rigid stop, the im-
plied vertical hammer head tip motion is, in reality, all asso-
ciated with felt compression as the stop does not move.

C. Effect of hammer-string friction on mechanism
dynamics

As previously mentioned, the results above do not in-
clude friction between the hammer head and the string or
stop. Friction creates a force along the axis of the string,
exciting longitudinal modes of vibration. However, the
present study neglects the longitudinal motion of the string
so this cannot be modeled. Nevertheless, it is interesting to
study the effect of friction on the dynamics of the mechanism
and, in particular, the amplitude of hammer shank vibration
and scuffing of the hammer on the string. In this section this
is done using the friction model presented in Sec. II B. The
model parameters were taken to be A=�, where � is the
static CoF, with a slipping velocity of vt=0.001 m /s, B1=0,
and B2=0; that is, we consider only a smoothed static fric-
tion model in these simulations. A parametric study varying
CoF from zero to 0.8 was carried out, covering the full range
of potential realistic values. For clarity of presentation, only
the extreme cases are included in the following plots. There
was also little difference between results for CoF of 0.6 and
0.8.

The variation of friction during the hammer-string con-
tact is shown in Fig. 5 for the case A=0.6. During the first
0.4 ms of contact, the hammer slides on the string; it then
sticks to the string until 1.55 ms, after which time slipping
again occurs until the end of the contact period at 1.8 ms.
Due to the vibratory nature of the hammer-string contact,
multiple slip-stick transitions occur between 0.4 and
1.55 ms; during this time the relative velocity between ham-
mer and string is below the stick-slip transition velocity of
0.001 m /s and can therefore be regarded as sticking motion
�Eq. �6��.

Figure 7 shows the hammer head tip trajectory during its
contact with the string for different hammer-string CoFs. It is
clear that the amount of hammer head scuffing is reduced
with increased CoF, as the frictional force generated at the
interface prevents the hammer tip from sliding freely along
the string. The scuffing footprint on the string is 0.9, 0.4, and
0.25 mm for CoFs of 0, 0.2, and 0.6, respectively. Predicted
normal contact force on the hammer is slightly reduced with
increasing CoF, as shown in Fig. 5, and hammer-string con-
tact time is slightly reduced, possibly due to frictional energy
loss in the hammer. Different CoFs determine different
boundary conditions at the interface of the hammer and
string, thus affecting energy transferred to the hammer to
excite its modes of vibration, as shown by the shank tip
deflection for CoF of 0.6 shown in Fig. 6.
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D. Effect of hammer shank flexibility on string
spectra

The influence of hammer shank flexibility on piano tone
is well known to piano professionals who routinely select
hammer shanks for different locations from treble to bass
according to tap frequencies. It is also common practice to
adjust the stiffness of hammer shanks, particularly thinning
the treble shanks, as a means to achieve a voicing objective.
Wolfenden37 noted that “in respect to the recoil of hammers
from string, the elasticity of the shank is of prime impor-
tance.” He also pointed out that “the bending of the shank
induces a stroking action of the head upon the strings.”
These effects on hammer-string contact due to hammer
shank flexibility have been investigated experimentally;38

they have also been proposed as a potential mechanism
whereby variation in tone �string spectrum� may be achieved
with different types of touch at the same dynamic level.15

In order to study the effect of hammer-shank flexibility
on string spectra, the results of simulations above with the
flexible hammer shank have been compared to those in
which the stiffness of the shank is reduced by a factor of 4.
For simplicity, the increase in shank flexibility was achieved
by using a Young’s modulus of 2.8 GPa instead of the origi-
nal realistic value of 11 GPa for a hard maple shank.39 This
highly flexible shank would have equivalent stiffness to one
for which the diameter of the original shank has been re-
duced from 6.4 to 4.5 mm with no change to the Young’s
modulus; this is a significant, though by no means unrealis-
tic, reduction in shank diameter. No other changes were
made in the action and string model parameters, or key force
profile input. String damping was neglected in this compari-
son since the objective was to study the spectral content of
the string, and a hammer-string CoF of 0.6 was used.

For the highly flexible shank, an increased hammer head
scuffing motion �0.43 vs 0.25 mm footprint� during string
contact can be seen in the hammer head tip trajectories
shown in Fig. 8. It can also be seen that the initial contact

locations are different, the highly flexible shank first touch-
ing the string about 0.2 mm closer to the bridge termination
�to the left in the diagrams� as compared to the normally
flexible shank; in previous simulations �for instance, Fig. 4.7
of Ref. 34�, compared to a rigid shank this contact point for
the normally flexible shank was already seen to be shifted
about 0.1 mm toward the bridge termination. This shift in the
contact location can be explained from the shank tip deflec-
tion shown in Fig. 9. The highly flexible hammer shank is
bent downward away from the string before impact, thus
changing the initial contact location of the hammer head. As
anticipated, the vibration amplitude of the highly flexible
shank is greater than that of the normally flexible shank.
Finally, contact time for the highly flexible shank is delayed
by 0.2 ms, and the hammer remains in contact with the string
for about 0.1 ms longer, the contact period being 1.97 ms as
compared to 1.87 ms for the normally flexible shank. The
magnitude of these predicted responses for the highly flex-
ible hammer is consistent with reported observations in ex-
periments with a highly flexible hammer shank.38

Hammer shank flexibility has been seen to affect many
aspects of the hammer-string contact event: contact force,
initial time and location, scuffing motion, and duration of
contact; consequently, it can be anticipated that the string
shape �spectral content� after the hammer contact ends will
also be affected by the hammer shank flexibility. This is
demonstrated in the time domain plot of Fig. 10 showing
simulated string motion during and after impact for the two
different shank flexibilities. To further demonstrate the effect
of flexibility on spectral content of the string, an explicit plot
of modal participation factors 	 j�t� taken immediately after
hammer contact ends is given in Fig. 11. The spectra in
decibel calculated as the logarithm of the normalized abso-
lute values 20 log��	 j� /max�	 j�� is shown for each of the 40
modes simulated in the string. As anticipated from the time
domain string response in Fig. 10, there are significant dif-
ferences in the spectral content due to variation in the ham-
mer shank flexibility. The fifth partial of the string is found to
be very sensitive to highly flexible hammer shank. A differ-
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ence of 20 dB can be seen in Fig. 10 with respect to normal
shank. The hammer shank vibration during the hammer
string interaction can influence the string shape at the end of
hammer-string interaction, thus changing its spectral content.
It will be interesting to study in future the causal relationship
between hammer shank flexibility and its influence on string
spectra. Whether the observed differences in spectra would
be audible cannot be ascertained from the simulated results,
due to the absence of damping and other relevant effects
�nonlinear string motion, coupling effects between trichord
strings and soundboard design� that could alter perceived
tonal quality in listening tests. The psycho-acoustic question
of spectral sensitivity is complex.40 Differences in spectrum
occurring in the lower frequency portion of the response
�where a distinct effect from hammer shank flexibility is ob-
served in the simulations� are known to be more significant
to perception of tone quality.41

This result also gives some insight into understanding
the potential influence of touch on tone, which may be pos-
sible without overall change in dynamic level by manipulat-
ing the flexural state of the hammer prior to contact. This
proposed mechanism would require a reasonable degree of
hammer shank flexibility and the ability to control hammer
shank vibrations by touch variation.

IV. CONCLUSIONS AND FUTURE WORK

A dynamic model of a piano action mechanism with
flexible hammer shank and realistic compliant contacts be-
tween components has been integrated with an elastic stiff
string model. The effect of string motion on the mechanism
has been investigated and compared to previously published
results in which the hammer strikes a rigid stop. It was found
that replacing the stop by the string in the model increased
the extent of hammer scuffing during contact, as well as
reduced the predicted vibration of the hammer shank. Ham-
mer shank tip deflection amplitude during contact was also
reduced, while peak contact force decreased and hammer-
string contact time increased. Introducing hammer-string
friction into the simulations decreased the duration of contact
and hammer head scuffing. Finally, simulations in which the
hammer shank flexibility was increased by a factor of 4 with-
out making any other changes to the model showed signifi-
cant differences in the behavior of the hammer and string.
For the highly flexible hammer shank, there were predicted
differences in contact time, force, duration, hammer shank
vibration, and scuffing motion on the string. Moreover, these
differences were responsible for corresponding changes in
the predicted spectral content initiated in the string by ham-
mer impact.

By directly including the action mechanism in the
hammer-string interaction model, the possibility is created to
simulate subtle effects that may be significant in terms of
influencing tone through touch. In order to investigate these,
as well as study the effect of felt properties and hammer
design parameters on tone, a more detailed and mechanistic
compression model is being developed to apply to the
hammer-string contact, and the string model replaced with a
more sophisticated three dimensional vibrating string. The
latter will also allow for the prediction of effects such as
longitudinal string vibrations generated by hammer scuffing
and friction between hammer and string, as well as coupling
between these and the transverse vibration modes. These fac-
tors are known to be important components of piano tone.
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1Note that we have excluded the damper component from the mechanism
in this paper. Unless the damper pedal has been engaged, which lifts all
the dampers in the piano independently of the keys, the damper lifter is
raised by the tail of the key about halfway through the key stroke. Con-
sequently it will have a significant effect on the dynamic response of an
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The aim of this work is to evaluate the effect of a spatial gradient of material properties �mass
density and stiffness coefficients� of cortical bone on its ultrasonic response obtained with an axial
transmission device. Therefore, a two-dimensional finite element time-domain method is derived to
model transient wave propagation in a three-layer medium composed of an inhomogeneous
transverse isotropic solid layer sandwiched between two acoustic fluid layers and excited by an
acoustic linear source located in one fluid layer, delivering broadband ultrasonic pulses. The model
couples the acoustic propagation in both fluid media with the elastodynamic response of the solid
layer. A constant spatial gradient of material properties is considered for two values of bone
thicknesses corresponding to relatively thick and thin bone widths. For a thin bone �0.6 mm�
compared to wavelength �around 4 mm at 1 MHz�, the results are in good agreement with a S0

Lamb wave assuming a homogeneous material with spatially averaged material properties. For a
thick bone �4 mm�, the results are in agreement with the propagation of a lateral wave and allow the
derivation of an equivalent contributing depth in the case of a transverse isotropic inhomogeneous
solid layer. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117445�

PACS number�s�: 43.80.Ev, 43.20.Mv, 43.20.Px, 43.40.Rj �FD� Pages: 4043–4052

I. INTRODUCTION

Osteoporosis is a systemic disease of the skeleton
�WHO Study Group, 1994� characterized by a decrease in
bone mass and micro-architectural deterioration of bone tis-
sue, implying a consequent increase in bone fragility and
susceptibility to fracture. Early studies were devoted to the
most porous component of the skeleton �cancellous bone�.
However, the investigation of cortical bone �Rico, 1997� is
important since it accounts for about 80% of the skeleton,
supports most of the load of the body, and is mainly involved
in osteoporotic fractures �Seeley et al., 1991� of many kinds.
Moreover, cortical bone has recently been shown to be de-
terminant for bone mechanical stability �Mayhew et al.,
2005� at the femur. Cortical bone is the main component of
the diaphysis of long bones such as radius and femur.

The so-called axial transmission �AT� technique has
been shown particularly suitable for cortical bone evaluation.

In AT technique, both ultrasound emitter and receivers are
placed in the same side of the investigated skeletal site along
a direction close to the long bone axis. The earliest event or
wavelet �usually called first arriving signal �FAS�� of the
multicomponent signal recorded at the receivers has been the
most often investigated and its velocity measured in the time
domain was shown to be able to discriminate healthy sub-
jects from osteoporotic patients in several studies. Therefore,
the FAS velocity is now considered as a relevant index of
bone status �Barkmann et al., 2000; Hans et al., 1999; Steg-
man et al., 1995�. In vitro measurements and predictions us-
ing simplified bone models provided at least partial explana-
tions to clinical measurements. Both experimental �Bossy et
al., 2004c; Raum et al., 2005� and simulation studies �Bossy
et al., 2004b� have indicated that the FAS velocity was re-
lated to bone mineral density, to cortical thickness, and to
bone elastic properties. From a physical point of view, it has
been shown by means of simulations that when the wave-
length is comparable or smaller than the cortical thickness,
the type of wave contributing to the FAS corresponds to a
lateral wave, whereas when the wavelength is large com-
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pared to the cortical thickness divided by 4, the received
signal corresponding to the FAS comes from the first sym-
metric Lamb wave mode �noted S0 in what follows� guided
by the whole cortical thickness �Bossy et al., 2002�.

Most models of AT developed in the past have consid-
ered cortical bone as a homogeneous material. However,
bone is heterogeneous at several scales. Its elastic behavior
has been described as transverse isotropic in different works
�see, for example, Dong and Guo �2004��. At the macro-
scopic scale, porosity in the radial direction �which is asso-
ciated with the cross section of the bone� is heterogeneous at
all ages and for both genders �Bousson et al., 2001; Thomas
et al., 2005�: the mean porosity in the endosteal region �inner
part of the bone� is significantly higher than in the periosteal
region �outer part of the bone�. Moreover, cortical bone is
affected by age-related bone resorption and osteoporosis. It
undergoes a thinning of the cortical shell, as well as an in-
crease in porosity, mainly from the endosteal region �Bous-
son et al., 2001�. Therefore, porosity in the radial direction
may become more heterogeneous with aging and/or os-
teoporosis. An increase in porosity is likely to affect bone
material properties �mass density and elasticity� �Fritsch and
Hellmich, 2007�, which may in turn impact bone quality
�Ammann and Rizzoli, 2003�. Similarly, a thinning of the
cortical shell is an important indicator of decreasing bone
strength and of fracture risk �Turner, 2002�.

Modeling the FAS in AT experiment is a time-domain
elasto-acoustic problem. Time-domain analytical methods
have been used in the past to solve the elasto-acoustic wave
system in simple AT models �Grimal and Naili, 2006; Ma-
cocco et al., 2005, 2006�. However, such methods cannot
account for an arbitrary heterogeneity of materials. On the
other hand, numerical methods such as finite elements or
finite differences allow to account for continuous variations
in material elastic properties, which is relevant to model the
heterogeneity of bone. In this paper, a finite element code is
used �COMSOL MULTIPHYSICS, 2005�.

Bossy et al. �2004b� assessed the influence of a gradient
of longitudinal wave velocity due to a heterogeneous distri-
bution of porosity on the FAS velocity. Their computations
were made in the framework of an isotropic behavior of bone
and for cortical thickness larger than the wavelength in bone,
which corresponds to the case where the FAS comes from
the lateral wave. However, a better understanding of the im-
pact of a gradient of material properties in the framework of
an anisotropic model of bone may have potential implica-
tions in the improvement of AT devices and, in a longer term,
in the solution of the inverse problem.

The aim of this paper is to assess the effect of the het-
erogeneous nature of cortical bone on its ultrasonic response
obtained with an AT device. Bone is modeled as an aniso-
tropic material �transverse isotropic�, and a gradient of ma-
terial properties in the radial direction is considered. More
specifically, we aim at investigating the potentiality of a two-
dimensional �2D� finite element numerical simulation tool to
assess the sensitivity of the FAS velocity to independent spa-
tial variations in each stiffness coefficient as well as of mass
density. Therefore, a 2D finite element model briefly de-
scribed in Sec. II is used to compute the dependence of the

FAS velocity on the heterogeneous nature of cortical bone at
the organ level. Moreover, the models of gradients of mate-
rial properties and porosity are presented and discussed. Sec-
tion III describes �i� the sensitivity of the FAS velocity to
changes in each stiffness coefficient and in mass density for
homogeneous material properties and �ii� the effect of a con-
stant gradient of mass density and of each stiffness coeffi-
cient affecting the FAS velocity. The results are then dis-
cussed in Sec. IV by comparing them with analytical models.

II. METHOD

A. Axial transmission configuration

Bone is modeled as a 2–D multilayer medium composed
of one elastic transverse isotropic solid layer �corresponding
to cortical bone� sandwiched between two acoustic fluid lay-
ers, as shown in Fig. 1. The upper medium �z�0� corre-
sponds to soft tissues and the lower medium �z�−h� corre-
sponds to bone marrow. Both soft tissue and bone marrow
are modeled by the same fluid with an acoustic wave veloc-
ity of 1500 m s−1 and a mass density of 1 g cm−3. The corti-
cal thickness is denoted h and direction z corresponds to the
bone radial direction. The other sizes of all domains have
been chosen in order to avoid any effect of the wave re-
flected by the boundaries of the domain on all recorded ra-
diofrequency signals. The boundary conditions at the limits
of the simulation box are identical to the one used in Desce-
liers et al. �2008�, i.e., stress-free for the solid layer and
Neumann conditions for the fluid layers.

In the simulation, a pressure source with a spatial length
of 0.75 mm is positioned in the fluid at 4 mm from the upper
interface of the solid layer. The excitation signal is a Gauss-
ian pulse with a center frequency of 1 MHz identical to the
one given in Desceliers et al. �2008�. Once the numerical
simulation of wave propagation has been performed, the sig-
nal is formed for each of the 14 receivers by summing the
pressure over the length of each sensor. The 14 receivers are
regularly spaced with a pitch of 0.8 mm and a distance of
emitter to closest receiver equal to 11 mm. The geometrical
arrangement attempts to represent the geometrical arrange-
ment of an actual probe developed by the “Laboratoire
d’Imagerie Paramétrique” �France� �Bossy et al., 2004a�.
The FAS velocity is then determined following the procedure

Transverse isotropic heterogeneous bone tissue (solid)

Emitter 14 receivers

Soft tissues (fluid)

Bone marrow (fluid) Boundary of the simulation domain

x

z

h

FIG. 1. Schematic representation of the simulation domain corresponding to
a three-phase medium. The emitter and receivers are indicated by indents.
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used in experiments with the actual probe. Signals are col-
lected for each one of the 14 receivers. The first maximum of
the FAS is measured for each signal, and intersensor delays
are then evaluated by computing the time difference between
adjacent sensors �Bossy et al., 2004a�. The FAS velocity es-
timate is then given by the slope of the position of each
sensor versus time delays, obtained through a least-square
linear regression analysis.

B. 2-D finite element model

In what follows, all viscoelastic or viscous dissipation
effects are neglected in the multilayer medium mimicking
bone, soft tissues, and marrow. The acoustic wave propaga-
tion equation is solved in both fluid media where the formu-
lation is written in terms of pressure. Conversely, the formu-
lation in the solid layer is given in terms of displacement,
and the elastodynamic �nondissipative� wave propagation
equation is solved using the stiffness tensor which writes for
a 2D transverse isotropic medium:

C = �C11�z� C13�z� 0

C13�z� C33�z� 0

0 0 C55�z�
� , �1�

where all stiffness coefficients, written using the Voigt nota-
tion, only depend on z. The plane of isotropy corresponds to
the �y ,z� plane in Fig. 1. Note that in this present work, the
transverse isotropy imposes the relation C13=C12. Subscripts
1, 2, and 3 are associated with x-, y-, and z-axes, respec-
tively.

A continuous variation in the material property S �which
corresponds to any stiffness coefficient Cij or to mass den-
sity� is considered by the variational formulation of the prob-
lem in the simulation code so that a continuous variation in S
as a function of z is taken into account. Therefore, no dis-
cretization corresponding to spatial variation in S is intro-
duced in our model, and bone is not divided into finite-sized
layers of different properties, as it was done in Bossy et al.
�2004b�.

At both interfaces between the fluid layers and the solid
layer, the boundary conditions in terms of displacement and
normal stresses are taken into account. The model therefore
fully describes the fluid-structure interaction between the
three sub-domains, accounting for all reflection, refraction,
and mode conversion effects. For each computation, around
186 000 triangular elements are used, resulting in about
393 000 degrees of freedom. The simulation software is the
3.3 version of COMSOL MULTIPHYSICS �2005�. Accurate dis-
cretization of the geometrical space is important when simu-
lating wave propagation. The internodal distance in both di-
rections is chosen at least smaller than 0.15 mm in the fluid
and 0.25 in the solid so that it is lower than the smallest
wavelength divided by 6 in all directions and both media.
This condition leads to a spatially resolved wave propagation
�Moser et al., 1999�. We verified that decreasing the maxi-
mum size of the elements in the solid layer down to 0.2 mm
does not modify the results obtained in the present study.
Note that there is no artifacts corresponding to the discreti-
zation of the spatial variation in the material property S as its

variation is continuous. The time step used in the computa-
tion is of the order of 10−3 �s and one computation takes
about 5 h on a desk workstation.

C. Determination of a realistic range of variation in
elastic bone properties

In order to define numerical values for a realistic value
of the gradient of the different material properties �see Sec.
III A�, it is necessary to determine the limiting values
reached by each elastic property. Our approach consists in
considering in vitro measurements published in Dong and
Guo �2004� and performed in 18 samples. It is assumed that
these limiting values for elastic properties are relevant for
physiological ranges of variations. Furthermore, the elastic
coefficients of the stiffness tensor are constrained to fully
verify the thermodynamical conditions of stability.

We assume that cortical bone is transverse isotropic.
Transverse isotropy has been shown experimentally by dif-
ferent authors �Dong and Guo, 2004; Reilly and Burnstein,
1974; Rho, 1996� to be a realistic approximation degree of
anisotropy in cortical bone and has been extensively used in
the simulation of ultrasonic wave propagation �Bossy et al.,
2004b; Protopappas et al., 2007�.

Dong and Guo �2004� measured the homogenized bone
properties by performing tensile and torsional tests with a
mechanical testing system on 18 different human femoral
bone specimens. The authors measured the values of the lon-
gitudinal and transverse Young’s moduli �EL and ET, respec-
tively� as well as of the longitudinal shear modulus GL. From
these measurements and by assuming constant values of
Poisson’s ratio, the values of the different components of the
stiffness tensor corresponding to the values of EL, ET, and GL

measured in Dong and Guo �2004� were obtained following
the relationships �Royer and Dieulesaint, 2000�

C11 =
EL

2�1 − �T�
�EL − EL�T − 2ET�L

2�
,

�2�

C33 =
ET�EL − ET�L

2�
�1 + �T��EL − EL�T − 2ET�L

2�
,

C12 =
ETEL�L

�EL − EL�T − 2ET�L
2�

, C55 = GL. �3�

The value of longitudinal Poisson’s ratio �L is taken
equal to 0.37 for all computations because it corresponds to
the average value found in Dong and Guo �2004�. The value
of transverse Poisson’s ratio �T is taken equal to 0.45, fol-
lowing Eq. �3�. The values of the stiffness coefficients cor-
responding to the mean values of the bone mechanical prop-
erties are referred to as “reference” set of parameters in what
follows. The maximum and minimum values of the stiffness
coefficients are obtained by considering, respectively, the
maximum and minimum values of EL and ET within the
range of variation measured in Dong and Guo �2004�, which
is a simple mean of obtaining a realistic range of variation
for the stiffness coefficients in cortical bone. Furthermore,
the elastic properties deduced from the approach reported
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above were constrained to verify the thermodynamical sta-
bility conditions given by Royer and Dieulesaint �2000�:

C12 � inf�C11

2�L
,2C33�L� , �4�

where inf�R� is defined to be the smallest real number in R.
We choose a mean value of mass density � equal to

1.722 g cm−3, following the value taken in Macocco et al.
�2006�. This value is chosen for the reference mass density.
In order to derive a realistic range of variation for mass den-
sity, we assume that the reference value is given by a poros-
ity of 7%, which corresponds approximately to the mean
porosity at the radius �Baron et al., 2007�. The porosity was
assumed to vary between 3% and 15% �Bousson et al., 2001;
Dong and Guo, 2004�, and a rule of mixture leads to the
range of variation in mass density.

D. Lamb wave and bulk longitudinal wave

In previous analyses of wave propagation in idealized
bone shapes �plate or tube� made of a transversely isotropic
material �Bossy et al., 2002, 2004b�, the FAS velocity was
explicitly related to elastic properties in the limit of large and
short wavelength. When the thickness h is smaller than the
wavelength � �typically h /��0.25�, the FAS velocity tends
toward the so-called plate velocity which is the phase veloc-
ity of the S0 Lamb wave in the large wavelength limit with
the expression

vp =	C11

�
� �1 −

C12
2

C11 � C33
� . �5�

When the thickness h is large compared to wavelength,
the FAS velocity tends toward the bulk longitudinal wave
velocity inside the material constituting the solid layer:

vb =	C11

�
. �6�

In the present study, simulations were performed with
two different solid layer thicknesses, h=0.6 mm and h
=4 mm. Considering the dominant frequency of the broad-
band ultrasonic pulse and the range of variation in C11, it
means that h /� varies in the intervals defined from 0.14 to
0.19 and from 0.96 to 1.25, respectively, for the thin and
thick solid layers.

For the thinnest layer, the effect of a gradient of material
property in the solid layer is analyzed on the basis of the
propagation of a S0 wavemode in an immersed homogeneous
plate after adjustment of the material properties. Therefore,
roots associated with the characteristic equation of the S0

wave for homogeneous transverse isotropic plate are calcu-
lated in the limit of large wavelength.

E. Modeling a gradient of material property

The impact of a controlled gradient vector � of any in-
vestigated material property S on the FAS velocity is as-
sessed. The scalar S corresponds to one of the stiffness co-
efficients Cij of C or to mass density �. In each set of
simulations, all the material properties are constant and equal

to their reference value while S is subjected to the defined
gradient. The influence of a spatial gradient of all material
property �each stiffness coefficient Cij and mass density� is
assessed using the numerical simulation tool. In other words,
only one of the different material properties is graded while
the others are kept constant during a simulation in order to
assess the influence of a gradient of each material property
independently. Therefore, no comparison will be made be-
tween the different simulations as we aim at assessing the
influence of a gradient of each material property indepen-
dently.

The gradient vector �=grad S=�z is assumed to be in-
dependent of x in all cases, where z is a unit vector along
z-axis and grad is the gradient operator acting on a scalar
field. The quantity � is always taken positive because the
porosity is known to be higher in the endosteal part than in
the periosteal part of the bone. Moreover, only the simple
situation of affine spatial variations in S is considered, cor-
responding to a constant value of �. This affine spatial varia-
tion in S is chosen because the actual physiological spatial
dependence of S remains unknown.

The minimum and maximum values Sm and SM of the
physiological range corresponding to the material property S
defined in Sec. II C using the work of Dong and Guo �2004�
are chosen in order to define the extremum possible values of
S; this assumption will be discussed in Sec. IV C. The as-
signment of SM at the upper surface �z=0� and of Sm at the
lower surface �z=−h� leads to the definition of a maximum
value �M of � given by

�M =
�SM − Sm�

h
� 0 �7�

for each value h of the cortical bone width.
Two different affine spatial dependencies of the studied

material property are considered and are illustrated in Fig. 2.
Associated gradient � will be referred to as type 1 or 2.

Type 1. The gradient of type 1 is such that the physical
property S takes the same value SM at the upper interface z
=0 of the solid plate for all values of the gradient �. The
quantity S�z� is therefore given by

S�z� = SM + � � z , �8�

where SM is given by the maximal value of the material
property S considered. The maximal value of � is given by
Eq. �7� so that all values of S�z� are always comprised be-
tween Sm and SM.

Type 2. The gradient of type 2 is such that the material
property S takes the same value in the middle of the solid
plate �z=−h /2� for all values of gradient �. Furthermore, the
mean value of the property S is identical for all �. The quan-
tity S�z� is given by

S�z� =
�Sm + SM�

2
+ � � �z +

h

2
� . �9�

The maximal value of � is also given by Eq. �7� so that
all values of S�z� are again always comprised between Sm
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and SM. Again, the maximal value �M of � is given by Eq.
�7�. Gradient of type 2 leads for all magnitudes of � to a
constant value of the spatial average of S.

For both types of spatial variation, five different values
of � regularly distributed between 0 and �M �included� are
arbitrarily considered for each layer thickness, leading to a
set of five numerical simulations.

In what follows, the notations �11, �12, �33, and �� cor-
respond to � when S is defined by C11, C12, C33, and �,
respectively.

F. Modeling a gradient of porosity

In the case of bone, all homogenized material properties
are expected to exhibit coupled spatial variations because
they are all related to porosity, which increases from the
periosteal to the endosteal part �Bousson et al., 2001�. When
porosity increases, the values of the homogenized elastic
constants and of mass density are expected to decrease, hav-
ing opposite and competing effects on the wave velocity.
Here, spatial variations in types 1 and 2 are considered for
the porosity �noted P�, with the minimum and maximum
values of porosity Pm and PM equal, respectively, to 3% and
15%. In the case of spatial variations in types 1 and 2, the
porosity P writes, respectively,

P�z� = PM + �P � z , �10�

P�z� =
�Pm + PM�

2
+ �P � �z +

h

2
� . �11�

Following a simple rule of mixture, a variation in poros-
ity induces an affine variation in mass density given by

��z� = �m + �� � �P − Pm� . �12�

Here, we choose �m in order to obtain a variation in
mass density from 1.753 to 1.66 g cm−3 when P varies from
3% and 15%, which leads to ��=7.7�10−3 g cm−3. These
values correspond to a mass density equal to 1.722 g cm−3

when P=7%.
The variations in the elastic coefficients with porosity

are taken from the literature. Affine dependence of diagonal
components of C with porosity was derived from Baron et al.
�2007� where a variation in porosity between 3% and 15%
corresponds approximately to a change in C11 and C33 of 7.8
and 4 GPa, respectively,

C11�z� = C11
m + �C � �P − Pm� ,

�13�
C33�z� = C33

m + �C� � �P − Pm� .

The variations in C11 and C33 are centered on their ref-
erence value. Therefore, C11

m and C33
m are, respectively, equal

to 19.7 and 16.85 GPa; the quantities �C and �C� are, respec-
tively, equal to 0.65 and 0.33 GPa. Note that taking into
account a slight non linear variation in C11 and C33 as a
function of porosity should not significantly modify our re-
sults. We did not consider any variation of C12 which was
taken equal to its reference value.

G. Equivalent depth for thick solid layer

In the case of a thick bone width, which corresponds to
the propagation of a lateral wave, the ultrasonic response
recorded by AT devices does not depend on bone width
�Bossy et al., 2002�; this result indicates that the ultrasonic
response is not sensitive to the material properties within the
entire bone width, but only in the vicinity of the upper sur-
face. The estimation of the spatial extent of the region below
the surface influencing the ultrasonic response is important
for the clinician since this region corresponds to the anatomi-
cal location investigated by the device. The penetration depth
H estimated in what follows corresponds physically to the
average depth investigated by the AT device. The variation in
the FAS velocity in presence of a spatial gradient of material
property is analyzed in the case of a thick layer �h��� and
allows the estimation of the equivalent depth H introduced
following Bossy et al. �2004b�.

In what follows, a simple method aiming at estimating
the value of this equivalent depth H in the case of a spatial
variation in a given material property S is derived. The
equivalent depth H is defined as the depth at which the rate
of variation in vb computed at the depth H and of the FAS
velocity �obtained numerically� versus � is equal. This con-
dition writes

	 

dvF

d�
��� =

�vb

��
��,H� , �14�

where vb denotes the longitudinal bulk wave velocity in the
axial direction taken at the appropriate depth z and vF de-
notes the FAS velocity. The quantity 	 in the left hand side
of Eq. �14� is determined from the numerical results. The
term in the right hand side of Eq. �14� is determined analyti-
cally. Specifically, for a spatial variation in C11 of type 1,
combining Eq. �14� together with Eqs. �6� and �8� yields

Fluid

Fluid

Solid

Fluid

Fluid

Solid

Variation of type 1 of S

Variation of type 2 of S

(a)

(b)

Physiological range of variation ofPhysiological range of variation of SS

Max value of S

Min value
of S

Max value of S

Min value
of S

FIG. 2. Schematic representation of the two types of spatial variation con-
sidered for the material property S corresponding to the stiffness coefficient
and to mass density. The solid lines in the solid layer indicate the spatial
dependence of S. The dotted line in the solid layer indicates homogeneous
material properties corresponding to the reference material properties. The
variation in type 1 shown in �a� corresponds to a constant value at the
bone-soft tissue interface. The variation in type 2 shown in �b� corresponds
to a constant value in the middle of the bone.
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HC
1 = − 2	�vF

M , �15�

where HC
1 is the equivalent depth for a spatial variation in

C11 corresponding to a variation in type 1 and vF
M denotes the

mean FAS velocity obtained numerically for the different
values of � investigated, which corresponds to a first order
approximation. Similarly, for a spatial variation in C11 of
type 2, combining Eq. �14� together with Eqs. �6� and �9�
yields

HC
2 = − 2	�vF

M +
h

2
, �16�

where HC
2 is the equivalent depth for a spatial variation in

C11 corresponding to a variation in type 2.
The value of 	 is determined graphically as the slope of

the FAS velocity versus � for each type of variation assum-
ing a linear variation in the FAS velocity as a function of �.

Similarly, for a spatial variation in � corresponding to
variations in types 1 and 2, Eq. �14� yields

H�
1 =

2	�M

vF
M , H�

2 =
2	�M

vF
M +

h

2
, �17�

where H�
1 and H�

2 are the equivalent depths for a spatial
variation in � corresponding to a variation in types 1 and 2,
respectively. The quantity �M denotes the mean mass density
at the surface �z=0� obtained, which corresponds to a first
order approximation.

In case of porosity gradient, the equivalent depths can be
calculated in a similar way following the detailed expres-
sions

HP
1 =

2	vF
M�M

��� � �vF
M�2 − �C�

, HP
2 =

2	vF
M�M

��� � �vF
M�2 − �C�

+
h

2
,

�18�

where HP
1 and HP

2 are the equivalent depths for a spatial
variation in porosity corresponding to a variation in types 1
and 2, respectively.

III. RESULTS

A. Range of realistic material properties

Table I recalls the maximum, minimum, and mean mea-
sured values of EL, ET, and GL, as given by Dong and Guo
�2004�. Table I also shows the maximum, minimum, and

mean values of the four components �C11, C12, C33, and C55�
of the stiffness tensor C affecting wave propagation derived
from Eqs. �2� and �3�.

B. Variation in FAS velocity to changes in bone
mechanical properties

From the analysis of numerical simulations, the varia-
tion in the FAS velocity due to changes in material properties
within a realistic range was assessed for h=0.6 and 4 mm
and for homogeneous material properties. The minimal �m�
and maximal �M� values of each material property are tested,
the other material properties remaining equal to their refer-
ence values. Table II shows the corresponding FAS velocity
variations.

According to the value of h and to the considered mate-
rial property S, two situations may be distinguished: the dif-
ference of the FAS velocities obtained when considering the
maximum and minimum values of S may be relatively
“large” �above 91 m s−1� or relatively “small” �lower than
20 m s−1�. Considering the thick solid layer �h=4 mm�,
Table II shows that small differences of the FAS velocity are
obtained when C12, C33, and C55 take their minimum or
maximum value defined above. On the contrary, the FAS
velocity varies significantly when C11 or � varies within the
limits defined above. When considering the thin solid layer
�h=0.6 mm�, changes in C55 hardly affect the FAS velocity
while changes in C11, C12, C33, and � lead to larger changes
in the FAS velocity.

C. Qualitative effect of a gradient of material property

Typical snapshots of wave propagation in the multiple
layer domain corresponding to the case of a thick solid layer
�h=4 mm� are shown in Fig. 3, where the grayscale codes
the normalized amplitude of the pressure in the fluid and the
trace of the stress tensor in the solid. These two quantities are
represented in a logarithmic normalized scale for visualiza-
tion purposes at time t=8 �s. Figures 3�a� and 3�b� corre-
spond, respectively, to homogeneous and heterogeneous
bones with a gradient �11 of C11 equal to 30 GPa cm−1. In the
homogeneous solid layer �Fig. 3�a��, the orientation of the
fastest wave front is approximately perpendicular to the bone
surface, whereas in the heterogeneous solid, this orientation
is inclined compared to the bone surface, which is an effect
of the gradient of C11. The difference between the two pat-
terns of wave propagation illustrates qualitatively the influ-
ence of a gradient of C11.

TABLE I. Mean, maximum, and minimum values of the homogenized longitudinal and transversal Young
moduli of the four elastic constants and of mass density affecting the ultrasonic propagation in the framework
of the 2D model of Fig. 1. These values are taken from Dong and Guo �2004�.

Mechanical
quantity

EL

�GPa�
ET

�GPa�
C11

�GPa�
C12

�GPa�
C33

�GPa�
C55=GL

�GPa�
�

�g cm−3�

Mean
value

�reference�
16.6 9.5 23.1 8.7 15.1 4.7 1.722

Minimum 13.4 6.5 17.6 5.1 9.1 3.3 1.66
Maximum 20.6 12.8 29.6 15.9 25.9 5.5 1.753
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D. Case of thick solid layer

Let us consider first the thick solid layer �h=4 mm�.
Figure 4 shows the dependence of the FAS velocity on the
gradient of C11 and of density. As only C11 and the density
have an effect on the FAS velocity when the solid layer is
homogeneous and the thickness h=4 mm, only gradients �11

and �� with respect to C11 and density were considered.
When the gradient is of type 1, the FAS velocity de-

creases when �11 increases while it increases with ��. When
gradient is of type 2, the FAS velocity increases with �11 and
slightly decreases with ��.

The dashed lines of Fig. 4 show the velocity given from

Eq. �6� where the values of C11 and � are taken at the surface
�z=0�. For homogeneous bone tissue ��=0�, the FAS veloc-
ity is slightly overestimated by vb.

Due to the near field effect, the FAS velocity is expected
to be lower than vb of about 1.5% �about 60 m s−1� for the
distances between emitter and receivers considered �Bossy et
al., 2004b�.

The difference between the dependence of the FAS ve-
locity on � and the behavior of vb at the upper interface may

TABLE II. Sensitivity of the FAS velocity to changes in different stiffness coefficients and in mass density for
two values of the cortical thickness and homogeneous bone material properties. The computed FAS velocity is
indicated for the minimal and maximal values of each variable corresponding to the realistic range of variation
obtained �i� by considering the reference values of Table I and �ii� by verifying that the thermodynamical
stability conditions are fulfilled. Values resulting from the stability conditions are marked with an asterisk.

Material
property S

C11

�GPa�
C12

�GPa�
C33

�GPa�
C55=GL

�GPa�
�

�g cm−3�

Realistic
range �Sm ,SM�

�reference�
�17.6, 29.6� �5.1, 11.1*� �11.8*, 25.9� �3.3, 5.5� �1.66, 1.753�

Cortical
thickness h

�mm�
0.6 4 0.6 4 0.6 4 0.6 4 0.6 4

FAS velocity
for Sm

�m s−1�
2920 3182 3599 3633 3348 3618 3435 3628 3499 3688

FAS velocity
for SM

�m s−1�
3968 4101 3244 3655 3500 3610 3435 3631 3408 3591

FIG. 3. Snapshot of the ultrasonic propagation a time t=8 �s in the three-
layer medium composed of a transverse isotropic solid medium of 4 mm
sandwiched between two identical fluid media. �a� The solid layer is homo-
geneous. �b� The solid layer is heterogeneous with a constant gradient �11 of
C11 equal to 30 GPa cm−1.
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FIG. 4. Case of thick solid layer �h=4 mm�. Variation in vF versus �a� �11

and �b� ��. The black lines correspond to the variation in type 1 �constant
value of �a� C11 and �b� � at z=0� and the gray lines correspond to the
variation in type 2 �constant value of �a� C11 and �b� � at z=−0.5h�. The
continuous lines indicate the results obtained from the finite element model.
The dashed lines correspond to the longitudinal bulk wave velocity in the
material at the upper interface.
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be explained by the fact that in the case of a large bone
thickness, the FAS velocity is influenced by the material
properties within a certain “equivalent depth” �Bossy et al.,
2004b�. Note that if vb�� ,H� was plotted in Fig. 4 �H corre-
sponding to the equivalent depth� as a function of �, it would
by definition have the same slope as that of the solid lines
�which corresponds to the FAS velocity�.

For a spatial variation in C11, the values of HC
1 and HC

2

found using Eqs. �15� and �16� are, respectively, equal to
0.59 and 0.66 mm. The difference may be explained by the
slightly nonlinear variation in the FAS velocity as a function
of � and to the first order approximation �see Eq. �14��. In the
case of spatial variations in �, the values of H�

1 and H�
2 found

using Eq. �17� are, respectively, equal to 1.03 and 1.04 mm.
Of note is that the equivalent depth depends on the type of
gradient considered. As shown by Bossy et al. �2004b�, it
also depends on the frequency and on the distance between
the emitter and receivers.

E. Case of thin solid layer

When considering the thin solid layer �h=0.6 mm�, the
effect of a gradient of C11, C12, C33, and � was investigated
according to the results presented in Sec. III B. The results
are shown in Fig. 5 corresponding to the gradients of C11,
C12, C33, and �, respectively. When the gradient is of type 1,
the FAS velocity is shown to be a decreasing function of
both �11 and �33, but an increasing function of both �12 and
��.

If the gradient is of type 2, the FAS velocity stays ap-
proximately constant for different values of �11, �12, �33, and
��.

When the ratio of thickness over wavelength is small,
the FAS velocity was found to tend toward the plate velocity
vp �Bossy et al., 2002, 2004b�. Therefore, based on the

works of Nayfeh and Chimenti �1988, 1989�, the character-
istic equation for a transverse isotropic solid layer immersed
in liquid was solved for the S0 mode of Lamb wave of a thin
layer �f �h=10−3 mm MHz, where f is the frequency�. In
Fig. 5, the dashed lines correspond to the phase velocity of
the S0 mode of Lamb wave. The material properties used to
obtain the curves with dashed lines in Fig. 5 correspond to
the spatially averaged values of the elastic properties and
density, respectively. In all cases, the gray dashed line is
horizontal since the material property in the middle of the
solid layer does not depend on � for a variation in type 2.

F. Case of a gradient of porosity

Figure 6 shows the results obtained for h=0.6 and
4 mm, respectively, with a gradient of porosity �P. The black
and gray solid lines show the FAS velocity obtained numeri-
cally for a gradient of porosity of types 1 and 2, respectively.
The dashed lines of Fig. 6�a� correspond to the phase veloc-
ity derived from the characteristic equation defined in Nay-
feh and Chimenti �1988, 1989� assuming spatially averaged
�reference� material properties. The dashed lines of Fig. 6�b�
are obtained using Eq. �6� and considering the material prop-
erties at the surface �z=0�. Similarly as in the case of a thin
bone corresponding to Fig. 5, the results displayed in Fig.
6�a� show that the approach by “the characteristic equation”
applied with the spatially averaged material properties is able
to account for the variation in the FAS velocity as a function
of changes in gradient of porosity. Moreover, for a thick as
well as a thin bone thickness, the variation in the FAS veloc-
ity as a function of a porosity gradient is qualitatively similar
to the variation in the FAS velocity as a function of a gradi-
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FIG. 5. Case of thin solid layer �h=0.6 mm�. Variation in vF versus �a� �11,
�b� �13, �c� �33, and �d� mass density. The black lines correspond to the
variation in type 1 �constant value of the considered material property at z
=0� and the gray lines correspond to the variation in type 2 �constant value
of the considered material property at z=−0.5h�. The continuous lines indi-
cate the results obtained from the finite element model. The dashed lines
correspond to the longitudinal bulk wave velocity in the material at the
upper interface. The dashed lines correspond to solutions to the characteris-
tic equation derived from the works of Nayfeh and Chimenti �1988, 1989�.
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FIG. 6. �a� Case of a thin solid layer �h=0.6 mm� and �b� case of a thick
solid layer �h=4 mm�. Variation in vF versus the gradient of porosity �P. �a�
Same caption as that of Fig. 5 with �P and �b� same caption as that of Fig.
4 with �P.
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ent of C11 �see Fig. 4�. These last results show that in the
cases of a small or large bone thickness, the variation in C11

induced by a change in porosity seems to impact more im-
portantly the FAS velocity compared to the variation in mass
density induced by the same change in porosity. In the case
of spatial variations in the porosity, the values of HP

1 and HP
2

found using Eq. �18� are, respectively, of 0.46 and 0.63 mm.
These last values are different but remain of the same order
of magnitude. The difference obtained in the case of a gra-
dient of porosity may be explained by the first order approxi-
mation performed to compute HP

1 and HP
2 , which is not valid

when all material properties vary simultaneously.

IV. DISCUSSION

To the best of our knowledge, this study is the first one
to focus on the effect of a spatial dependence of transverse
isotropic material properties on the FAS velocity estimated
with an AT configuration for different solid layer thicknesses.

A. Case of thick solid layer

Bossy et al. �2004b� used finite-difference time-domain
simulation tools in order to determine the effect of a gradient
of longitudinal wave velocity by considering isotropic bone
material properties. They focused on the behavior of the lat-
eral wave as the cortical thickness was equal to about three
wavelengths. Bossy et al. �2004b� found that when a gradient
of longitudinal wave velocity of 100 m s−1 mm−1 is consid-
ered in bone tissue, the FAS velocity decreases by about
200 m s−1 for a 1 MHz signal compared to the case of a
homogeneous material. We found that the decrease in the
FAS velocity induced by the same gradient is of 198 m s−1,
which is of the order of magnitude of the results found by
Bossy et al. �2004b�. In the case treated in the present study,
the thickness to wavelength ratio is about 1, which is rel-
evant on the physiological level.

B. Case of thin solid layer

Several simulation works have predicted that when the
ratio h /� tends to be small, the FAS velocity tends to the S0

wave velocity �plate velocity� �Fig. 11 of Bossy et al.
�2004b��. In the present work for h=0.6 mm, the values of
the FAS velocity found using the finite element model are
always underestimated by a value comprised between 112
and 195 m s−1 �according to the values of the stiffness coef-
ficients considered� compared to the phase velocity of the S0

wave. However, this discrepancy is essentially due to the fact
that a thickness of h=0.6 mm is not small enough in order to
observe a close convergence with the plate velocity. This
point is supported by the results of an additional finite ele-
ment computation for a thinner homogeneous plate �h
=0.3 mm, C11=23.1 GPa�. In that case, the FAS velocity
was found to be 3320 m s−1 compared to 3435 m s−1 for a
plate with same material properties and h=0.6 mm, closer to
the plate velocity �3236 m s−1�.

As shown in Fig. 5, the relative variations in the FAS
velocity as a function of � show the same trend as the varia-
tions in the plate velocity. Accordingly, our results indicate
that in the case of a rather small thickness �h=0.6 mm�, the

FAS velocity is essentially sensitive to the mean value of the
stiffness coefficients within the solid layer. In the case of a
gradient of material properties, the plate velocity can account
to a certain extent for the mean variations in elasticity. This
last result may be explained by the fact that, at the first order,
S0 wave modes are mostly sensitive to geometrical effects of
the plate rather than to the variations in material properties.

C. Limitations

This study has a number of limitations. First, no absorp-
tion effects were accounted for in cortical bone �Lakes et al.,
1986; Sasso et al., 2007, 2008�, in soft tissue, or in marrow.
Second, the determination of homogenized material proper-
ties of cortical bone is a complex problem due to the multi-
scale nature of bone. Bone material properties depend on the
microstructure �e.g., porosity, shape, and distribution of the
pores� as well as on the material properties of the bone ma-
trix at smaller scales �e.g., mineralization, orientation of col-
lagen fibrils, etc.�. Both porosity and material properties of
bone tissue may depend on the radial position in bone and
result in a gradient of elasticity. Therefore multiscale models
coupled with structural and stiffness measurements at lower
scales are needed in order to derive more realistic spatial
variations in homogenized material properties. In addition,
the gradients of the different stiffness coefficients may be
coupled, which was not considered in the present study. Nev-
ertheless, similar trends of the evolution of the FAS velocity
as a function of gradients of elasticity should be obtained in
more general cases. Third, rough approximations were em-
ployed in order to determine the value and the gradient of
bone material properties. Our approach was to use the results
obtained by Dong and Guo �2004� together with the thermo-
dynamical stability conditions in order to determine a physi-
ological range of variation for each material property. Then,
the maximum gradient of each material property S is as-
sumed to correspond to a spatial variation in S, where S takes
�i� the maximum value of physiological range determined
using the aforementioned approach in the periosteal part and
�ii� the minimum value of physiological range at the en-
dosteal part. This method of determination of the spatial
variation in the bone material properties constitutes a simple
approach but relevant to approximate their complex spatial
variation. Real variations in material properties are likely to
be significantly more complex. However, for large cortical
thickness, the range of variation in �11 �0–30 GPa cm−1� is
comparable with that determined from numerical simulations
of wave propagation by Bossy et al. �2004b� �about
15 GPa cm−1�. In addition, our results do not depend on the
choice of the physiological range of variation in each mate-
rial property and changing the values of the bone properties
would not modify the main conclusion of this study since
linearity is assumed at all stages of the computation.

In this paper, the effect of a gradient of porosity on
cortical bone, which may be due to aging and/or to os-
teoporosis, is investigated. However, whereas C12 has been
shown to play a role in the propagation in the case of thin
bone, its variations were not accounted for since its depen-
dence of porosity was not given in Baron et al. �2007�.
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In the framework of a virtual osteoporosis approach
�Haïat et al., 2007�, it would be enlightening to derive real-
istic scenarios of cortical bone alteration and to include them
into our model using appropriate homogenization proce-
dures. It has been shown that bone tissue aging leads to an
increased mineralization �Grynpas, 1993�. Hyper-
mineralized tissues have a tendency to be stiffer as shown in
studies using nano-indentation �Hoc et al., 2006� or acoustic
microscopy �Raum et al., 2006�. Therefore, a combined ef-
fect of an increased mineralization together with an increase
in porosity as well as in the gradient of porosity would be of
great interest to predict the evolution of bone ultrasonic re-
sponse with age or thickness.
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Sound source segregation by goldfish: Two simultaneous tones
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Parmly Hearing Institute, Loyola University Chicago, 6525 N. Sheridan Road, Chicago, Illinois 60626

�Received 11 October 2008; revised 31 March 2009; accepted 31 March 2009�

The perception of two simultaneous tones was investigated in goldfish using classical respiratory
conditioning and a stimulus generalization paradigm. Pairs of tones were used to make up a mixture
of 150 Hz and a higher harmonic or a mistuned harmonic. Fish were conditioned to the two-tone
mixture and then tested for generalization to several pure tones. The simultaneous tones tended to
be segregated in perception, with the generalization gradient for single tones having two peaks
corresponding to the frequencies of the tone pairs. There were no consistent differences in the
generalization gradients following conditioning to harmonic or inharmonic tone pairs. In addition,
experiments were carried out in which the two tones of the pair were heard on alternate trials,
always as single tones, followed by generalization tests to single tones. There was more
generalization in this experiment, reflecting the fact that conditioning and generalization test stimuli
were both single tones. However, the shapes of the generalization gradients were similar to those in
which fish were conditioned to two simultaneous tones, indicating that the simultaneity of the tones
did not make them harder to segregate. As the frequency separation between the two components
narrowed, segregation tended to fail.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3124777�

PACS number�s�: 43.80.Lb �MCH� Pages: 4053–4059

I. INTRODUCTION

In 1964, van Bergeijk �1964� asked the following ques-
tion about the structure of a fish’s auditory experience:
“Given that a fish can discriminate between two sounds A
and B when they are presented separately, can he still dis-
criminate either one when both are presented simulta-
neously? Or do the two sounds blend to form a new entity
�such as a chord�?” �p. 296�. At that time, the concepts of
analytic and synthetic listening, sound source segregation,
and auditory scene analysis were not yet defined, so van
Bergeijk’s question seems prescient as well as intelligent.
But neither were there obvious methods for answering such a
question, and, in fact, there was a general bias against the
notion that a fish had any “auditory experience” at all. van
Bergeijk �1964� went on to state that if fishes were not able
to segregate source A from source B, then vocal communi-
cation among fishes would be of very limited use. Actually, it
would seem that if fishes were not able to segregate sources,
hearing itself would be of very limited use.

The source segregation question for fishes has recently
been answered in the affirmative several times, both with
respect to single-tone components �Fay, 1992� and more tem-
porally and spectrally complex sources �Fay, 1998, 2000�.
But unanswered questions remain. For example, first, what is
the role of harmonicity? In general, harmonic relationships
play a role in human source segregation, and this formed an
element of van Bergeijk’s question when he suggested that
the two sources might “blend” to form a chord. Second, what
are the limitations of source segregation with respect to fre-
quency differences? Fay �1992� demonstrated that goldfish
behaved as if they had segregated two simultaneous tones of

166 and 724 Hz, but it is not known how the animal per-
forms in segregating more closely spaced tones. The 166–
724 Hz segregation could have essentially a simple periph-
eral explanation in that these two frequencies activate
differently tuned auditory nerve channels with center fre-
quencies near these frequencies �Fay and Ream, 1984; Fay,
1997�. What happens to segregation, and is it still possible
when the two components fall essentially within the same
channel? These and other questions were the motivations for
the present experiments. The segregation of two simulta-
neous components was evaluated with respect to the har-
monic or inharmonic relations between the components, and
as a function of the frequency separation between a low-
frequency component �150 Hz� and the higher harmonic
component to be possibly segregated.

II. MATERIALS AND METHODS

A. Animals

The subjects were 96 common goldfish �Carassius au-
ratus�, about 8 cm in standard length, maintained in commu-
nal aquaria for from 2 weeks to over 1 year. The fish were
obtained from commercial suppliers.

B. Acoustics and stimuli

The experimental test chamber was a water-filled plexi-
glass cylinder 23 cm in diameter and 28 cm high. A Univer-
sity Sound UW-30 underwater pool speaker projected up-
ward from the bottom of the tank, and was buried in water-
saturated sand with the speaker diaphragm about 2 cm below
the sand surface.

In general, the acoustic conditioning and test stimuli
were either pure tones between 50 and 900 Hz, or two simul-
taneous �mixed� tones consisting of 150 Hz plus a highera�Electronic mail: rfay@luc.edu
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component at either harmonics of 150 Hz �300, 450, 600, or
750 Hz� or at near or mistuned harmonics �310, 460, 610, or
760 Hz�. The two-tone mixtures were called harmonic when
the higher frequencies were integer multiples of the 150 fun-
damental frequency component and were called inharmonic
when the harmonics were mistuned by 10 Hz. In all cases,
the tones were presented at a level about 40 dB above abso-
lute threshold for the component�s� �Fay, 1969�. During con-
ditioning �40 trials�, the level of the tone�s� was varied from
trial to trial by �10 dB. During generalization testing, all
stimuli were presented at a constant 40 dB sensation level.

In all experiments, conditioning and test stimuli were 6 s
duration signals with 20 ms rise-fall times synthesized in
advance, stored on disk, and read out of a 16 bit digital-to-
analog converter �DAC1� from Tucker Davis Technologies
�TDT� at 5 kHz. The DAC1 output was low-pass filtered at
1500 Hz, led to a TDT programmable attenuator, and then to
a Crown 100 W power amplifier and the UW-30 loudspeaker.

The acoustic signals were measured by a Bruel and
Kjaer 8103 calibrated miniature hydrophone placed in the
fish restrainer �described below�. The hydrophone output was
amplified, bandpass filtered between 10 and 2500 Hz, and
digitized at 5 kHz. Samples were spectrally analyzed using
the fast Fourier transform. Levels �in decibels with regard to
1 �Pa� at selected frequencies were also measured using an
HP 3040A wave analyzer. The experimental tank rested on a
vibration-isolated limestone slab inside an Industrial Acous-
tics single-walled audiometric booth.

C. Experimental design

A total of 12 experiments were carried out, with eight
animals per experiment. In each experiment, animals re-
ceived 40 conditioning trials, and then 40 generalization test
trials without shock, but in which every fifth trial was the
conditioning stimulus terminated by shock. These reinforced
trials served to maintain the conditioned response in the face
of the generalization testing procedure that tended to extin-
guish the conditioned response. In experiments 1–4, animals
were conditioned to a two-tone mixture and tested for gen-
eralization to eight single tones between 50 and 900 Hz. The
two-tone mixtures always had a 150 Hz, fundamental fre-
quency component plus a higher, harmonic frequency com-
ponent at 300, 450, 600, or 750 Hz. Experiments 5–8 had
identical stimuli except that the higher of the two condition-
ing components were mistuned with respect to perfect har-
monics by 10 Hz �310, 460, 610, or 760 Hz�. A comparison
of generalization behavior between experiments 1–4 and 5–8
helped to evaluate the role that harmonicity might play in
two-tone segregation. In experiments 9–12, the conditioning
stimuli were two harmonic tones presented alternating with
one another on successive trials, rather than simultaneously.
Generalization testing stimuli were as in experiments 1–4.
This last group of experiments helped to evaluate what was
to be expected if the simultaneous tones in experiments 1–4
were perceived as segregated as possible.

D. Conditioning and generalization testing

For respiratory conditioning, a goldfish was restrained in
a cloth bag about 2 cm from the water surface, centered in
the test tank. Slits in the bag allowed respiratory movements
of the gill covers and mouth. A thermistor near the mouth
measured respiration. Water flow cooled the thermistor pro-
ducing a fluctuating voltage proportional to respiration. This
waveform was filtered between 1 and 4 Hz and digitized at 5
kHz. Respiratory activity was calculated by summing the
piecewise lengths of the respiratory waveform in arbitrary
units minus the length expected without respiratory activity
�i.e., a flat line� over the same period of time. The response
�suppression ratio� during a 6 s conditioning or test stimulus
was defined as the ratio of the respiratory activity during the
last 4 s of the stimulus to the sum of the latter and the
respiratory activity 4 s preceding the stimulus. Complete res-
piratory suppression results in a suppression ratio �SR� of
zero, and no change in respiration results in a SR of 0.5.

Respiratory suppression lasting several seconds was an
unconditioned response to a 100 ms ac electric shock deliv-
ered through steel electrodes placed near the animal’s head
and tail. A single conditioning trial included a 4 s pretrial
period during which respiration was measured, and a 6 s
stimulus presentation that terminated with the shock. Condi-
tioned responses to sound tend to occur after 10–15 trials.

Animals were conditioned and tested in two separate
sessions that were between 30 min and 24 h apart. A condi-
tioning session consisted of 40 conditioning trials �random
intertrial intervals averaging 3 min�. Generalization testing
consisted of 40 test trials �average intertrial interval of 1.5
min� of eight test stimuli presented four times each in ran-
dom order without shock. The conditioning stimulus was
presented with shock every fifth trial in order to maintain the
conditioned response. Shock voltage was adjusted occasion-
ally in order to maintain the conditioned response. Often,
conditioning and testing was suspended for 20–40 min in
order to aerate the test tank water and maintain slow respi-
ration. Animals failing to show robust, sustained respiratory
suppression during the conditioning period were eliminated
as subjects.

A median SR was calculated for each of the stimuli pre-
sented four times during each generalization testing session.
Generalization was normalized with respect to the median
SR to the conditioned stimulus measured during the test ses-
sion �eight trials� and expressed as a percentage. Percentage
generalization was defined as ��0.5−medT� / �0.5−medC��
�100, where medT is the median SR to the test stimulus and
medC is the median SR to the conditioning stimulus obtained
from eight conditioning stimulus presentations �with shock�
during generalization testing. Generalization values above
100% occurred when suppression to a test stimulus was
greater than that to the conditioning stimulus. Values below
0% occurred when the SR was greater than 0.5, indicating an
acceleration of respiratory activity during the stimulus.

The care and use of animals in this work was approved
by the Institutional Animal Care and Use Committee of
Loyola University Chicago, and was supported by the NIH
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NIDCD Grant No. 1 R01 DC005970 “Sound source segre-
gation and determination,” R. Fay P.I.

III. RESULTS

The group mean generalization gradients for all 12 ex-
periments are shown in Fig. 1. As an example, Fig. 1�a�
shows the gradients for animals conditioned to 150 and 750
Hz �harmonic�—filled squares, animals conditioned to 150
and 760 Hz �inharmonic�—filled triangles, and animals con-
ditioned to 150 and 750 Hz tones alternating on successive
trials—open circles. These three groups were always tested
identically using single tones. All groups produced the great-
est response at 150 and 750 Hz, suggesting that these two
components had been segregated in perception. The maxi-
mum amount of generalization for the two groups condi-
tioned to the tonal mixtures reached about 60%, indicating
that no single tone used in generalization testing was fully
equivalent to the two-tone mixture on which the fish were
conditioned. The gradient for the inharmonic test stimuli is
essentially identical to that for the harmonic group, suggest-
ing that source segregation for tones does not depend on
strict harmonic relationships, at least for these two most
widely spaced tones. The gradient for the group conditioned
to the two tones presented successively on alternate trials is
generally higher �reaching 100%� than for the other two
groups, indicating that the single test tones were judged to be
essentially equivalent to the single tones used in initial con-
ditioning. There are no other obvious differences between the
generalization behavior of the simultaneous and alternating
conditioning groups.

In general, the other panels in Figs. 1�b�–1�d� can be
described similarly. However, as the two-tone separation nar-
rows, the evidence for source segregation also declines. Fig-

ure 1�d� shows that at the smallest component separation
�150 and 300 Hz�, there is no sign of source segregation.
This is due to the limited resolution of the generalization test
and the limited resolution of generalization behavior as a
sign of source segregation �see Sec. IV�. However, the
amount of generalization after conditioning to the tonal mix-
tures is higher in this group �80%–90%�, suggesting that the
response to the two-tone complex �150 and 300 Hz� was
nearly equivalent to the response to the single tones used in
the generalization test. Also notice that at this small separa-
tion, there is still little sign of the influence of harmonic
versus mistuned components on generalization behavior, and
no obvious differences between the gradient shapes for si-
multaneous or successive tone conditioning.

The degree of tone source segregation as revealed by the
generalization gradients can be estimated using a peak-valley
contrast metric. Contrast was defined as P-T, where P is the
average generalization response at the two frequencies used
in conditioning and T is the lowest single generalization
value that fell between the two peaks. Figure 2 shows this
contrast for the four groups and indicates that contrast de-
clines approximately equally and linearly as the frequency
separation between the two components declines for both the
harmonic and mistuned groups and regardless of whether the
goldfish were conditioned to simultaneous or successive
tones.

IV. DISCUSSION

These results are generally consistent with the results of
a previous experiment �Fay, 1992� on tonal source segrega-
tion in goldfish. This and the earlier experiment suggest that
two-tone mixtures are naturally analyzed by the goldfish into
their individual tonal components and do not tend to be per-
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FIG. 1. Group mean generalization gradients for 12 independent groups of eight animals conditioned to two tones. �A� 150+750 Hz, �B� 150+600 Hz, �C�
150+450 Hz, and �D� 150+300 Hz. For all panels, filled squares: two-tone, harmonic complexes; filled triangles: two-tone mistuned complexes; and open
circles: two single tones presented on alternate trials. Vertical error bars indicate �1 standard error at each mean. The two large arrows in each panel indicate
the two frequencies making up the conditioning stimuli.
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ceived synthetically as a unique chord or auditory “chimera.”
Rather, the goldfish auditory system tends to operate analyti-
cally and forms a “scene” made up of the collection of indi-
vidual auditory components or sources. This ability to segre-
gate sources, even those with no obvious biological
significance, is presumed to be an adaptation of all auditory
systems for analyzing the soundscape for general orientation
purposes �Slabbekoorn and Bouton, 2008�.

The generalization gradients for the simultaneous and
successive groups are substantially similar, indicating that
the simultaneous occurrence of the two components did not
affect or reduce the source segregation behavior to a greater

degree that occurs when the components are heard separately
or as single tones. Therefore, there appears to be little or no
effect of simultaneity itself on source segregation as mea-
sured by this generalization procedure. The frequency selec-
tivity revealed by these generalization experiments seems to
be quite acute, and the results are generally consistent with
previous generalization experiments using single tones �Fay,
1969, 1970a, 1992�.

In order to compare single-tone generalization behavior
with the present gradients after conditioning to mixtures, Fig.
3 was constructed. The present gradients for the harmonic
mixtures �filled triangles connected by lines� are plotted
along with results abstracted from the single-tone gradients
�Fay, 1970a, see also Fig. 4�. Since the exact frequencies
used presently �150, 300, 450, 600, 750 Hz� were not tested
with single tones previously, a procedure was developed to
predict what these generalization gradients would likely have
been if centered on the frequencies used in the present ex-
periments. First, the upper and lower frequencies of each
single-tone generalization gradient corresponding to 50%
generalization were measured and were plotted as a function
of center frequency. The frequencies at 50% generalization
corresponding to the present center frequencies were deter-
mined by linear interpolation. Then the predicted gradients
were plotted in Fig. 3 as three points—the interpolated lower
and upper frequencies at 50% generalization, and the center
frequency. It can be seen that for the two widest tone sepa-
rations �panels A and B�, the lower leg of the 150 Hz gradi-
ents and the upper leg of the higher harmonic gradients are
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FIG. 2. The degree of segregation indicated by a contrast metric. Contrast
�see text� as a function of the frequency of the higher harmonic. Filled
squares: two-tone, harmonic complexes; filled triangles: two-tone mistuned
complexes; and open circles: two single tones presented on alternate trials.
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FIG. 3. Generalization gradients for harmonic complexes �filled triangles� along with predictions for generalization gradients to single tones �the two, inverted
“V” shapes in each panel—see text�. �A� Generalization gradient following conditioning to 150+750 Hz with predicted single-tone gradients to these same
frequencies. �B� 150+600 Hz, �C� 150+450 Hz, and �D� 150+300 Hz.
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coincident with those for single tones and the present two-
tone mixtures. At test frequencies between the two compo-
nents, the mixture gradients lie well above the single-tone
gradients. For the two narrowest frequency separations �pan-
els C and D�, there is more excess generalization, especially
above the center frequencies of the higher, single-tone gradi-
ents. Thus, we conclude that for the 150 Hz plus 600 and 750
Hz gradients, the generalization behavior is predicted from
the single-tone gradients at frequencies above and below the
respective tonal frequencies, but between them generaliza-
tion is greater than predicted. This means that the two-tone
mixtures were well analyzed, but this analysis tends to be
degraded or uncertain at frequencies between the two mixed
tones. As noted above, this uncertainty is not due to the
simultaneous presentation of the two tones, but rather with
the performance in recalling two, rather than one, tone in the
generalization test. For the other two gradients �panels C and
D�, analysis of the mixtures generally declines and fails com-
pletely for the 150+300 Hz gradients. The failure to dem-
onstrate segregation in these cases is due, at least in part, to
the combination of the limited resolution of the generaliza-
tion procedure as a definition of source segregation and the
limited resolution of the frequencies chosen for the generali-
zation test.

Figure 4 plots the pure tone generalization gradients that
have been obtained from goldfish previously �Fay, 1970a�.
These gradients are remarkable in suggesting that frequency
analysis is very acute, and that it deteriorates monotonically
with frequency between 40 and 1600 Hz. For example, the
left-most gradient indicates that a 5 Hz deviation from the 40
Hz conditioning frequency results in a significant failure to
generalize. Not only is this a discriminable change of fre-
quency �Fay, 1970b� but it is a meaningful one to the gold-
fish in that it easily controls behavior. What are the mecha-
nisms for this high degree of frequency selectivity, and for
the degree of source segregation revealed by these generali-
zation gradients? In other words, what evidence permits the
goldfish to decide that there are two sinusoids that make up

the mixture stimuli used here, or that a 100 Hz sinusoid has
little in common with a 150 Hz sinusoid �see Figs. 4 and 5�?

The first hypothesis that comes to mind is that the seg-
regation behavior is based on peripheral filters �the tuning
curves of primary afferents�. This hypothesis, in its simplest
form, can be quickly rejected. Fay �1978a, 1997� and Fay
and Ream �1986� investigated the frequency selectivity of
saccular afferents in goldfish and concluded that the hearing
range is divided into 2–4 wide-band frequency channels.
Figure 5 shows the two major peripheral frequency channels
revealed using the reverse correlation �revcor� method in
goldfish �Fay, 1997�, superimposed on the generalization
gradients of Fig. 4. These two channels are quite wide and
overlapping, and cannot account in any simple way for the
behaviorally determined frequency selectivity, especially at
the lowest frequencies. Thus, the hypothesis that the two-
tone source segregation behavior of goldfish �Fay, 1992� is
simply based on the selective and independent analysis of the
two mixed components in peripheral channels can also be
rejected.

The remaining possibilities include that this frequency
selectivity and source segregation behavior are a result of
computations in the brain, begun either with the place-coded
peripheral selectivity of Fig. 5 or with the temporally coded
waveform, presumably based on phase-locking in the periph-
ery. Computations based on the timing of spikes in the audi-
tory nerve is the hypothesis that has received the most ex-
perimental and theoretical attention �e.g., Fay, 1978b; De
Cheveigné, 2005�.

The temporal coding hypothesis is relevant to the
present question of the effects of harmonicity on source seg-
regation. There appears to be no apparent effect of harmo-
nicity on segregation: the generalization gradients are sub-
stantially similar for harmonically related and for mistuned
components. For human listeners, the mistuning of a har-
monic within a harmonic complex tends to make the mis-
tuned component stand out as a separate entity �enhances
segregation or analytic listening� �Hartmann, 1988�. This
phenomenon is often discussed in the context of pitch theory;
the frequency of a mistuned harmonic is not consistent with
the pitch or fundamental frequency of the rest of the complex
and thus is perceptually segregated. Goldfish exhibit a sort of
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pitch perception for harmonic complexes �Fay, 2005� but dif-
fer from humans in apparently not demonstrating repetition
noise pitch �Yost et al., 1978�, and in their perceptions that,
for example, a 100 Hz pure tone and a harmonic complex
with a fundamental frequency �f0� of 100 Hz have no per-
ceptual elements in common �Fay, 2005�. The evidence so
far is that the goldfish is well aware of the acoustic spectrum
but unaware of a spectrum’s periodicity or internal structure
that can determine pitch for human listeners. Guttman �1963�
came to a similar conclusion about the visible spectrum after
studying stimulus generalization across single wavelengths
in pigeons.

It is noteworthy that in Fay, 2005, goldfish did not gen-
eralize at all between a single tone of 100 Hz and a harmonic
complex with 20 successive harmonics having a f0 of 100
Hz or vice versa. But in the present experiment, there was
significant generalization between a two-tone harmonic com-
plex with f�0�=150 Hz and a 150 Hz single tone. We could
predict, therefore, that as the number of higher harmonics of
a complex increases, the magnitude of generalization to a
single tone at the fundamental frequency declines, in spite of
the fact that the 100 Hz periodicity of the complex’s wave-
form becomes better and better defined as more harmonics
are added. Apparently, a signal consisting of many succes-
sive harmonics is difficult to analyze for the goldfish and is
perceived synthetically as quite distinct from a single tone.
In any case, the often-stated conclusion that organisms tend
to analyze the low-frequency acoustic waveform in the time
domain �e.g., Capranica, 1992� may be true to some extent,
but fundamental structural features such as waveform peri-
odicity do not appear to strongly determine the resultant per-
ceptions in goldfish. It is not yet clear whether this tentative
conclusion applies as well to all fish species or may apply
only to hearing specialists �e.g., otophysans� such as goldfish
and zebrafish that have a wide hearing range extending to
several thousand hertz.

For human listeners, the pitch of complex tones is deter-
mined primarily by higher-frequency harmonic components
that are not resolved by the peripheral auditory system �the
“residue”�. Perhaps for goldfish, this unresolved residue
�comprised of the fundamental and all audible harmonics�
determines aspects of perception, but there may be no pitch
or periodicity pattern processor to make sense out of it. Per-
haps for goldfish �and other fishes�, complex pitch, per se, is
not an important aspect of hearing or source segregation.

The present study contributes to this issue by revealing
the frequency selectivity of the internal processes �e.g., fil-
tering computations� that perform this segregation. Lu and
Fay �1995, 1996� demonstrated the existence of complex and
selective tuning curves in the goldfish midbrain �torus semi-
circularis� and thalamus �central posterior nucleus�. Some
single-unit tuning curves showed responses to narrow fre-
quency bands in an “island” pattern, where excitatory re-
sponses were flanked by suppressive bands, apparently
caused by inhibitory interactions. Thus, narrow frequency
selectivity of central units appears to be synthesized through
excitatory and inhibitory interactions among frequency-
selective inputs, ultimately originating in the periphery.
Therefore, we tentatively conclude that the segregation be-

havior revealed here can be best understood in terms of the
frequency selectivity synthesized in the brain and ultimately
derived from peripheral filtering.

Regardless of the specific mechanisms, however, these
experiments indicate an essential similarity between goldfish
and human auditory perception. Both species easily segre-
gate many sources in mixtures, and for both species, the
spectrum plays a dominant role. For humans and some other
vertebrates, the analysis of the spectrum at the periphery
seems to be adequate to account for many aspects of source
segregation. For goldfish �and possibly other fishes�, it ap-
pears to be central computations based on a rather crude
peripheral frequency selectivity that accounts for the funda-
mental aspects of source segregation. The absence of a fine
peripheral frequency selectivity and tonotopicity in fishes has
not been an important limitation on the sense of hearing or
its performance in source segregation.
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An auditory study was conducted to derive data on temporary threshold shift �TTS� induced by
single impulses. This information should serve as basis for the definition of noise exposure
criteria for harbor porpoises. The measurements of TTS were conducted on a harbor porpoise by
measuring the auditory evoked potentials in response to amplitude-modulated sounds. After
obtaining baseline hearing data the animal was exposed to single airgun stimuli at increasing
received levels. Immediately after each exposure the animal’s hearing threshold was tested for
significant changes. The received levels of the airgun impulses were increased until TTS was
reached. At 4 kHz the predefined TTS criterion was exceeded at a received sound pressure level of
199.7 dBpk-pk re 1 �Pa and a sound exposure level �SEL� of 164.3 dB re 1 �Pa2 s. The animal
consistently showed aversive behavioral reactions at received sound pressure levels above
174 dBpk-pk re 1 �Pa or a SEL of 145 dB re 1 �Pa2 s. Elevated levels of baseline hearing
sensitivity indicate potentially masked acoustic thresholds. Therefore, the resulting TTS levels
should be considered masked temporary threshold shift �MTTS� levels. The MTTS levels are lower
than for any other cetacean species tested so far.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3117443�

PACS number�s�: 43.80.Nd, 43.80.Lb �WWA� Pages: 4060–4070

I. INTRODUCTION

Anthropogenic sound resulting from shipping, industrial
and military activities and many other sources has led to a
substantial increase in the underwater background noise in
the oceans over the past decades �Hildebrand, 2004�. The
North and Baltic Seas are among the most intensively used
and consequently noisiest marine areas �OSPAR Commis-
sion, 2000�. Seismic surveys are one of the most prominent
contributors to the overall noise budget in these areas, as in
almost all oceans. Consequently, these surveys moved into
the focus of interest of scientists as well as policy makers
due to the intensity of the emitted sounds and spatiotemporal
scale of these activities. Seismic surveys are conducted
covering vast areas while searching for hydrocarbon
deposits—in the central North Sea the most recent campaign
was conducted at the Doggerbank area in spring/summer
2007. The total source level of airgun arrays used as sound
source during these surveys depends on size, number, and
timing of the individual airguns. With source levels ranging
from 225 to 255 dB re 1 �Papeak �Richardson et al., 1995�,
seismic surveys are routinely conducted continuously over
several weeks, with repetition rates of several signals per
minute.

The acoustic emissions produced during these programs
may reach intensities with a potential of causing a variety of
effects in the marine fauna at considerable distances—from
behavioral reactions �McCauley et al., 2000; Tougaard et al.,
2003� and potential stress to physiological effects �Finneran
et al., 2002�, injury �McCauley et al., 2003�, and possibly
death �Ketten et al., 1993�.

Most odontocete species are known to produce, and be
sensitive to, sound �see review in Richardson et al., 1995;
Wartzok and Ketten, 1999�. They are represented in the cen-
tral and southern North Sea, the Baltic Sea, and especially in
German waters by the harbor porpoise �Phocoena phocoena�
as the only resident cetacean species. Harbor porpoises have
a very acute sense of hearing underwater �Andersen, 1970;
Kastelein et al., 2002� and have been shown to use echolo-
cation to find their prey �Busnel et al., 1965� as well as for
spatial orientation and navigation underwater �Verfuß et al.,
2005�. Their acoustic sense has evolved to be their likely
dominant sense vital to their survival. Any impairment or
damage to their auditory system may have deleterious con-
sequences for the affected individuals.

Auditory studies on terrestrial animals have shown that
the exposure to intense impulsive sounds could exceed the
tolerance of their auditory system and lead to an increased
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hearing threshold �Ahroon et al., 1996; Kryter, 1994; Yost,
2000�. Such a noise-induced threshold shift �TS� can either
be temporary �TTS� or permanent �PTS�, depending on the
hearing system’s capacity for recovery once the sound has
ceased. A similar cause-effect relationship has been found in
odontocetes as TTS has been demonstrated in bottlenose dol-
phins �Tursiops truncatus� and belugas �Delphinapterus leu-
cas� �Schlundt et al., 2006; Finneran et al., 2002; Nachtigall
et al., 2003, 2004� after exposure to intense intermittent or
continuous noise. The TTS data obtained so far indicated that
the energy flux density �i.e., the acoustic energy over time or
sound exposure level �SEL�� of a signal can be used in com-
bination with a maximum peak pressure to determine noise
exposure criteria for marine mammals. As SEL is calculated
by integrating the squared pressure over a standard unit of
time, the duration of a signal plays an important role with
regard to TTS. It is still unclear whether the dose-response
function follows an “equal-energy rule” in marine mammals,
but in the absence of specific data it can be used as a first-
order approximation, as pointed out by Southall et al. �2007�.

Based on these TTS data, a peak pressure of
224 dBpeak re 1 �Pa and a SEL of 195 dB re 1 �Pa2 s
were initially proposed as noise exposure criteria for mid-
frequency cetaceans �e.g., bottlenose dolphins and belugas�
for exposures to pulsed sounds �Ketten and Finneran, 2004�.
With the noise exposure criteria proposed by Southall et al.
�2007�, the focus of marine mammal policy has shifted to-
ward PTS and the onset of behavioral disruption. They
proposed appropriate interim noise exposure criteria for all
toothed whale species based on the dose-response functions
found in the two cetacean species tested for their TTS
limit so far �see above�. The relevant PTS level for single
impulses is set for all toothed whale species to a peak
pressure of 230 dBpeak re 1 �Pa and a SEL of
198 dB re 1 �Pa2 s. A criterion for SEL has also been set
for the first time for multiple exposures to impulsive sounds,
which are likely to lead to a reduced tolerance of the
auditory system �Ahroon et al., 1996�. This threshold
�198 dB re 1 �Pa2 s� is identical to the SEL criteria for
single impulses. The subjects from former TTS studies are
categorized as mid-frequency cetaceans with the main en-
ergy of their echolocation clicks and their range of best hear-
ing sensitivity �100 kHz. Harbor porpoises, in contrast, are
categorized as high-frequency cetaceans �Ketten, 2000;
Southall et al., 2007�, with a best hearing sensitivity at fre-
quencies above 100 kHz �Andersen, 1970; Kastelein et al.,
2002� and an energy maximum of their echolocation signals
in the range 110–140 kHz �Verboom and Kastelein, 1995�.
There are no TTS data available for this species, or for any
other high-frequency cetacean species. These differences in
their acoustic and auditory characteristics may also be re-
flected in differences in the overall tolerance of their auditory
systems to intense noise. Accordingly, a transfer of the first-
order approximated auditory dose-response function to the
harbor porpoise could be questionable. The same applies to
an application of the noise exposure criteria proposed by
Southall et al. �2007� to assess effects of pile driving im-
pulses on harbor porpoises �as generated, e.g., during the
construction of wind turbines�.

To base the assessment of acoustic effects of impulsive
noise on species-specific data, a dedicated TTS study was
conducted on one harbor porpoise. A key element for the
planned study was access to a harbor porpoise trained to
participate in experiments so that the experiments could be
conducted under controlled conditions and definitive infor-
mation on the dose-response function gathered. The aim of
this acoustic study was to define the tolerance limit of the
auditory system of the harbor porpoise to single impulsive
sounds. Such data would enable regulatory agencies to define
“zones of impact” �Richardson et al., 1995� around the con-
struction sites. At the same time, such data could be applied
as a more robust baseline in the definition of noise exposure
criteria for other high-frequency cetacean species �see out-
line by Southall et al. �2007��.

II. METHODS

A. Subject and facility

A male harbor porpoise held under human care in the
Fjord & Bælt Centre �F&B� in Kerteminde, Denmark was
chosen as subject for the studies. This animal, named Eigil,
was estimated to be between 9 and 10 years old, with a
length of 143 cm and an average weight of 40 kg in 2005
when the study began. A comprehensive medical record of
all treatments exists for Eigil for almost his entire life. He
was held in this facility with two female harbor porpoises at
that time. The older female was pregnant twice during the
study period from 2005 until 2007 and gave birth to a female
calf right after the end of the studies in summer 2007. The
design of the auditory experiments was altered due to the
pregnancies and thus they are relevant for discussion of the
results.

The animals were held together at the F&B in a semi-
natural outdoor pool of 30�20 m2 and an average depth of
4 m. Their enclosure stretches along the entrance from the
Baltic Sea to a small fjord on one side of the busy fishing
harbor of Kerteminde. It has a natural sea bottom and solid
walls of concrete and steel on the two long sides. It is sepa-
rated from the harbor on its narrow ends by nets, thereby
providing a constant water exchange with the Baltic Sea
�Fig. 1�.

FIG. 1. Schematic overhead view of the experimental setup. Symbols indi-
cate the approximate position of the harbor porpoise during the exposures to
the airgun impulses in the main pool �filled circle�, its position during the
hearing tests �star�, and the initial as well as the final location of the airgun
�open circles� within the harbor of Kerteminde.
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The enclosure is divided into two compartments �“main
pool” and “research pool”�, allowing separation of the ani-
mals for experiments. A floating pen �4.5�4.5�1.5 m3� in
the research pool was wrapped with sound absorbing foam,
providing an acoustic shelter for the two females during the
planned exposures to intense sound in the later stage of the
study.

All experiments were conducted with Eigil, who was
separated temporarily from the two females to avoid behav-
ioral or acoustic interference between the animals during the
research. Eigil was trained to accept the electrodes that were
attached to his head and back with suction cups and to dive
on command to an underwater station at 1.5 m water depth.
The training method used was based on operant conditioning
and positive reinforcement �Pryor, 1984; Ramirez, 1999�. No
food deprivation was used during these experiments. He sta-
tioned himself actively at the setup with his rostrum touching
a 4�4 cm2 polyvinylchloride �PVC� plate in front of the
sound transducers �Fig. 2� for the hearing tests. He stayed
there for 100 s on average until he was called back to the
surface by the trainer to receive reinforcement. This experi-
mental sequence was called a “send.” A complete research
session was comprised of four sends on average. The number
of research sessions per day depended on weather conditions
and varied between one and four during the study period
with an average of two sessions, ideally one in the morning
and one in the afternoon.

B. Study design

The study was divided into two modules: The first con-
sisted of measurements of the animal’s absolute hearing
thresholds over almost its entire functional frequency spec-
trum, thus providing a baseline for the second module, a
tolerance test of the animal’s hearing. This TTS test was
designed to follow the same procedural structure as the ex-
periments conducted by Finneran et al. �2002�. The animal’s
hearing thresholds were measured in half octave steps over
�5.5 octaves with the lower-frequency limit set by the meth-
odological parameters of the auditory evoked potential
�AEP� stimulation. The threshold measurements were re-
peated several times at three selected frequencies �represent-
ing the low, mid-, and high frequencies of its functional

hearing range� to measure normal variation. This would sub-
sequently allow definition of a frequency-specific TTS crite-
rion.

C. Measurement of auditory sensitivity „AEP method…

The measurement of AEPs �AEP method� was chosen to
measure the hearing thresholds in the harbor porpoise as it
allows a comparatively rapid data acquisition and is non-
invasive. For this reason the technique has been widely
adopted in human patients and is also used for screening
newborns �Hall, 2006�. This technique is based on the pre-
sentation of acoustic stimuli, which will generate neuronal
potentials in the acoustic system upon perception of these
stimuli �Picton, 1987�. Two surface electrodes are placed on
the animal’s skin using suction cups—one near the blowhole
and the other near the dorsal fin—to record the neural re-
sponses evoked within the auditory system �Supin et al.,
2001�. These potentials are generated within neuronal nuclei
at different positions in the auditory system, thereby forming
an electric field, which can be detected and recorded even on
the skin surface. AEPs are useful for measuring the function-
ing of the auditory system and examining important aspects
of auditory processing. To distinguish these comparatively
small electric potentials from the overall neuronal activity—
i.e., electric activity of the animal’s musculature, other sen-
sory inputs, etc.—the acoustic test stimuli are presented at a
high repetition rate. By coherently averaging the evoked po-
tentials �e.g., more than 500 AEPs�, non-acoustic neuronal
signals and incoherent acoustic signals not associated with
the acoustic stimuli are reduced or eliminated.

A refined methodological approach is based on the use
of rhythmic sound modulations. By sinusoidally modulating
the amplitude of carrier tone or sound pulse sequence, it is
possible to elicit a neuronal response, which includes a spe-
cific frequency component correlated with the modulation
frequency used. This effect occurs because the auditory sys-
tem is capable of following the envelope of a sinusoidal
signal and producing corresponding neuronal potentials,
called an envelope-following response �EFR�. By applying a
fast-Fourier transformation �FFT� analysis, the modulation
frequency component can be identified and quantified. The
resulting amplitude of the EFR represents the energy content
of the neuronal response at the given modulation frequency.
The strength of this EFR can simultaneously be taken as a
relative measure for the perception of the carrier frequency
of the amplitude-modulated �AM� signal. At each frequency,
the stimuli were presented in decreasing intensity, starting at
a clearly audible level, until a �neuronal� response was no
longer detected. The resulting data were statistically tested
for significance by using an F-test to identify EFRs from
arbitrarily occurring noise at the given AM frequency �cf.
Finneran et al., 2007�.

D. Sound generation and data acquisition

The animal’s hearing was tested at frequencies between
4 and 160 kHz with sinusoidally amplitude-modulated
�modulation rate: 1.2 kHz; duration: 25 ms� signals as AEP
stimuli. The signals were of 25 ms duration with a modula-

FIG. 2. Schematic plot of the research setup for the AEP measurements with
the animal positioning itself at 1.5 m water depth in front of its underwater
station and with its body in a straight line with the sound path of the incom-
ing AEP stimuli. The direct sound path is indicated by a dashed line between
sound source �TX� and monitoring hydrophone �RX� and the animal’s po-
sition.
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tion depth of factor 1. A custom-made software application
was used to program all acoustic stimuli transmitted to elicit
the AEPs during the hearing threshold tests. The signal gen-
eration system consisted of a data acquisition card �National
Instruments DAQ 6062 E� and two function generators
�Thurlby Thandar TG 230 and Agilent 33220A—with the
first triggering the latter�. At frequencies between 4 and 8
kHz all signals were amplified by a power amplifier PA 100E
�Ling Dynamic Systems Ltd., Royston, UK� and transmitted
via an underwater transducer USRD J-9. At higher frequen-
cies a power amplifier Brüel&Kjaer 2713 was used to am-
plify the signals. Due to differences in their transmit re-
sponse and the geometry of the pool, five different sound
transducers had to be used to transmit the acoustic stimuli
during the AEP tests: Signals at 4 and 8 kHz were transmit-
ted via an underwater transducer USRD J-9, at 16 and 80
kHz via a Reson TC 4033, at 22.4 kHz via a SRD Ltd. 4 in.
ball hydrophone, at 44.8 kHz via a SRD HS70, and all re-
maining frequencies were transmitted via a SRD HS150 hy-
drophone. All transmitted and received signals were con-
stantly observed in real time at an oscilloscope and recorded
for post-analysis via a monitoring hydrophone �Reson TC
4014� and a preamplifier �Etec B1501� for received level,
signal quality, and undesired signal artifacts using software
packages SEAPRODAQ �Pavan et al., 2001� and custom soft-
ware LU-DAQ. The evoked potentials were fed into a custom-
built input station consisting of an amplifier �20 dB gain� and
an optical separation unit �including 20 dB gain�. Addition-
ally, the signals were band-pass filtered �high-pass fre-
quency: 300 Hz, low-pass frequency: 10 kHz, NF Electronic
Instruments FV-665� to avoid artifacts. Each sequence of 500
successive potentials was averaged and displayed online as
well as stored for post-hoc analysis.

The background noise in Kerteminde harbor is domi-
nated by shipping noise from a variety of boat traffic ranging
from recreational and small fishing boats passing the enclo-
sure to fishing boats turning into the unloading area on the
opposite side of the harbor and supply vessels for a nearby
island �see comparison: Figs. 3 and 4�. The background noise

was thus dominated by low-frequency noise at varying levels
and frequencies, depending on the size, speed, and activity of
the respective boats.

E. Sound exposure procedure

A TS was defined as a difference of twice the standard
deviation from the average hearing threshold at the particular
frequency applied. The TTS criterion of 6 dB as proposed by
Southall et al. �2007� was used as a second, frequency-
independent criterion in this study. The tolerance of the ani-
mal’s auditory system was then tested by first exposing the
animal to a sound impulse as a fatiguing stimulus and then
immediately re-measuring the hearing threshold. Any reduc-
tion in the animal’s hearing sensitivity exceeding the preset
TTS criteria would be regarded as evidence of an actual TS.
Subsequent measurements of the animal’s hearing threshold
at the affected frequency would provide information about
the recovery function of the auditory system.

The animal’s hearing sensitivity was tested at three fre-
quencies �4, 32, and 100 kHz� separately for TTS at a given
exposure level of the fatiguing stimulus; i.e., only one hear-
ing frequency was tested after each exposure. As long as the
hearing threshold was shown to remain within its normal
variation at all three frequencies, the subsequent exposure
level of the fatiguing stimulus would be elevated and this
procedure repeated until a TS is detected. This precautionary
approach was chosen to avoid any risk of permanent hearing
loss.

Various metrics have been used for both peak and en-
ergy amplitude, hearing threshold, spectral level, and spectral
density, many discussed by Madsen �2005�. A summary of
calculation methodology is given below. Where possible, re-
ported units are provided in formats used in other relevant
studies to allow comparison with previous results.

For a specific pulse, the peak-to-peak pressure �Ppk-pk�
was calculated. Since the peak may have a negative pressure,
the peak-to-peak pressure is equivalent to the sum of the
magnitudes of the peak positive and peak negative pressures.

FIG. 3. Background noise level �plotted as pressure spectral density� re-
corded in the research pool at F&B during quiet conditions. �Analysis car-
ried out on a 2.62 s sequence sampled at 400 kS/s using a Hanning window.
The 0.38 Hz FFT bin size was then normalized to a 1 Hz power spectral
density band.�

FIG. 4. Background noise level �plotted as pressure spectral density� re-
corded in the research pool at F&B recorded at the same position as in Fig.
2 during noisy conditions. �Analysis carried out on a 2.62 s sequence
sampled at 400 kS/s using a Hanning window. The 0.38 Hz FFT bin size
was then normalized to a 1 Hz power spectral density band.�

J. Acoust. Soc. Am., Vol. 125, No. 6, June 2009 Lucke et al.: Threshold shift in a harbor porpoise 4063



Peak pressure is defined as the maximum magnitude of peak
positive or peak negative pressure. The value is expressed as
the peak-to-peak sound pressure level �SPL� in dB re 1 �Pa.
This is calculated from

SPLpk-pk = 20 log�Ppk-pk

P0
�

where P0 is the reference pressure of 1 �Pa �peak-to-peak�.
The SEL for a single pulse is the integral of the square

of the pressure waveform over the duration of the pulse us-
ing a 90% energy criterion. The duration of the pulse is de-
fined as the region of the waveform containing the central
90% of the energy of the pulse. Given by

E90 = �
t5

t95

p2�t�dt

The value is then expressed in dB re 1 �Pa2 s and is calcu-
lated from

SEL = 10 log�E90

E0
�

where E0 is the reference value of 1 �Pa2 s, t5 is the time of
a 5% increase in energy for the total pulse energy, and t95 is
the time of 95% of the total energy of the pulse. The pulse
duration is therefore defined as the time taken from 5% to
95% of the total pulse energy.

The root mean square �rms� pressure was calculated by
taking the square root of the average of the square of the
pressure waveform over the duration of the pulse, again us-
ing a 90% energy criteria, with the pulse duration defined as
above. This is given as

Prms =	 1

T90
�

t5

t95

P2�t�dt

F. Sound source for the fatiguing stimulus

A small sleeve airgun �20 in3� was used as sound source
to produce the fatiguing sound stimuli during the second
module. This device was pressurized with nitrogen at a pres-
sure of 137 bar �2000 psi� and was operated at a depth of 2 m
�i.e., in mid-water� from a small inflatable boat �source boat�
in Kerteminde harbor at varying positions between the F&B
and the eastern exit of the harbor area. The exact position of
the source boat was determined by GPS, and this informa-
tion, along with time, weather conditions, and other relevant
information on the sound source, was documented for further
analysis. An intensive calibration of the airgun had been con-
ducted prior to the study using calibrated hydrophones at the
receiving position at the F&B to predict the received levels
of the airgun stimuli as a function of its distance to the re-
ceiving position in the main pool at the F&B.

The sudden release of pressure from the airgun during a
“shot” results in an oscillating air bubble, which projects a
short �less than 50 ms�, intense impulse �Fig. 5� into the
water and across adjacent boundaries �ground wave; audibil-
ity of airgun shot in air�. The main acoustic energy of this

impulse is centered below 500 Hz but considerable energy
can also be detected up to above 20 kHz, well above back-
ground noise in quieter periods �Fig. 6�.

Both high- and low-frequency components of the airgun
emissions are likely to be attenuated over greater distance in
a waveguide. The pulse recorded at the closest range from
the airgun to the receiving position used in this study �shown
in Fig. 6� therefore has the broadest observed spectrum and
was felt to represent the worst case with regard to the poten-
tial auditory effects.

Prior to each airgun shot, the two female harbor por-
poises were separated into the sound-insulated floating pen.
Their general behavior and breathing rates were observed for
the period of the sound exposure and compared with baseline
data previously obtained under normal conditions. Eigil re-
mained in the main pool. A receiving hydrophone was posi-
tioned at 1.5 m water depth at a position at the narrow end of

FIG. 5. Time domain representation of an airgun impulse. The airgun was
fired at 2 m water depth in Kerteminde harbor and the impulse was recorded
at a distance of 14 m to the receiving hydrophone.

FIG. 6. Frequency spectrum analysis of the recorded airgun impulse �Fig. 4�
showing the pressure spectral level �dB re 1 �Pa�. The frequency spectrum
is plotted in hertz, and the spectrum levels are based on a 4 Hz analysis
band.
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the pool facing the eastern exit of Kerteminde harbor. This
position had proven to receive the most intense signals dur-
ing the airgun calibration. The airgun was triggered as soon
as Eigil was within approximately 1 m of the receiving hy-
drophone with his body fully underwater. Control experi-
ments were repeatedly made by conducting the complete
procedure except for the exposure to the fatiguing stimulus.
The animal’s behavior was monitored and video recorded for
further analysis. Immediately after each exposure to the fa-
tiguing stimulus, the animal was then led into the research
pool where the AEP setup was located. The post-exposure
AEP measurements began less than 4 min after the exposure
and typically were concluded within 12 min. Within this pe-
riod his hearing sensitivity could be determined at a single
frequency. During this second module, Eigil’s hearing sensi-
tivity was tested at 4, 32, and 100 kHz. These frequencies
were chosen as representative frequencies for the low, mid-,
and high ranges of the animal’s functional hearing spectrum.

III. RESULTS

A. Hearing threshold

Eigil’s baseline audiogram was determined based on the
AEP measurements �Fig. 7� at frequencies between 4 and
140 kHz. At the highest frequency tested, 160 kHz, no AEP
responses were detected. The measurements of Eigil’s audi-
tory sensitivity at the remaining frequencies resulted in el-
evated thresholds compared to hearing data published for
other harbor porpoises �Fig. 8�.

The shape of Eigil’s hearing curve with its two minima
at the mid- and high-frequency ranges is in good accordance
with the previously published data. However, a clear rise in
threshold was measured compared to data obtained by
Kastelein et al. �2002� in a behavioral hearing study, with the
maximum difference at 80 kHz. At the higher frequencies
Eigil’s threshold values are still elevated by 10–20 dB, but
the difference is not as pronounced compared to the thresh-
olds obtained by Andersen �1970�. Compared to the results
from the AEP study by Popov and Supin �1990�, Eigil’s
thresholds are elevated by roughly 10 dB. The mean hearing

thresholds at 4, 32, and 100 kHz, respectively, were at 116.9,
74.2, and 72.7 dB re 1 �Pa �rms�. Based on the variation
of the hearing thresholds measured during the first module,
the TTS criteria were defined as 122.9 dB re 1 �Pa �rms�
at 4 kHz, 79.0 dB re 1 �Pa �rms� at 32 kHz, and
85.7 dB re 1 �Pa �rms� at 100 kHz.

B. TTS tests

Over a period of 4.5 months, Eigil was exposed to a
total of 24 airgun impulses. The received peak pressure of
the pulses ranged from 161.2 dBpk-pk re 1 �Pa to
202.2 dBpk-pk re 1 �Pa, with an acoustic energy �SEL�
ranging from 140.5 dB re 1 �Pa2 s to 167.2 dB re 1
�Pa2 s. These levels were achieved using source ranges be-
tween 150 and 14 m from the animal’s position during the
exposure.

1. Threshold shifts

A TTS was first measured after Eigil had been exposed
to an airgun impulse at a peak pressure of 200.2 dBpk-pk

re 1 �Pa with corresponding SEL of 164.5 dB re
1 �Pa2 s. The TS was measured when the animal hearing
was tested after the exposure for its sensitivity at 4 kHz.
Since this TS was only 1.8 dB above the predefined TTS
criterion, the exposure was repeated several days later with a
received peak pressure level of 202.1 dBpk-pk and a SEL of
165.5 dB re 1 �Pa2 s. The resulting TS at 4 kHz was 9.1
dB above the TTS criterion and hence a clear support of
TTS. Another verification of this effect was achieved 2 days
later, after an exposure at a peak pressure level of
201.9 dBpk-pk re 1 �Pa with a SEL of 165.8 dB re 1
�Pa2 s, when Eigil’s hearing revealed a TS at 4 kHz of 15
dB �Fig. 9�. No significant elevation of hearing threshold at
32 kHz was observed at a comparable exposure level to the 4
kHz test case. The received energy was similar to the 4 kHz
case, but a slightly lower received peak-to-peak pressure was
observed �Fig. 10�. No statistical change in hearing sensitiv-
ity was observed after an exposure to similar source levels

FIG. 7. Examples of EFRs in a harbor porpoise in response to acoustic
stimulation with AM signals �averaged over 500 presentations�; sampling
duration was 30 ms, carrier frequency was 100 kHz, modulation rate was 1.2
kHz, and modulation depth was factor 1. Received levels descended from
125 dB re 1 �Pa �rms� in 5-dB steps to 110 dB re 1 �Pa �rms� and
then in 3-dB steps to 101 dB re 1 �Pa �rms�.

FIG. 8. Harbor porpoise hearing threshold data from different studies. The
triangles represent the threshold values achieved in this study. Data from
another AEP study �Popov and Supin, 1990� as well as from two behavioral
auditory studies �Andersen, 1970; Kastelein et al., 2002� are given for com-
parison.
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for the 100 kHz test case—as regards both received peak
pressure and energy �Fig. 11�. It should be noted that the
airgun source itself creates less energy at the mid- and high-
frequency ranges than at 4 kHz.

2. Recovery

An important factor for the assessment of this noise-
induced effect is the recovery of the animal’s auditory sys-
tem. After the first clear TS had been measured, a series of
AEP measurements was conducted over the following days
to follow the further development of Eigil’s hearing sensitiv-
ity at the affected frequency. 178 min after the initial expo-
sure his hearing had recovered only partially from its TS. It

was reduced by 2.9 dB but still being elevated above the TTS
criterion. Eigil’s sensitivity at 4 kHz improved by 3.5 dB,
269 min post-exposure but only by another 1.4 dB, 29 h
post-exposure �Fig. 12�.

Assuming a linear recovery from TTS, the animal’s
hearing sensitivity would have reached the TTS criterion
level again in 12 h for the 202.1 dB exposure. However, a
log-fitted curve provides a better fit to the data �i.e., the high-
est regression coefficient� for calculating Eigil’s auditory re-
covery function. By applying this function the animal’s hear-
ing sensitivity would have recovered back to the level of the
TTS criterion in 55.0 h.

FIG. 9. Hearing threshold at 4 kHz for a harbor porpoise after exposure to
airgun stimuli �i.e., post-exposure� at different received levels plotted in
relation to the animal’s pre-exposure hearing sensitivity. Each post-exposure
hearing threshold is plotted twice—circles indicating the received peak-to-
peak pressure of the fatiguing stimuli and squares the equivalent received
SELs of the same exposure impulses. The dashed line represents the normal
hearing threshold and the solid line the two TTS criteria used for compari-
son �which are identical at 4 kHz�. Symbols above the solid line indicate a
TS of hearing threshold.

FIG. 10. Hearing threshold at 32 kHz for a harbor porpoise after exposure to
airgun stimuli �i.e., post-exposure� at different received levels plotted in
relation to the animal’s pre-exposure hearing sensitivity. Each post-exposure
hearing threshold is plotted twice—circles indicating the received peak-to-
peak pressure of the fatiguing stimuli and squares the equivalent received
SELs of the same exposure impulses. The dashed line represents the normal
hearing threshold. The other lines indicate the two different TTS criteria
used for comparison.

FIG. 11. Hearing threshold at 100 kHz for a harbor porpoise after exposure
to airgun stimuli �i.e., post-exposure� at different received levels plotted in
relation to the animal’s pre-exposure hearing sensitivity. Each post-exposure
hearing threshold is plotted twice—circles indicating the received peak-to-
peak pressure of the fatiguing stimuli and squares the equivalent received
SELs of the same exposure impulses. The dashed line represents the normal
hearing threshold. The other lines �dotted-dashed line and solid line� indi-
cate the two different TTS criteria used for comparison; symbols above both
these lines indicate a temporary shift of hearing threshold.

FIG. 12. Recovery function of a harbor porpoise’s hearing threshold at 4
kHz after sound-induced TSs. Hearing thresholds measured subsequent to
the exposures after different times �given in minutes next to the symbols� are
indicated by different shapes for every exposure to the fatiguing stimulus.
The recovery function for the exposure at 202,1 dB re 1 �Pa �rms� is
indicated by the diagonal and curved lines. The dashed line represents the
normal hearing threshold and the solid line the two TTS criteria used for
comparison �which are identical at 4 kHz�.
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3. Behavioral reactions

Eigil showed no behavioral reaction during the first ex-
posures when he was exposed to a received pressure level of
less than 174 dBpk-pk re 1 �Pa or a SEL of 145 dB re
1 �Pa2 s. At higher received levels, the animal showed re-
peatedly a typical aversive reaction at the time of the sound
exposure and behavioral avoidance in the direction of the
location of the source. Subsequently the animal avoided ap-
proaching the exposure station prior to further exposures as
well as during control experiments. It should be noted that
the exposure station was deliberately placed at a point of
maximum received level within the total available enclosure.
After a TTS had been documented and confirmed, the re-
ceived levels were not raised any higher and no further trials
were conducted.

Because one of the female harbor porpoises was preg-
nant during the exposure period, special measures were taken
to protect her and the other animals from unnecessary sound
exposures. Both females were kept in a sound-insulated pool
and their behavior was continuously monitored during the
sound exposures. None of them showed any obvious behav-
ioral reactions during the airgun experiments. The attenua-
tion of the airgun impulses inside their pool was at the order
of 30–40 dB lower than at the exposure station. Correspond-
ingly, the two females were never exposed to peak-to-peak
pressure levels of more than 160 dB re 1 �Pa.

IV. DISCUSSION

The TSs documented in this study represent the first data
of its kind for harbor porpoises. Up to now all assessments of
potential effects of anthropogenic sounds on harbor por-
poises had to be made based on data from other odontocete
species, or even terrestrial animals. Thus, the results of this
study provide the first reliable information for the harbor
porpoise for airgun �or impulse� exposures. These data, and
more from future studies, could serve as a basis not only for
defining noise exposure criteria for this species but also for
deriving group-specific noise exposure criteria for all high-
frequency cetaceans. The TS levels for the harbor porpoise
differ strongly from data on the bottlenose dolphin or the
beluga. This study provides more empirical data for high-
frequency echolocating species than was available for
Southall et al. �2007�. Thus, the authors suggest that the
proposed thresholds should be adapted accordingly.

The analysis of the animal’s observed behavioral reac-
tions to the fatiguing stimuli for the first time provides quan-
titative clues of a behavioral threshold in harbor porpoises.
The fact that Eigil was swimming away from the location of
the sound source after exposure to the airgun stimulus but
not in control experiments infers avoidance or flight behav-
ior. In a free-ranging animal this reaction might have lasted
over a longer period of time than observed in Eigil, who
calmed down and was back under behavioral control of the
trainers after a few seconds when he was sent to subsequent
hearing tests. It also remains questionable whether or not the
level of 174 dBpk-pk re 1 �Pa pressure or a SEL of
145 dB re 1 �Pa2 s can be applied as threshold limit for
behavioral reactions to impulsive sounds in harbor porpoises

in general as Eigil was rewarded for tolerating the intense
sound exposures and reactions might occur even at lower
levels. It seems more likely that this limit varies individually
and may be context-specific. So far, the only available data
on behavioral reactions of harbor porpoises to impulsive
sound have come from observations during the construction
of wind turbines at Horns Rev, Denmark �Tougaard et al.,
2003� where at a distance of up to 15 km a movement
directed away from the sound source was observed in
the animals. In the BROMMAD study �Gordon et al., 2000�,
by contrast, no obvious behavioral reactions were observed
in free-ranging harbor porpoises in response to airgun
exposures at an estimated received level of 176
dB0-pk re 1 �Pa. In this context, the results of the present
study constitute the first behavioral threshold in harbor por-
poises that was measured under controlled acoustic condi-
tions. The resulting data may be used as a first indication of
a threshold range for behavioral reactions of harbor por-
poises. The disturbing nature of this sound to harbor por-
poises at the given intensities is emphasized by the avoid-
ance behavior observed in Eigil prior to exposures after the
exposure level had passed his behavioral threshold for the
first time. The fact that Eigil was actively avoiding the moni-
toring hydrophone showed that he was sensitized. It was a
lasting effect as he showed no signs of habituation during the
remaining exposures.

The rate of recovery from TTS slowed during recovery
period, suggesting a log-correlation in the recovery function.
These first data would suggest that recovery rates are differ-
ent between harbor porpoises and the previously tested mid-
frequency cetaceans. The latter usually recover within min-
utes or, at a maximum, within 2 h from a comparable amount
of TS �Finneran et al., 2002; Nachtigall et al., 2003, 2004�.
Such a slow recovery of the harbor porpoise’s hearing sen-
sitivity would also indicate that the third exposure to the
airgun stimulus at levels over 200 dB re 1 �Pa �received
level, RL of 201.9 dB re 1 �Pa� may have been premature
as the TS was not yet fully recovered. The documented shift
of 15 dB above the TTS criterion therefore could then be
considered as a cumulative effect from the two consecutive
exposures. The level for onset of TTS should accordingly be
calculated based on the first two TS values, i.e., a peak-to-
peak pressure of 199.7 dBpk-pk re 1 �Pa and a SEL of
164.3 dB re 1 �Pa2 s. These levels depend of course on
the TTS criterion chosen and would be altered accordingly.
Nevertheless, due to the comparatively strong variability
within the experimental conditions, a frequency-specific
definition of the TTS criterion for this type of fatiguing
stimuli seems most appropriate.

The AEP method is the only available method to con-
duct comparable studies on wild animals. Those studies are
relevant to validate the results from a single captive animal
in a larger number of animals at a later stage. The results of
this study show, on the one hand, that the AEP method can
be successfully applied for auditory studies on harbor por-
poises even if the animals are unrestrained like Eigil, who
was actively swimming and free to leave the experiments at
any time. His constant movement during the experiments, on
the other hand, caused strong myogenic potentials, which
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were recorded along with the auditory potentials during the
experiments. These myogenic potentials are strong enough to
raise the overall neuronal noise level of the recorded poten-
tials. Any masking of the lowest levels of the auditory po-
tentials by other electrophysiological signals, such as the
myogenic potentials, could obscure the real lower end of the
regression line, hence leading to a zero-crossing of the re-
gression at a higher threshold value. Consequently the result-
ing hearing threshold would be elevated.

Probably the most prominent factor that may have influ-
enced the hearing thresholds is the level of background noise
in Kerteminde harbor. It is most likely that this broadband
noise masked perception of the AEP stimuli by Eigil. A simi-
lar effect has been found in auditory studies in humans
�Parker et al., 1976� and also in harbor porpoises �Lucke et
al., 2007�. Acoustic events, such as boats passing at close
distance to the research station, were avoided during the ex-
periments by pausing the session. Nevertheless, it was im-
possible to conduct the experiments at a consistently low
level of background noise. As these conditions varied within
each research session, and with extreme noise events ex-
cluded, one may assume that roughly the same overall noise
conditions applied for all sessions.

Despite these physical factors affecting the baseline
hearing thresholds, the results may also reflect a genuine
hearing deficit that Eigil either developed due to an unno-
ticed infection of his auditory system or as a result of previ-
ously unmonitored exposure to intense sound or a long-term
exposure to sounds, e.g., from the nearby harbor. However, it
can be ruled out that the elevated thresholds are the result of
ototoxic drugs as Eigil is known to have never received such
treatments. An age-related hearing deficit is also unlikely as
it usually only occurs at high frequencies. The elevated base-
line hearing thresholds stretch over both the high and low
frequencies. Further aspects leading to error in estimation of
Eigil’s hearing threshold are the comparatively conservative
statistical analysis of the resulting EFR data �F-test� and the
use of AEP stimuli, which are likely to be shorter than the
auditory integration time of the animal’s hearing system.

As a consequence of this physiological and physical
masking, the measured baseline hearing thresholds cannot be
regarded as absolute but should be defined as masked thresh-
olds, and, accordingly, the documented TSs have to be re-
garded as masked temporary threshold shifts. The presence
of masking noise may have reduced the amount of TTS mea-
sured, as indicated by TTS studies on humans �Humes, 1980�
and chinchillas �Ades et al., 1974�, simulating a pre-
exposure reduction in hearing sensitivity. Nevertheless, the
onset level of TTS itself, as defined in this study, is likely to
be unaffected by the masking noise �Finneran et al., 2005;
Southall et al., 2007�, presumably due to its comparatively
low acoustic energy in comparison to the intense airgun
stimuli.

Whether the differences in TTS levels between harbor
porpoises and the marine mammal species tested so far are
species-specific or representative of the functional hearing
groups, as defined by Southall et al. �2007�, remains unclear.
More harbor porpoises, as well as other high-frequency
toothed whale species, need to be tested to elucidate this

correlation. As for terrestrial animals �Henderson, 2008�, the
large difference in acoustic tolerance in toothed whales is
likely to be attributable to the physical differences in the
conductive apparatus rather than to systematic differences in
the inner ear. Anatomical differences in the fine structure of
the inner ear �Wartzok and Ketten, 1999; Ketten, 2000� and
correlated differences in stiffness of the basilar membrane
could account for a lower acoustic tolerance to intense
sounds in harbor porpoises compared to the toothed whale
species tested so far. Moreover, differences in metabolic pro-
cesses in the inner ear could potentially mediate the high
TTS growth rate as well as the long recovery time in harbor
porpoises. In the absence of more detailed information it
may be valid to generalize and describe this correlation best
by means of a mass dependency in the dose-response func-
tion for acoustic effects in toothed whales, as documented by
Ketten �2006� for the effects of blast impacts.

The TTS data defined in this study are applicable as
baseline for the assessment of all activities that go along with
the emission of short, impulsive sounds with regard to harbor
porpoises. This includes seismic surveys as well as piling
construction, both of which show strong acoustic common-
alities despite the complexity of their sound emissions. Un-
derwater explosions, however, should be treated separately in
this context due to their specific acoustic characteristics of
the shock wave, which may yield strong auditory effects ir-
respective of the peak pressure or energy of the impulse.

Seismic surveys, piling operations, and several other an-
thropogenic activities at sea involve the repeated emission of
intense impulses at varying repetition rates �e.g., 10–15 s
interval for seismic surveys and 2–30 s interval for piling�.
Marine mammals in the vicinity of these operations will con-
sequently be exposed to multiple impulses. While the TTS
values determined in this study apply only to a single expo-
sure to a pulsed signal, the auditory effects will accumulate
with repeated exposures to such signals if the interval be-
tween subsequent exposures is shorter than the recovery time
of the hearing system. So far there is no information avail-
able on the underlying summation procedure for marine
mammals. For harbor porpoises it seems unlikely that they
will stay in the area of such intense sound emissions. Nev-
ertheless, if these operations are started without sufficient
time for animals to leave the area where received levels will
be above or near the TTS levels �as determined in this study�,
there is an increased risk of TTS or even PTS. The compara-
tively high TTS growth factor, in combination with the slow
recovery rate, worsens this scenario drastically for harbor
porpoises compared to mid-frequency odontocetes.

The results emphasize the need for dedicated studies on
the cumulative effects of multiple exposures.
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The objective of this study was to investigate the efficacy of modulated ultrasound signals in the
measurement of bone properties as an early indicator of osteoporosis. Twenty-one trabecular bone
cubes were harvested from sheep femoral condyles and the cube axes corresponded to the anatomic
superior-inferior �SI�, antero-posterior �AP�, and medio-lateral �ML� orientations. Micro-CT
measurements were made on those samples to obtain bone volume fraction �BV/TV�, trabecular
thickness �Tb.Th�, and trabecular separation �Tb.Sp�. Ultrasound tests were performed in the three
orthogonal orientations using pulse and frequency modulated ultrasound. The comparison of the
frequency modulated attenuation �FMA� with the broadband ultrasound attenuation �BUA� was
made within the frequency band between 300 and 700 kHz. Results showed that FMA demonstrated
higher correlations to the trabecular structure properties in the SI orientation �R2=0.84 for BV/TV,
R2=0.77 for Tb.Th, R2=0.7 for Tb.Sp� than BUA �R2=0.30 for BV/TV, R2=0.27 for Tb.Th, R2

=0.33 for Tb.Sp�. In the AP orientation, FMA had higher correlation to Tr.Sp �R2=0.64� than BUA
�R2=0.48�, and relatively lower correlation to BV/TV �R2=0.48� and Tb.Th �R2=0.31� than BUA
�R2=0.64 for BV/TV and R2=0.58 for Tb.Th�. The results suggested that FMA could be a new
ultrasound index for bone properties assessment.
© 2009 Acoustical Society of America. �DOI: 10.1121/1.3126993�
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I. INTRODUCTION

Osteoporosis is characterized as the loss of bone mass
and weaken trabecular structures that consequently causes
non-traumatic fractures in bones.1 It is a major health threat
to the elderly population. Currently, dual energy x-ray ab-
sorptiometry �DXA� is the most commonly used diagnostic
tool for osteoporosis, which measures the bone mineral con-
tent or bone mineral density �BMD�. However, the DXA
derived BMD is based on the attenuation of X-ray through
bone tissue. It is not the true volume density but a plane
density in the unit of g /cm2, and is the projection of the
two-dimensional �3D� volume onto a two-dimensional �2D�
plane. Since 1980s, ultrasound has become an alternative,
non-radioactive physical modality in the assessment of bone
properties because it has the potential to measure not only
the bone quantity but also the bone quality.2–7 Currently,
commercialized quantitative ultrasound �QUS� devices have
been used as a preliminary diagnostic tool for osteoporosis in
clinic, for example, the Achilles Express from GE healthcare
and UBIS 5000 Ultrasound Bone Sonometer from by Diag-
nostic Medical Systems in France.

The QUS measurements are based on two fundamental
ultrasonic parameters, the ultrasound velocity �UV� and the
broadband ultrasound attenuation �BUA�. UV is determined
by Young’s modulus and density of the ultrasound medium.
A simple equation exists to denote the relationship if the
medium is a long uniform bar,

C =�E

�
, �1�

where C is the ultrasound wave velocity, and E and � are
Young’s modulus and density of the long bar, respectively.

Although ultrasound propagation in bone is much more com-
plicated than in a uniform bar, experimental data have shown
that UV has high linear correlation to BMD and modulus.8–12

Ultrasound attenuation is the energy loss during its propaga-
tion through the medium. It is mainly caused by the acoustic
scattering from the porous trabecular structure and the heat
dissipation due to the viscosity of the bone. The attenuation
is frequency dependent on bone and, in particular, linearly
proportional to the frequency from 300 to 700 kHz.13 The
slope of this linear segment of the attenuation is defined as
BUA. nBUA is the BUA normalized to the width of the bone
sample to minimize the width effect. BUA has been reported
to be a good indicator of mechanical and structural properties
of bone.14–17

Ultrasound attenuation is, in fact, the frequency response
of bone to the transmission ultrasound. Since the past de-
cade, the ultrasound backscatter has become the focus as an
alternative tool to assess bone properties, especially the
structural properties of trabecular bone such as porosity and
trabecular thickness.18–22 It is also the frequency response of
reflected ultrasound from the bone sample normalized to the
frequency spectrum of ultrasound reflected from the refer-
ence phantom surface.19,23,24 The ultrasound backscatter
measurement uses the pulse-echo mode and has the advan-
tage over the transmission mode in the attenuation measure-
ment because it enables ultrasound to access critical ana-
tomic locations such as femoral neck and spine where
transmission attenuation measurement is difficult to perform.
Theoretic and experimental studies also showed that the ul-
trasound backscatter was promising in identifying the trabe-
cular structure such as trabecular thickness and porosity.25,26
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Both ultrasound attenuation and backscatter demon-
strated that the ultrasonic frequency response from bone was
the good indicator of the trabecular bone structure. In those
studies, ultrasound pulse was generated by applying an elec-
tric pulse with high amplitude and short duration to the ul-
trasound transducer. This electric pulse has a broad uniform
power spectrum much wider than the frequency response of
the transducer. Thus the waveform and frequency spectrum
of the ultrasound pulse were mainly determined by the trans-
ducer and may not be optimal to measure the frequency re-
sponse of bone. This paper presents an alternative approach
to improve the efficacy of the ultrasound measurement of
bone properties with the emphasis on the modulated ultra-
sound signal as the primary measurement signal. The electric
signal driving the ultrasound transducer can be predefined to
obtain the desired ultrasound waveform and frequency spec-
trum within the frequency response of the transducer. Modu-
lated ultrasound has been successfully used in medical ultra-
sound, mostly in medical imaging as a technique to enhance
signal to noise ratio.27–30 However, it is still a new signal
modality in bone measurement. Literatures search showed
that only a few studies used ultrasound signals other than
broadband pulse in the bone measurement. Nowicki et al.31

explored the feasibility of using modulated ultrasound exci-
tation in the estimation of ultrasound attenuation in bone.
They found that the modulated ultrasound signal had im-
proved signal to noise ratio, deep penetration into bone tis-
sue, and highly reduced peak pressure amplitudes of the
transmitted ultrasound. The work reported in this paper em-
ployed frequency modulated ultrasound signal to interrogate
the structure of trabecular bone from sheep femoral condyle.
The structure parameters such as BV/TV, trabecular thick-
ness, and trabecular space were measured using micro-CT
measurement. The correlation analysis was performed to
study relationship between the ultrasound attenuation from
the modulated ultrasound signal and the structural param-
eters. The results were compared to the correlation of BUA
to the trabecular structure to demonstrate the efficacy of the
new ultrasound parameter.

II. MATERIALS AND METHOD

Twenty-one trabecular bone samples of 1 cm3 were har-
vested from sheep femoral condyles using a low-speed dia-
mond blade saw �Microslice, Metals Research Limited,
Cambridge, England� with continuous water irrigation. Prior
to cutting, the femoral shaft was placed at a 45° angle to the
blade such that the axes of the cube corresponded to the
physiologic superior-inferior �SI�, antero-posterior �AP�, and
medio-lateral �ML� directions. Figure 1 is the illustration of
the location of the bone sample in femoral condyle. The SI
orientation was considered as major trabecular orientation
because it was weight bearing. The choice of sample from
sheep femoral condyle instead of human calcaneus was due
to the tissue availability.

The trabecular structure parameters were measured us-
ing �CT32 �SCANCO �40, SCANCO, Bassersdorf, Switzer-
land�. For each sample, a series of cross-sectional 2D gray-
scale images were obtained and visualized at the resolution

of 30 �m. The gray-scale images were then processed using
a local thresholding method into binary images. Pixels with
intensity equal or larger than the threshold were considered
to be bone pixels of value 1, while those with intensities
lower than the threshold were considered to be background
with value 0. The threshold was determined as the binary
image after thresholding best matched trabecular bone pat-
tern from the original gray-scale image where the area for
bone tissue was preserved. This process was performed on at
least four samples and the average of the threshold values
from those samples was set as the standard threshold for the
entire sample set. An 8�8�8 mm3, region of interest was
then selected for each image to calculate the trabecular struc-
tural parameter.

Structural indices were assessed from the 3D �CT im-
ages rendered from the 2D cross-sectional images. The vol-
ume of the trabeculae �BV� was calculated using tetrahe-
drons representing the enclosed volume of the triangulated
surface used for the surface area calculation. BV was also
normalized to the total volume of the sample �TV� to obtain
the relative bone volume �BV/TV�. Mean trabecular thick-
ness �Tb.Th� was determined from the local thickness at each
voxel representing bone. With this technique, thickness can
be estimated without a model assumption. Trabecular sepa-
ration �Tb.Sp� was calculated applying the same technique as
used for the direct thickness calculation to the non-bone sec-
tions of the 3D image.

Ultrasound attenuation measurement was performed us-
ing insertion method.6 As a comparison, both BUA and the
frequency modulated attenuation �FMA� were measured on
each sample. Two identical broadband unfocused ultrasound
transducers of 12.7 mm in diameter with a center frequency
at 1 MHz �Olympus NDT, MA� were mounted on opposite
sides of a 10�10�15 cm3 water tank �Fig. 2�. The separa-
tion of the transducers was approximately 10 cm. The bone
sample was positioned in the ultrasound path using a sample
holder. There are two signal sources for the ultrasound trans-
mitter, a high voltage pulse from the pulser/receiver �PR
5800, Olympus NDT, MA� for BUA measurement and fre-

FIG. 1. The anatomic position of the cubic trabecular bone from sheep
femoral condyle and the three orthogonal orientations of the cubed sample.
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quency modulated signal from arbitrary waveform generator
�PX 5421, National Instruments, TX� for FMA measurement.
The modulated ultrasound signal in this study was linear
frequency sweep signal between 300 and 700 kHz to match
the same frequency band where BUA was calculated. A
switch was used to select the signal according to the type of
attenuation measurements. The ultrasound signal from the
receiver was amplified by the pulser/receiver and sent to the
high speed digitizer �PXI 5122, National Instruments� to be
digitized for further analysis. The entire device was auto-
mated by a personal computer �Dimension 8100, Dell, TX�
using LABVIEW �National Instruments, TX� as the software
platform for the control and measurement. Both the arbitrary
waveform generator and the high speed digitizer were con-
nected to the computer through PXI bus, an industrial ver-
sion of the PCI bus in personal computers. The computer
also adjusted the pulse energy and the amplifier gain of the
pulser/receiver �Olympus 5800PR, MA� via GPIB bus. In
BUA measurement, the ultrasound transmitter was driven by
the pulser/receiver at the energy level of 50 �J. Based on the
equipment specification, the peak to peak amplitude of the
driving signal was 265 V at this energy level. In FMA mea-
surement, the modulated signal waveform was first created
by the computer and downloaded to the arbitrary waveform
generator to drive the ultrasound transmitter. The amplitude
of the modulated signal to drive the ultrasound transducer
was 10 V peak to peak and the duration of the signal was
10 �s. The sampling frequency of the high speed digitizer
was set at 100 MHz and 5000 data point or 50 �s of signal
was recorded for each signal.

The insertion method requires measuring two ultrasound
signals. One is the reference signal where the bone sample is
not in the ultrasound path. The other signal is the bone signal
where the bone sample is inserted in the ultrasound path.
Figure 3 shows the reference signals and bone signals in

pulse �Fig. 3�a�� and frequency modulation �Fig. 3�b��. The
ultrasound energy is proportional to the square of the acous-
tic pressure and consequently the voltage of the electric sig-
nal from the ultrasound receiver. Therefore, we used the
square of voltage to represent the ultrasound energy and the
coefficient that converts the voltage back to acoustic pressure
was canceled out during the attenuation calculation because
it was the ratio of reference signal energy to the bone signal
energy. During the measurement of FMA, the frequency
modulated signal envelope was first extracted using Hilbert
transformation. The signal energy was then calculated from
the envelope using the following equation:

E =� f2�t�dt , �2�

where E was the acoustic energy and f�t� was the signal
envelope. The integration represented the time average of the
acoustic energy and was independent to the transfer function
of the transducers. The FMA was then calculated as shown in

FMA = 10 log�Er

Eb
� , �3�

where Er is the ultrasound energy of the reference signal and
Eb is the ultrasound energy of the bone signal.

The BUA measurement was performed using the ultra-
sound pulse. Fast Fourier transform was applied to both ref-
erence and bone signals to calculate the frequency spectra.
The attenuation function as frequency was obtained by divid-
ing the frequency spectrum of the reference signal to the
frequency spectrum of the bone signal between 300 and
700 kHz. The linearity was further verified by checking the
attenuation vs frequency curve. The slope of the attenuation

FIG. 2. The ultrasound device setup for bone structural properties measure-
ment using broadband pulse and frequency modulated signals. The pulser/
receiver generated broadband pulse and served as the ultrasound receiver for
both pulse and frequency modulated signals. The arbitrary waveform gen-
erator �NI PXI 5421� generated the frequency modulated signals. The re-
ceived ultrasound signals were digitized by high speed digitizer �NI PXI
5122�. The entire setup was controlled by a desktop computer through LAB-

VIEW.
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FIG. 3. These were the examples of ultrasound broadband pulses �a� and
frequency modulated signals �b�. The reference signals �Ref� were directly
from the transmitter to the receiver and the bone signals �Bone� were the
signals from the transducer, through the bone sample to the receiver.
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function was calculated as the BUA. To minimize the effect
of sample thickness, both FMA and BUA were normalized to
the sample thickness in the orientation of ultrasound mea-
surement. Due to the anisotropy of the ultrasound response
to the trabecular bone, ultrasound measurement was done in
all three orthogonal orientations, i.e., SI, ML, and AP shown
in Fig. 1.

III. RESULTS

Correlation analysis was performed between ultrasound
parameters and the structure properties of the trabecular
samples. FMA and BUA were the ultrasound parameters and
BV/TV, trabecular thickness �Tb.Th�, and trabecular separa-
tion �Tb.Sp� were the trabecular structure properties. Results
showed that both FMA and BUA were sensitive to the aniso-
tropy of the trabecular structure and thus, their values were
dependent on the orientation of the ultrasound measurement.
For each bone structural parameter, Pearson correlation was
done with respect to FMA and BUA in the predetermined
SL, AP, and ML orientations using SPSS software �Chicago,
IL�. Figure 4 illustrates the linear correlation of BUA in SI
orientation to BV/TV �Fig. 4�a�� and FMA in SI orientation
to BV/TV �Fig. 4�b��, respectively. It showed that BUA and
FMA behaved differently in the prediction of BV/TV
through linear regression. Table I is the summary of the R2

value and the corresponding p values from all the correla-
tions of BUA in three orthogonal orientations and their av-
erage value to BV/TV, trabecular thickness �Tb.Th�, and tra-
becular separation �Tb.Sp�. Table II is the summary of the R2

value and the corresponding p values from all correlations of
FMA in three orthogonal directions and their average value
to BV/TV, trabecular thickness, and trabecular separation.

BUA and FMA have demonstrated modest to excellent cor-
relations to the structure properties if they were measured in
either SI or AP direction. In SI orientation, FMA had higher
correlations to BV/TV, trabecular thickness, and trabecular
space than BUA with the R2 values more than doubled. In AP
orientation, BUA had higher correlation �R2=0.64� to
BV/TV than FMA �R2=0.48� and higher correlation �R2

=0.58� to trabecular thickness than FMA �R2=0.31�. How-
ever, the differences of those R2 values were much smaller
than those in the SI orientation. Also in the AP orientation,
FMA was superior in the correlation to the trabecular space
to BUA with R2 value of 0.64 vs 0.33. In the ML orientation,
Both FMA and BUA failed to correlate to the structure prop-
erties of the trabecular bone. The average BUA and FMA
values from the three directions were also calculated and
correlation analysis was performed. The average process
may reduce the sensitivity of the FMA and BUA to the struc-
tural anisotropy of the trabecular bone. The results showed
that the average FMA has higher correlation to BV/TV and
trabecular space than the averaged BUA and similar correla-
tions to the trabecular thickness as the average BUA.

Further analysis was done to identify if the correlations
of FMA to the bone structural properties was significantly
different from those of BUA to the same bone properties. In
the previous analysis, it has been demonstrated that both
FMA and BUA were linearly correlated to the bone structural
properties and those ultrasound parameters are dependent on
BV/TV, trabecular thickness, and trabecular space. Analysis
of covariance �ANCOVA� was the statistical tool to examine
the statistical difference between FMA and BUA when their
dependence on the bone properties was considered. For each
ANCOVA test, only one bone property was considered as the
covariate to the FMA and BUA. Table III shows the p-value

BV/TV vs. BUA

20

40

60

80

100

0.1 0.2 0.3 0.4 0.5 0.6

BV/TV

B
U
A
(d
B
/M
H
z/
cm
)

R2=0.30
p=0.01

(a)

BV/TV vs. FMA

15

25

35

45

0.1 0.2 0.3 0.4 0.5 0.6

BV/TV

FM
A
(d
B
/c
m
)

R2=0.84
p<0.001

(b)

FIG. 4. Correlation between BV/TV to BUA �a� and FMA measured in SI
orientation. The correlation was higher between BV/TV and FMA �R2

=0.84� than between BV/TV and BUA �R2=0.3�.

TABLE I. The R2 value of the correlation of BUA in three orientations and
their average to BV/TV, Th, and Tb.Sp. The p-values were also listed.

US direction BV/TV Tb.Th Tb.Sp

SI 0.30
p=0.010

0.27
p=0.015

0.33
p=0.006

AP 0.64
p�0.001

0.58
p=0.001

0.48
p=0.001

ML 0.01
p=0.759

0.04
p=0.369

0.00
p=0.783

AVG 0.58
p�0.001

0.47
p=0.001

0.58
p�0.001

TABLE II. The R2 value of the correlation of FMA in three orientations and
their average to BV/TV, Tb.Th, and Tb.Sp. The p-values were also listed.

US direction BV/TV Tb.Th Tb.Sp

SI 0.84
p�0.001

0.77
p�0.001

0.70
p�0.001

AP 0.48
p=0.001

0.31
p=0.009

0.64
p�0.001

ML 0.00
p=0.844

0.02
p=0.573

0.06
p=0.293

AVG 0.63
p�0.001

0.44
p=0.001

0.74
p�0.001
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of the ANCOVA test. The p values were all less than 0.001,
which indicated that the linear correlations of FMA to BV/
TV, trabecular thickness, and trabecular space are signifi-
cantly different from those of BUA to the respective bone
properties.

IV. DISCUSSION

FMA and BUA are the indices derived from ultrasound
attenuation. It was expected that both indices had the similar
performance in the assessment of bone properties. The re-
sults clearly demonstrated that FMA was a potential ultra-
sound index for the assessment of bone quantity and trabe-
cular structure. Both FMA and BUA measured in SI and AP
orientations were the good indicators of the bone properties
if linear regression was employed. The correlations of FMA
to the trabecular structural properties such as BV/TV, trabe-
cular thickness, and trabecular space were similar or even
better than those of BUA. They also showed little correlation
to the same bone properties if measured in ML orientation.

Even though FMA and BUA were derived from the ul-
trasound attenuation, they have fundamental difference in
how the attenuation data were analyzed. BUA is defined as
the slope of the linear section of the attenuation vs frequency
curve and often normalized to the sample width to minimize
its effect on attenuation. Human calcaneus has been reported
to have a good linear dependence of ultrasound attenuation
on frequency.33 Chaffai et al.34 further showed that a nonlin-
ear power fit ��f�=�0+�1f� would be a good representation
of the relationship. The mean value of n was close to 1 �1.09�
but had a substantial variation �0.4-2.2�. Thus, BUA was de-
pendent on the frequency range if n was away from 1 and the
attenuation lost the linear frequency dependency. When the
linear dependency disappeared, the value BUA was mean-
ingless. Figure 5 shows a typical relationship between the

ultrasound attenuation and the frequency of the tested
samples. Linear correlation was observed to be between 250
and 700 kHz. However, the slope between 250 and 650 kHz
�82.6 dB /MHz� was 12% different from the slope between
300 and 700 kHz �94.2 dB /MHz�. BUA was equivalent to
the derivative of ultrasound attenuation to frequency and
thus was very sensitive to the variations of the attenuation.
Therefore, the slight deviation from linearity of the ultra-
sound attenuation can easily be amplified in BUA. On the
contrary, FMA took a different approach to analyze the ul-
trasound attenuation. It was derived from the time average of
the ultrasound energy. It was the integration process that was
suppressive to the variations such as noise from the measure-
ment. Therefore, FMA should be more stable than BUA.

When ultrasound waves travel through bone, the bone
can be considered as a filter to the ultrasound signal. Ultra-
sound attenuation is the direct measurement of such fre-
quency response determined by the trabecular architecture. It
is still promising that the frequency response to ultrasound
can be used to derive the bone properties even though the
true mechanism of how such response is determined by the
trabecular architecture is still not clear. BUA is the slope of
the linear relationship of ultrasound attenuation to frequency
within a certain frequency band. It is one of the prominent
features of the ultrasound response but not a conclusive in-
dex that can represent all types of bone responses to ultra-
sound. It is not sufficient to use BUA as the only ultrasound
attenuation index to characterize bone properties. FMA em-
ploys frequency modulated ultrasound signal to measure the
ultrasound attenuation within an interested frequency band.
In this study, the ultrasound signals, also called frequency
sweep signals, were linearly modulated between 300 and
700 kHz within the period of 10 �s. The choice of this par-
ticular frequency band was for the comparison between BUA
and FMA in their capacity of bone properties assessment.
Frequency sweep signal has been widely used in the mea-
surement of the frequency response of electronic systems. It
is a sinusoid function by nature with its frequency increasing
linearly with time. It was equivalent to multiple sinusoidal
signals in time sequence within one signal. The envelope of
the frequency sweep signal represents the amplitudes of
those sinusoidal signals and can be considered as the fre-
quency spectrum of the frequency sweep signal, i.e., at a
specific time instant, the envelope is the amplitude of the
sinusoidal signal at that instant frequency. By changing the
lower and upper bounds of the swept frequency, the fre-
quency sweep signal can examine the details of the ultra-
sonic attenuation at any specified frequency band. Thus,
FMA is considered as the ultrasound attenuation within a
specified frequency band. When the lower and upper bounds
approach to one frequency, FMA will be the ultrasound at-
tenuation at that frequency. Compared to BUA, FMA is more
flexible and can reveal the attenuation details that are most
sensitive to bone properties.

One of the prominent features of the trabecular structure
is quasi-periodic. When ultrasound wave interacts with this
type of structure, the scattered ultrasound wave also becomes
quasi-periodic and its quasi-frequency is related to the mean
scatterer spacing �MSS�. Pereira et al.26 employed the singu-

TABLE III. The p-values of the ANCOVA analysis of the correlation of
FMA and BUA to one of bone structure properties, BV/TV, Tb.Th, and
Tb.Sp. The three parameters were chosen as the covariates, respectively.

AP ML SI AVG

BV/TV �0.001 �0.001 �0.001 �0.001
Tb.Th �0.001 �0.001 �0.001 �0.001
Tb.Sp 0.001 �0.001 �0.001 �0.001
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FIG. 5. The dependence of ultrasound attenuation on frequency of the bone
samples. Linearity was observed between 250 and 700 kHz.
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lar spectrum analysis to estimate the MSS from backscat-
tered ultrasound signals from human trabecular bone. They
compared MSS with the trabecular separation of the same
bone sample and found good agreement between the two
parameters. The frequency related to MSS was around
600 kHz. FMA can be a good candidate for searching such
frequency. Although FMA was derived from the transmitted
ultrasound, the same principle can be readily used in the
analysis of backscattered ultrasound signals. Therefore, FMA
is promising in bone properties assessment when it is tuned
to a specific frequency band that is the most sensitive to the
bone properties of interest. This unique advantage over BUA
can make FMA a more favorable ultrasound parameter for
the assessment of bone properties.

Another advantage of FMA over BUA is energy effi-
ciency. The broadband ultrasound pulse in BUA measure-
ment has a wide frequency range only limited by the fre-
quency response of the transducer. However, if the interested
band was narrower than its frequency response, it is surely
not energy efficient because some of the energy outside the
interested frequency band is wasted. In addition, the excita-
tion voltage to the transducer has to be very high, usually
hundreds of volts, in order to deliver enough energy to pen-
etrate bone samples in a very short period of the pulse. Fur-
ther, the maximum ultrasound energy allowed for clinic di-
agnosis is low and it is important to focus the limited energy
within the targeted frequency band. The frequency modu-
lated ultrasound has a unique property that its energy is al-
ways contained within the predetermined frequency band. Its
longer duration �10 �s� than the broadband pulse ��1 �s�
allows the same amount of ultrasound energy to be delivered
at low power and reduces the driving voltage to the trans-
ducer. It was showed that 10 V peak was sufficient in this
study for bone measurement. FMA uses the energy efficient
frequency modulated ultrasound for the bone property mea-
surement.

The poor correlation of FMA and BUA in the ML ori-
entation to the trabecular bone properties was contradictory
to the findings in two other orientations. Ultrasound attenu-
ation in this orientation was also linearly dependent on fre-
quency. This confirmed that the BUA values were valid.
Since both FMA and BUA measurements had the same con-
clusion, it was unlikely that this phenomenon was due to the
experimental error. Current data did not support the assump-
tion that the lack of correlation was solely due to the aniso-
tropic structure of the samples. Although the real mechanism
of this phenomenon is not known, it can be suggested that
the trabecular architecture of the tested samples viewed from
the ML orientation interacted with the incoming ultrasound
wave in a complete different way that invalidated the as-
sumption of linear correlation of ultrasound attenuation to
bone structural properties.

Future work is required to improve the performance of
the FMA. First, it is crucial to identify the optimal frequency
bands that are most sensitive to the bone properties of inter-
est. Narrow frequency bands will be more efficient because it
can minimize the average effect of FMA over the frequency
band. This requires a screening of a series of narrow fre-
quency bands that cover a broader frequency spectrum. It is

expected that those optimal frequency bands are specific to
the anatomic locations of the bone. Second, the adjustment
of the ultrasound signal is preferred before driving the trans-
ducer to compensate the frequency response of the trans-
ducer for the best performance of the FMA. In this study, the
electric signal that drove the transducer had uniform ampli-
tude. However, the amplitude of the generated ultrasound
also had an amplitude modulation due to the frequency re-
sponse of the transducer. This effect was minimized by the
normalization of the energy of reference signal to bone sig-
nal because both signals included the same frequency re-
sponse of the transducers. However, it is optimal to generate
frequency sweep ultrasound signal with uniform amplitude.
This requires the addition of amplitude modulation prior to
driving the transducer to compensate its frequency response.
Lastly, FMA is one of many parameters that can be derived
from the new signal modality. Other parameters such as the
frequency at the peak of the waveform envelope are also
potential candidates for bone property measurements. The
frequency modulated signal can also be modified for the
measurement of ultrasound backscatters from bone to im-
prove its performance.
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Ultrasound contrast agents �UCAs� are designed to be used below 10 MHz, but interest is growing
in studying the response of agents to high-frequency ultrasound. In this study, the subharmonic
response of polymer-shelled UCAs with a mean diameter of 1.1 �m excited with 40-MHz
tone-bursts of 1–20 cycles was analyzed. UCAs were diluted in water and streamed through a flow
phantom that permitted single-bubble backscatter events to be acquired at peak-negative pressures
from 0.75 to 5.0 MPa. At each exposure condition, 1000 single-bubble-backscatter events were
digitized. Subharmonic content at 20 MHz was screened using a conventional and a
singular-value-decomposition �SVD� method. The conventional method evaluated each event
spectrum individually while the SVD method treated the 1000-event data set at one time. A
subharmonic score �SHS� indicative of how much subharmonic content a 1000-event data set
contained was computed for both methods. Empirical-simulation results indicated that SHSs
obtained from the two methods were linearly related. Also, experimental data with both methods
indicated that subharmonic likelihood increased with pulse duration and peaked near 2 MPa. The
SVD method also yielded quantitative information about subharmonic events not available with the
conventional method. © 2009 Acoustical Society of America. �DOI: 10.1121/1.3117384�

PACS number�s�: 43.80.Vj, 43.80.Qf, 43.25.Yw, 43.60.Cg �FD� Pages: 4078–4091

I. INTRODUCTION

Conventional ultrasound contrast agents �UCAs� are de-
signed for clinical use at frequencies below 10 MHz. Typical
UCAs usually have a mean diameter of 2–4 �m where a
larger bubble typically has a lower resonance frequency.1

Only recently, UCAs specifically designed for high-
frequency ultrasound �HFU� ��20 MHz� have started to be-
come available. For example, VisualSonics �Toronto ON,
Canada� now has three types of commercially-available
UCAs called MicroMarker™, and studies are being con-
ducted to investigate angiogenesis in animal models of
cancers.2,3 Nevertheless, many existing and experimental
UCAs originally designed for conventional frequencies are
currently under investigation for use with HFU. Interest is
growing in this field because high-frequency UCAs can be
valuable for clinical and pre-clinical studies where HFU is
routinely used. For example, high-frequency UCAs could al-
low evaluating microcirculation for ophthalmic disease
diagnosis.4 UCAs could also be used in small-animal imag-
ing applications to evaluate the normal and abnormal cardio-
vascular development of genetically-engineered mouse
embryos.5

The earliest HFU studies of UCAs were conducted using
broad-band excitations,6,4,7 but the results typically showed
backscatter centered at the transducer center frequency and
no significant harmonic content was detected. The lack of
harmonic content makes clinical use of UCAs with HFU
limited because conventional non-linear imaging methods

cannot be used to separate UCA echoes from tissue echoes.
More recently, Goertz et al.8,9 reported generation of har-
monic and subharmonic backscatter components for Defin-
ity® �Bristol-Myers Squibb, New York, NY� when excited
with narrow-band HFU signals. Specifically, Definity® was
excited with a tone-burst consisting of 4–10 cycles at either
20 or 30 MHz. The observation of harmonics was unex-
pected because few UCAs in the submicron size range are
expected to exist in a given dose, and, from the theory of free
bubbles, the expectation is that relatively high pressures
would be required to excite a bubble nonlinearly with HFU.
In subsequent studies, Goertz et al.10,11 also observed har-
monic backscatter from Optison™ �GE Healthcare, Chalfont
St. Giles, UK� and a Bracco agent �Princeton, NJ�, although
at a much weaker pressure level than observed with Defin-
ity®. Theoretical work by Allen et al.12 suggested that shell
waves may contribute to high-frequency backscatter compo-
nents in lipid-shelled UCAs. The apparent unexpected strong
harmonic backscatter produced by Definity® and the lack of
similar observations for other agents point to the need to
better understand UCA response to HFU excitation. In par-
ticular, the physical origin of the subharmonic emissions is
still unclear and, more importantly, the optimal excitation
conditions to generate them are therefore difficult to deter-
mine.

More recently, subharmonic responses of Definity®
were used for intravascular ultrasound �IVUS� imaging.13

The results of this study indicated that because subharmonic
signals can originate only from UCAs, subharmonic contrast
IVUS has potential as a new method for vasa vasorum im-
aging. The same property was also exploited in a pulse-wave
Doppler study using UCAs and HFU14 to suppress tissue
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echo signals by appropriate band-pass filtering in the subhar-
monic band of the UCA response. Such filtering was shown
to allow higher frame rates and better sensitivity to mi-
crovascular flow.

In a previous study,15 we reported experimental and the-
oretical results for three types of polymer-shelled UCAs
�POINT Biomedical �POINT Biomedical is no longer in op-
eration�, San Carlos, CA� with mean diameters of 0.56, 1.1,
and 3.4 �m.16,17 UCAs were excited with tone-bursts from
1 to 20 cycles using a 40-MHz, spherically-focused trans-
ducer. Results showed that subharmonic responses could be
observed for the three types of UCAs.

In the present study, we investigate new methods and
report new results for the polymer-shelled UCAs having a
mean diameter of 1.1 �m. The UCAs were excited with
tone-bursts from 1 to 20 cycles using the same 40-MHz,
spherically-focused transducer, and peak-rarefactional pres-
sure was varied from 0.7 to 5 MPa. A new experimental sys-
tem was developed to allow acquiring backscatter signals
from a single UCA under controlled conditions. Single-
bubble-backscatter signals were examined for subharmonic
content with two different methods. The first, or conven-
tional, method consisted of screening the spectrum of the
backscattered signals for energy near 20 MHz, and the sec-
ond, or singular-value-decomposition �SVD�, method used
advanced statistical methods.

The rationale for SVD is that under the same experimen-
tal conditions �i.e., UCA, peak-rarefactional pressure, excita-
tion duration, etc.� single-bubble events can be interpreted as
the realizations of a random process �i.e., bubble oscillations
under the same exposure conditions�. Therefore, this study
proposes implementing SVD to analyze and classify the sub-
harmonic response of UCAs in a statistically optimal
fashion.18–20 We investigated whether SVD could serve as a
valuable tool for understanding bubble dynamics because of
its ability to decompose bubble events into an optimal ortho-
normal base of eigenvectors. The decomposition of UCA
echoes onto this SVD-derived base is statistically optimal in
the sense that the greatest variance by any projection of the
data comes to lie on the first eigenvector, the second greatest
variance on the second eigenvector, and so on. The rationale
will be to examine the first few eigenvectors for their spectral
content and we anticipate that the first eigenvector will cor-
respond to the linear, or normal, response of the bubble. The
remaining eigenvectors will be analyzed for the presence of
strong spectral content at 20 MHz. We expect SVD process-
ing to be very robust because it will be applied to data sets
composed of 1000 events �i.e., realizations�. In particular,
unwanted data �e.g., adjacent bubbles, moving bubble, exci-
tation failures, etc.� can be easily discarded because these
events, unlike the valid events, will have very low energy in
the first �and most significant� eigenvector.

The aim of this study was to validate the SVD method as
a tool to detect and characterize subharmonic emissions from
HFU excitation of UCAs. While the proposed SVD method
could be applied at any frequency and for the detection of
higher-order harmonics, we are interested in HFU because of
the fine-scale image resolution that HFU provides and in
subharmonics because tissue generates significant levels of

high-order harmonics which makes it difficult to distinguish
between UCA and tissue harmonics. Subharmonics are not
generated in tissue and, therefore, any subharmonic emis-
sions are related to the nonlinear oscillations of UCAs.

II. MATERIAL AND METHODS

A. Contrast agents

The UCAs used in this study were nitrogen-filled,
polycaprolactone-shelled agents with a mean diameter of
1.1 �m �POINT Biomedical, model No. 1466�. These agents
were termed P2 in the previous study.15 The UCAs were
received in a dry form, and a small amount of agent was
reconstituted in water for each experiment. Therefore, the
gas content of the agents diffused into air over time because
the agents were not stored with a nitrogen head after the vial
was opened. Experiments were performed by mixing a small
amount of agent into 100 ml of deionized, filtered water. The
mass of the agents utilized for each experiment was not
quantified, but was chosen to provide a consistent rate of
single-agent-backscatter events. The water had been briefly
degassed by gently stirring 1 l under vacuum for 1 min. The
1-l solution was then returned to atmospheric pressure for at
least 12 h. The purpose was not to achieve partial saturation,
but to ensure normal 100% gas saturation without the
buildup of bubbles on surfaces that typically occurs when
water is poured into a container. During experiments, the
water was stirred with a magnetic stirring bar to ensure mix-
ing and to reduce the likelihood of the agents sorting them-
selves by size over time due to buoyancy effects.

B. Flow system

Contrast agents were passed through a flow system and
injected into the focal zone of the transducer. The intent of
the system was to excite the contrast agents under uncon-
strained conditions in open fluid. The flow system consisted
of a dual-channel tubing pump �REGLO Digital MS-2 /8,
Ismatec, Glattbrugg, Switzerland� and a flow phantom
�Fig. 1�. The flow phantom measured 55�77�38 mm3 and
had an input and output channel separated by 5 mm. The
tubing pump was used with 2.06-mm inner diameter �ID�
tubing �CP-95608-42, Cole-Parmer, Vernon Hills, IL� in a
push-pull configuration, and the flow volume was set to the
minimum value of 0.328 ml /min. One line of the pump drew

40 MHz
Xducer

Flow OutFlow In

0.2 mm 3 mm

12 mm

X

Focus

1 mm

FIG. 1. Flow phantom schematic. The input port had a 200-�m ID and the
output port had a 3-mm ID. A tubing pump controlled the flow in and out of
the phantom. The input channel was cut at an angle to facilitate alignment of
the transducer focal zone with the opening.
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the diluted mixture of contrast agent from a 100-mL reser-
voir and injected agents into the flow phantom through a
3-cm-long, 200-�m ID channel �Masterflex Tygon EW-
95609-10, Cole-Parmer�. The input channel was cut at an
angle to provide a specular surface that could be aligned with
the transducer focal zone. The flow velocity within the
200-�m channel was 174 mm /s �assuming plug flow�, but
the actual flow velocity after injection into the bulk fluid
would be lower. A second line of the pump drew liquid out of
the phantom into a waste reservoir.

C. Exposure conditions

The contrast agents were exposed to 40-MHz tone-
bursts of 1, 3, 5-10, 15, and 20 cycles. Experiments were
conducted with a 40-MHz transducer �PI 50-2 Panametrics,
Waltham, MA� having a focal length of 12 mm and an aper-
ture of 6 mm. The depth-of-field ��1 mm� and lateral beam-
width ��70 µm� were measured by scanning a
12-�m-diameter tungsten wire using a pulser/receiver �Pana-
metrics 5900, Olympus NDT, Waltham, MA�. The transducer
was excited by the output of a power amplifier �1040L ENI,
Rochester, NY� driven by an arbitrary-waveform generator
�Tabor 1281, Tel Hanan, Israel�. The transducer was used for
pulse and receive measurements by employing a custom
transmit/receive transmit having an inline crossed-diode pair
�1N4148, Fairchild Semiconductor Corp., South Portland,
ME� between the power amplifier and transducer, and a
crossed-diode pair to ground between the receive amplifier
and transducer.21 The receive echo was digitized at 500 MHz
with an 8-bit peripheral component interconnect �PCI�-based
digitizer �DP110, Acqiris, Monroe, NY� after undergoing
46 dB of amplification �AU-1313, Miteq, Hauppauge, NY�.
The transducer was calibrated for the various exposure set-
tings using a 40-�m hydrophone �HPM04/1, Precision
Acoustics Ltd., Dorset, UK�. The transducer was mounted to
a motorized positioning system in order to align the trans-
ducer with the 200-�m flow channel accurately. After align-
ment, the transducer was displaced downstream by 1 mm.

While the −6-dB depth-of-field of the transducer
�1 mm� was much larger than the 200-�m injection channel,
the −6-dB lateral beamwidth of the transducer �70 �m� was
smaller than the injection channel. Thus, the axial location of
the agent may not necessarily coincide with the peak pres-
sure of the sound field. However, this uncertainty exists for
any experiment that uses tightly focused transducers or ex-
periments that wait for a random UCA to pass through the
transducer focal zone. We have reduced this uncertainty by
carefully injecting UCAs into the transducer focal zone and
increasing the acquisition rate of single-agent backscatter
events. We also acquired large sets of data for each exposure
condition in order to assist in identifying statistical trends.

D. Data acquisition

The data-acquisition system was controlled using a cus-
tom software package �LabVIEW, National Instruments, Aus-
tin, TX� and was configured to screen consecutively acquired
M-mode data sets for valid backscatter events. Once the
transducer was aligned with the 200-�m input channel and

moved downstream, M-mode data sets of 20 lines with 1000
points/line were acquired at a pulse-repetition frequency
�PRF� of 4 kHz and a sampling rate of 500 MHz. The center
of the data window was placed at the focal length of the
transducer. Figure 2 displays a typical 20-line M-mode data
set containing a valid event. With this data-acquisition ap-
proach, each UCA was exposed to about six to eight pulses
�eight pulses in case of Fig. 7�. Multiple exposures per agent
guaranteed capturing a backscatter event as the UCA moved
through a local maximum pressure whereas a single back-
scatter event per agent could represent any of the eight lines
in Fig. 7. However, even with multiple exposures per agent,
we had no guarantee that the agent had passed directly
through the peak pressure at the geometric focus.

The M-mode data were initially scanned in real time to
determine whether �1� the maximum value of the M-mode
signal was above a noise threshold, �2� the maximum value
was below saturation, and �3� the M-mode line with the
maximum value was not the first or last M-mode line. In the
example of Fig. 2, these conditions are all true and the
M-mode with the maximum value �dashed line� was the 11th
M-mode line. If conditions �1�–�3� were true, then the line
with the maximum value was correlated with an ideal exci-
tation waveform �i.e., number of 40-MHz cycles convolved
with the transducer impulse response�. If a single correlation
peak occurred and that peak was within �200 points �solid
lines in Fig. 2� of the data window center �i.e., the geometric
focus�, then the processed M-mode line was logged, along
with a time stamp, as a valid single-agent backscatter event.
This screening process was repeated until 1000 valid back-
scatter events were acquired for an individual data run. A
typical data run would yield valid events for roughly
10–20% of all M-mode acquisitions.

Experiments were performed by selecting a set of drive
voltages and excitations; then all aspects of data collection
and processing were automated. In order to optimize the
voltage range of the digitizer as the drive voltages were in-
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FIG. 2. �Color online� M-mode image of a valid event. The image contains
20 A-lines acquired with a PRF of 4 kHz. In this example, the excitation
toneburst was a 20-cycle pulse with a peak-rarefactional pressure of
2.1 MPa. A-lines 8–14 contain echoes from the same agent. The valid event
is symbolized by the dashed line. The solid lines symbolize the 400-rf points
centered at the focus of the transducer.
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cremented during experiments, the peak values of all
M-modes above the noise threshold were logged along with
a running tally of the total number of acquired M-mode sets.
These parameters were used to determine whether the volt-
age range of the digitizer should be altered. If �0.5% of all
acquired M-modes led to a valid backscatter event, then the
voltage scale of the digitizer was reduced. If �5% of the
cases with a peak above the noise threshold were saturated,
then the voltage range was increased. If �95% of the cases
with a peak above the noise threshold used only 7 of the
available 8 bits, then the voltage range was decreased. Each
time a voltage range was changed by the software, the data
collection was re-initiated starting at a zero count. In addi-
tion, as the voltage range changed, the noise threshold was
appropriately scaled to maintain a constant voltage threshold
rather than a constant binary threshold.

E. Conventional and SVD subharmonic detection

In this study, two methods were investigated for detect-
ing subharmonic events. The first method, the conventional
method, decides whether each event �of a 1000-event data
set� was a valid subharmonic event independent of the other
events. The second method, the SVD method, does not indi-
vidually select subharmonic events but processes the 1000-
event data set at one time. Both subharmonic detection meth-
ods are described below.

1. Conventional method

Data sets were post-processed to screen for subharmonic
components in the backscatter. In the conventional subhar-
monic detection method, the data lines were correlated with
an ideal excitation waveform �S� in order to window only the
backscatter component of the data. The correlation scores
were recorded, and events having a correlation that was be-
low the average correlation minus one standard deviation
were discarded as outliers. This screening procedure usually
led to the discard of about 10% of the events. The windowed
backscatter event was then passed through a Hamming win-
dow, zero padded to 2048 points, and a power spectrum was
calculated. Finally, three qualitative comparisons were em-
ployed to determine whether the spectrum contained a sub-
harmonic component �Fig. 3�.

�1� The 40-MHz sub-band of the backscatter event and S
were normalized to �1, and the mean-square error
�MSE� between the two curves was calculated. If the
MSE was �0.1, then the fit was declared good. This
check provided a simple means to determine if the dura-
tion of the backscatter event was less than the ideal ex-
citation waveform. A shorter-duration signal would have
resulted in a wider bandwidth and an increase in the
MSE. A shorter-duration backscatter signal could have
resulted from the destruction of the agent during the
acoustic excitation or from an agent that moved out of
the sound field during the exposure.

�2� The 20-MHz sub-band of the backscatter event was fit-
ted to a second-order polynomial after normalizing the
sub-band to �1. If the MSE was �0.1, then the fit was

declared good. This check ensured that the 20-MHz band
had structure consistent with a subharmonic signal.

�3� The difference in decibels between the 20-MHz peaks of
S and the backscatter power spectrum was calculated
after normalizing the 40-MHz components of the two
signals to the same value. If the difference between the
20-MHz components was �25 dB, then the backscatter
spectrum was declared to contain a subharmonic compo-
nent. This check ensured that a significant 20-MHz com-
ponent existed in the backscatter signal.

The screening method that we employed led to some
false-positives and false-negatives, but it provided a consis-
tent and uniform approach to screening acquired data. Visual
inspection of some test cases showed that this approach was
fairly robust at identifying subharmonic events.

2. SVD method

The SVD detection approach is fundamentally different
from the conventional method for two reasons. First, each
1000-event data set is processed at one time �i.e., events are
not screened individually�. Second, the SVD approach does
not produce a yes/no answer for subharmonic presence for
each individual event whereas the conventional method does.

The outliers of the 1000-event data set were discarded
using the same approach as in the conventional method;
then, a preprocessing step was conducted to synchronize the
remaining events precisely so that their start time was at the
same radio-frequency �rf� point. Synchronization was done
by equaling the phases of the Fourier transforms of all events
at 40 MHz. The synchronization step was necessary because
otherwise the SVD processing would consider the lack of
synchronization as a property of the agent response, which
would be misleading for physical interpretation. Following
the synchronization, the events were divided by their respec-
tive peak-envelope magnitudes. Then, a matrix, M, was con-
structed by filling each column with the rf data of each syn-
chronized, normalized, and gated event. �The events were
gated by correlation with S just as in the conventional
method.� The resulting matrix M had a size m�n, where n
was the number of rf points of each gated event and m
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FIG. 3. �Color online� Criteria to determine if a subharmonic was present.
�1� 40-MHz sub-band was a good fit to sub-band of S, �2� 20-MHz sub-band
was a good fit to a second-order polynomial, and �3� 20-MHz backscatter
value was �25 dB of S peak after the 40-MHz components were normal-
ized. The example shows a 10-cycle reference spectrum �solid� compared to
a valid backscatter event �dashed�.
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��1000� was the number of remaining events after discard-
ing outliers. The SVD of M was then computed:

M = U�V�, �1�

where U was of size m�m, � was of size m�n, and V was
of size n�n. The � symbol refers to the matrix-transposition
operation. The matrix � was diagonal and its non-zero ele-
ments are termed “singular values;” the singular values are
real and positive. While it is not directly implied by the SVD
definition of Eq. �1�, singular values are assumed to be or-
dered by decreasing order in � �i.e., the top-left element of �
is the largest�. The matrix V contains the eigenvectors, and U
can be considered to contain the coordinates of the events in
the new basis defined by the eigenvectors divided by their
corresponding singular values. Note that the eigenvectors
corresponding to the largest singular values contain the most
information about the complete data set in a minimum-
variance sense.

Based on these observations, we interested ourselves in
two eigenvectors: the “normal-response” and “subharmonic-
response.” The normal-response eigenvector, V1, can be
physically interpreted as the normal-response of the agent
and it contained the most information about the complete
data set. The subharmonic-response eigenvector is hypoth-
esized to contain the most information about the subhar-
monic events in the data set. To find this eigenvector, the
spectrum of each eigenvector was computed and the first
eigenvector �i.e., corresponding to the largest singular value�
whose spectrum peaked between 19.5 and 20.5 MHz was
selected as the most significant eigenvector to describe the
subharmonic response of the UCAs within this specific data
set. This eigenvector �Vl� was termed the “subharmonic-
response eigenvector,” and its index was denoted by l �l
�1�.

3. Subharmonic scores

From each data set of 1000 events and for both subhar-
monic detection methods, a subharmonic score �SHS�, in-
dicative of “how much” subharmonic occurrences were
present, was computed. SHSC, the SHS computed using the
conventional method, was defined to be the percentage �be-
tween 0 and 100� of events detected as valid subharmonic
events. SHSSVD, the SHS computed using the SVD method,
was defined as the peak amplitude of the spectrum of the
subharmonic-response eigenvector multiplied by the mean of
the absolute value of the scaling coefficient of each event on
the subharmonic-response eigenvector. Visually,

SHSSVD = ��l,l�max�FT�Vl��2�Ul� , �2�

where ��l , l� is the lth diagonal element of �, FT is the
Fourier transform operator, the overbar represents the en-
semble mean, and Vl and Ul are the lth columns of matrices
V and U, respectively. Vl is the subharmonic response of the
data set and Ul is the coefficient of each event on the sub-
harmonic response. Therefore, from Eq. �2�, SHSSVD repre-
sents the mean “energy” of the entire data set in the specific
subharmonic band defined only by the subharmonic re-
sponse. During preprocessing, the events are normalized to
unit amplitude and because Vl is part of the orthonormal

basis deduced by SVD, all the terms in Eq. �2� are unitless
making SHSSVD unitless. �SHSC is also unitless because it is
defined as a percentage.�

F. Empirical simulations

Ideally, the rationale behind the computations of SHSC

and SHSSVD is to give physical understanding to the more
intricate SVD processing. In particular, the following empiri-
cal simulations should help with the physical interpretation
of the subharmonic- and normal-response eigenvectors. The
conventional method is easier to understand because each
event is classified independent of the others, and the selec-
tion criteria all have physical meaning, whereas in the SVD
method, the entire data set is processed at once and Eqs. �1�
and �2� are more difficult to physically interpret. Therefore,
we designed simulations to investigate whether SHSC and
SHSSVD could be linearly related, i.e., the expression
SHCSVD�aSHSC+b valid for some constants a and b.

For these simulations, and for each exposure condition
�i.e., time-duration and peak-rarefactional pressure�, we built
two libraries of events. One library contained only subhar-
monic events detected by the conventional method and the
other contained no subharmonic events. Then, for each value
of SHSC, we built a 1000-event data set by randomly select-
ing events of both libraries to reach the prescribed value for
SHSC. Then, the SVD method was conducted on the simu-
lated 1000-event data set and SHSSVD was computed. For
each prescribed value of SHSC, 20 data sets with 1000 events
were simulated to compute mean and standard deviations of
SHSSVD. Afterward, SHSSVD values were obtained for SHSC

values ranging from 1 to 25 with 0.5 increments, and a least-
squares straight-line fit was computed.

G. Time-durations and subharmonic delay

Several quantities were estimated based on the normal-
response and subharmonic-response eigenvectors. These
quantities were hypothesized to be related to the physical
nature of subharmonic emissions occurring when UCAs are
under HFU insonification. The rationale here was to exploit
the results of the SVD processing and to understand how a
single UCA behaves in a HFU field.

The first two quantities are the time-duration of the nor-
mal ��NR� and subharmonic ��SH� responses. They were esti-
mated using the following equations:

�NR =
�

B6 dB
NR �40 MHz�

, �3�

�SH =
�

B6 dB
SH �20 MHz�

, �4�

where B6 dB
NR �40 MHz� and B6 dB

SH �20 MHz� are the −6-dB
bandwidths of the Fourier transform of the normal-response
�i.e., column vector V1� and subharmonic-response �i.e., col-
umn vector Vl� eigenvectors centered at 40 and 20 MHz,
respectively. The constant � was equal to 1.976 and was
found by multiplying the actual known duration of a
Hanning-weighted tone-burst by its −6-dB bandwidth.
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�Based on this estimation method, � is independent of fre-
quency.� We used Eqs. �3� and �4� to estimate time-durations
instead of a more straightforward time-domain-based method
because the noise level in the subharmonic-response eigen-
vector always was much greater than the level in the normal-
response eigenvector.

The next quantity estimated was the subharmonic delay,
dSH. The subharmonic delay was meant to quantify whether a
delay existed between the initiation of the subharmonic re-
sponse and the normal response. It was estimated as the dif-
ference between the time stamps at which the envelope of
filtered versions of the subharmonic- and the normal-
response eigenvector envelopes reached 75% of their maxi-
mal value the first time. The filters were pass-band with iden-
tical design except for the pass-band center frequencies of 40
and 20 MHz for the normal and subharmonic responses, re-
spectively. The use of linear filters was necessary because of
the significant noise in the subharmonic-response eigenvec-
tor.

The final quantity estimated was the time-duration dif-
ference, 	=�NR−�SH. It was computed to determine whether
the subharmonic response was shorter or longer than the nor-
mal response. Also, 	 could be compared to dSH to indicate
whether the time-duration difference could be associated
with a delay in subharmonic response.

III. RESULTS

A. Transducer characterization

The transmit/receive frequency response of the trans-
ducer for an impulse excitation �Panametrics 5900, Olympus,
Waltham, MA� is shown in Fig. 4. Echo-signal data were
acquired from the surface of a quartz plate positioned normal
to and in the focal plane of the transducer. The peak sensi-
tivity of the transducer was at 40 MHz and the 20-MHz sen-
sitivity was 12 dB lower. The peak negative pressures at the
transducer geometric focus versus drive voltage for a series
of tone-bursts are shown in Fig. 5. The pressure showed an
initial linear increase with drive signal, but it tended to pla-
teau at high drive voltages. As the number of cycles in-
creased from 1 to 5 cycles, the peak pressure increased
slightly for a fixed drive signal. For tone-bursts beyond
5 cycles, the peak pressure remained constant for a fixed
drive signal.

B. Illustrative results

In this section, the results obtained using the conven-
tional and SVD methods on an illustrative 1000-event data
set are presented. In this illustrative data set, UCAs were
excited with 15-cycle tone-bursts with a peak-rarefactional
pressure of 2.1 MPa. The conventional subharmonic detec-
tion method yielded SHSC=4.23 �i.e., 4.23%, or 37 out of
874 events; 126 events were discarded as outliers�. Figure
6�a� displays the spectra of ten randomly-selected subhar-
monic events detected by the conventional method. For com-
parison, Fig. 6�b� displays the spectra of ten non-
subharmonic events. Comparing these two figures, the
spectra of Fig. 6�a� clearly have significant spectral energy
near 20 MHz while the spectra of Fig. 6�b� clearly do not.
Furthermore, Fig. 6�a� also gives a hint of ultra-harmonic
energy near 60 MHz.

The same data set then was processed using the SVD
method, which yielded SHSSVD=5.95. The subharmonic-
response eigenvector was V6 �i.e., l=6�. Figure 6�c� displays
the spectra of the ten events with the largest coefficients on
V6 in absolute value. These events correspond to the ten
greatest elements of �U6�. Therefore, based on our interpreta-
tion of the SVD-method results, these ten events are the
“most subharmonic.” For comparison, Fig. 6�d� displays the
spectra of the ten events with the smallest coefficients on V6;
therefore, these events can be interpreted as being the “least
subharmonic” and correspond to the ten smallest elements of
�U6�. The spectra shown in Figs. 6�c� and 6�d� share similari-
ties with those shown in Figs. 6�a� and 6�b�, but some dif-
ferences also are apparent. The ultra-harmonic energy at
60 MHz, which was arguably hinted at in Fig. 6�a�, is clearly
visible in Fig. 6�c�. Also, a second-harmonic frequency com-
ponent at 80 MHz is visible. Figure 6�d� shows essentially
the same spectral content as Fig. 6�b�; the difference is in the
level of the noise plateau. A simple estimation concluded that
the average signal-to-noise ratio �SNR� of the spectra of Fig.
6�d� was about 9 dB greater than the average SNR of the
spectra of Fig. 6�b�. Overall, these small differences start to
illustrate the strength of the SVD method over the conven-
tional method. With the SVD method, we were able to sepa-
rate the “most” and “least” subharmonic events easily. The
conventional method did not provide any means of doing
that accurately.

Figures 6�e� and 6�f� display the normalized time wave-
forms of the most- and least-subharmonic events of the data

FIG. 4. Glass-plate pulse/echo spectrum. The 20-MHz sensitivity is 12 dB
below the peak sensitivity at 40 MHz.
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FIG. 5. Peak negative pressures as a function of drive voltage for
1–15-cycle pulse durations.
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set based on the results provided by the SVD method. The
subharmonic content of the waveform in Fig. 6�e� is visible
after 0.25 �s where the peak positive amplitudes periodi-
cally alternate between about 0.7 and 0.9. The waveform in
Fig. 6�f� does not show the variation in peak amplitudes.

Figure 7 provides a deeper insight into the SVD method
and also further illustrates its strength over the conventional
method. Figures 7�a� and 7�b� display the spectra of the
subharmonic-response eigenvector �i.e., V6� and of the
normal-response eigenvector �i.e., V1�, respectively. These
figures illustrate how �SH and �NR were estimated from Eqs.
�3� and �4�. In this case, the estimation results yielded a

slightly longer time-duration for the normal response, spe-
cifically, �NR=0.476 �s and �SH=0.456 �s �and 	=20.1 ns�.
These spectra demonstrated that the normal-response fre-
quency content was strongly concentrated near 40 MHz. The
normal-response spectrum also displayed a weak second-
harmonic component centered at 80 MHz with a relative am-
plitude of −32 dB. The spectrum of V6 was more structured
with a strong component near 20 MHz, but with energy in
the harmonics of 20 MHz �i.e., 40, 60, and 80 MHz with
relative amplitudes of −5, −8, and −7 dB, respectively�. This
type of spectrum is typical of a finite-duration signal that is
nearly periodic with a period of 50 ns �i.e., 1 /20 MHz�. In
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FIG. 6. �Color online� Illustration of the conventional and SVD methods applied to a 1000-event data set acquired with 15-cycle tone-bursts with a
peak-rarefactional pressure of 2.1 MPa. Spectra of ten randomly-selected subharmonic events �a� and non-subharmonic events �b� based on the conventional
method. Spectra of the ten most �c� and ten least �d� subharmonic events based on the SVD method. Time signals of the most �e� and least �f� subharmonic
events based on the SVD method.
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addition, the spectra revealed that the SNRs of V1 and V6

were very different. The normal-response SNR was at least
40 dB, whereas a crude SNR estimate for the subharmonic
response would be 28 dB based on the spectra between 90
and 100 MHz.

Figures 7�c� and 7�d� display the time signals of V6 and
V1, respectively. V6 appears noisy but arguably periodic. For
example, the last four negative peaks �first one at 0.28 �s�
and the last five positive peaks �first one at 0.25 �s� were
evenly spaced by 50 ns from each other. The positive peaks
have almost-equal amplitudes near 0.55 whereas the
negative-peak amplitudes increased from −0.52 to −1.0
�which explains the spectral components at 40, 60, and

80 MHz�. Figure 7�c� also illustrates why �SH was estimated
in the spectral domain and not in the time domain. Figure
7�d� shows a noiseless signal, very similar to what would be
expected in a linear regime from a glass-plate reflection
when the transducer is excited by a 15-cycle tone-burst. The
modest non-linear content of this waveform is visible in the
slightly asymmetric first cycles of the waveform.

Finally, Figs. 7�e� and 7�f� display the histograms of
��6,6�U6 and ��1,1�U1, respectively. The distribution of
��6,6�U6 was very narrow and centered around 0. The ac-
tual mean value was virtually 0 �i.e., �−3.5�10−3� and the
standard deviation was 1.18. Furthermore, 88% of the ele-
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ments were between −1.18 and 1.18. This distribution indi-
cates that most of the bubble events had a small subharmonic
content. An interesting observation was that events can con-
tain either a positive or negative subharmonic component;
this property is physically interesting and is discussed further
in Sec. III E. The distribution of ��1,1�U1 was fundamen-
tally different; its mean value was −1.80�103 and its stan-
dard deviation was 150 and all the values had the same sign.
Therefore, each event had a strong component on V1 which
was expected because it was the first eigenvector returned by
the SVD processing. Also, eigenvectors have unit norm;
therefore, a coefficient of −1.80�103 on V1 is effectively
340 times greater than a coefficient of −5.3 �i.e., the smallest
values of ��6,6�U6� in V6. This difference corresponded to
the subharmonic component being about 25 dB below the
fundamental component for the most subharmonic events of
the data set. This value was consistent with the spectra in
Fig. 6�c�.

Another element of information given by the SVD
method is dSH. For this specific example, dSH=48 ns, sug-
gesting that the subharmonic response initiated itself about
48 ns after the normal response. Interestingly, 48 ns was
about 1 cycle at 20 MHz or 2 cycles at 40 MHz. Also, re-
sults led to 	=20.1 ns, suggesting that the subharmonic re-
sponse outlasted the normal response by about 27.9 ns �i.e.,
about 1 cycle at 40 MHz�.

C. Empirical-simulation results

In this section, the relationship between SHSC and
SHSSVD is investigated. The conventional method is fairly
intuitive to understand and SHSC is physically interpretable
as the probability of a subharmonic event under certain ex-
citation conditions. Therefore, using empirical simulations,
we investigated whether SHSSVD and SHSC can be related in
a straightforward fashion.

Figure 8�a� displays the results of the empirical simula-
tions for prescribed SHSC values ranging from 1 to 25 by 0.5
increments. For each duration, the data-point is the mean of
20 simulations and error bars represent standard deviations.
Solid lines symbolize the optimal least-squares fit by a

straight line to the data, and Table I provides optimal fit
parameters. For all three pulse durations, SHSSVD increased
with SHSC. This is a strong indication that SHSSVD is a re-
liable means of quantifying subharmonic likelihood and con-
tent within a 1000-event data set. Furthermore, the MSEs
quoted in Table I indicate that straight-line fits were able to
track data accurately for the three different pulse durations.

The results obtained for 15- and 20-cycle excitations
were fairly similar: the values for SHSSVD greatly overlap,
and the optimal least-squares-fit parameters were nearly
identical �Table I�. These results suggest that for 15- and
20-cycle excitations, SHSSVD could be reliably inverted to
estimate SHSC with the same formula. Figure 8�b� displays
the empirical-simulation results and optimal straight-line fit
when simulation results for 15 and 20 cycles were combined.
Again, Fig. 8�b� and the last row of Table I suggest that
SHSSVD can be modeled accurately as an affine function of
SHSC. Nevertheless, the MSE value for the 15- and 20-cycle
combined cases was about 30% greater than the MSE value
for each pulse-duration alone.

The 10-cycle results were different than the 15- and
20-cycle results. SHSSVD only increased from about 7 to 13
when SHSC was varied from 1 to 25. This slight increase of
6 is about double the average standard deviation. Also, the
slope of the optimal least-squares fit was only 0.250 and
much smaller than that of the 15- and 20-cycle pulse dura-
tions �Table I�. These results might suggest that only modest
subharmonic activity exists for 10-cycle excitations.

Overall, the empirical-simulation results allowed us to
conclude that SHSSVD was a valid quantifier of subharmonic
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FIG. 8. �Color online� Empirical-simulation results: �a� SHSSVD as a function of simulated SHSC for 10-, 15-, and 20-cycle excitations. Each data-point is the
mean of 20 simulations, and error bars represent standard deviations. �b� SHSSVD as a function of simulated SHSC for combined 15- and 20-cycle excitations.
Each data-point is the mean of 40 simulations �20 with 15-cycle excitation and 20 with 20-cycle excitation�. Bold lines represent least-squares straight-line
fits to the results.

TABLE I. Straight-line least-squares-fit parameters for empirical simula-
tions. �The numbers in Table I are unitless.�

Duration
cycles Slope Intercept Mean-squared error

10 0.250 6.96 1.67
15 0.767 7.87 2.14
20 0.817 5.73 2.13

15 and 20 0.792 6.80 2.72
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activity because its trend was the same as that of SHSC.
Furthermore, straight-line fits provided very good fit to the
data for the three pulse durations. However, the results also
indicated that a different formula should be used for a
10-cycle excitation than for 15- and 20-cycle excitations to
predict SHSC based on values obtained from SHSSVD.

D. Pressure threshold

The next step of the study was to determine the optimal
exposure conditions to obtain subharmonic events and
whether both methods provide essentially the same answer.

Knowledge of these conditions will be critical for in vivo
studies because UCA echoes could be separated from tissue
echoes easily by using a band-pass filter centered in the sub-
harmonic band.

Figures 9�a� and 9�b� display SHSC and SHSSVD as a
function of peak-rarefactional pressure for 10-, 15-, and
20-cycle tone-bursts. Each exposure condition experiment
was repeated 11 times �except 9 times for 3.9 and 5 MPa�;
data-points represent means and error bars symbolize stan-
dard deviations. Figure 9�a� indicates that SHSC increased
with pulse duration independent of the peak-rarefactional
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pressure. Further, for all pulse durations, the trend of the
curves was the same: SHSC was low at low ��1.5 MPa� and
high ��3 MPa� pressures and reached its maximum near
2 MPa. Overall, SHSC remained small, with a peak value of
17 for 20-cycle tone-bursts with 1.9 MPa. In particular,
10-cycle tone-bursts produced no mean value of SHSC

greater than 3.5 whereas 15- and 20-cycle tone-bursts pro-
duced no mean value of SHSC smaller than 5. Also, 8- and
9-cycle results �not shown� always led to SHSC values
smaller than 1.5. All these results tend to indicate that a
10-cycle pulse duration was the “turn-on” point for signifi-
cant subharmonic generation which is consistent with the
empirical-simulation results �Fig. 8�. Finally, Fig. 9�a� illus-
trates the inherent randomness of the results because of the
large standard deviations. The data were collected from the
same vial of contrast agents on four different days over
4 months and results showed the same trends every day. �We
did not report the results obtained between 0.7 and 1.2 MPa
peak-rarefactional pressure because no subharmonic activity
was seen for any exposure conditions.�

The results presented in Fig. 9�b� were very similar to
those of Fig. 9�a�. SHSSVD increased with pulse duration at
all pressures, peaked near 2 MPa for all pulse durations, and
large standard deviations were observed. Overall, Figs. 9�a�
and 9�b� add to the argument that the SVD method provides
reliable results because SVD results show the same trends as
the conventional method.

Figures 9�c� and 9�d� display estimates of �NR and �SH as
a function of pressure and pulse duration, respectively. Esti-
mates of �NR showed no variation as a function of pressure,
but naturally increased with pulse duration and the standard
deviation of the estimates remained small ��8 ns�. The situ-
ation was slightly different for the estimates of �SH. With the
exception of the unreliable estimates at 1.1 MPa �i.e., large
standard deviations� and of the estimates at 2.1 MPa where
SHSSVD reached its maximum, estimates of �SH indicated a
small trend of increase with peak-rarefactional pressure.
Standard deviations were larger than that of �NR. Finally,
comparing Figs. 9�c� and 9�d� indicates that overall �NR

��SH, i.e., the normal response lasts longer than the subhar-
monic response.

To quantify this observation more carefully, Fig. 9�e�
displays estimates of 	=�NR−�SH as a function of pressure
and pulse duration. Estimates of 	 were overall positive �be-
cause �NR��SH� and showed a decreasing trend with increas-
ing peak-rarefactional pressure �because estimates of �SH

showed an increasing trend�. However, estimates of 	 pro-
vided new information: estimates of 	 did not vary signifi-
cantly with pulse duration and numerical values decreased
from about 45 ns at 1.8 MPa to about 20 ns at 5 MPa �esti-
mates at 1.1 MPa appear to be unreliable�. Physically, this
decreasing trend indicated that as pressure increases, the
subharmonic-response time-duration becomes closer to the
normal-response time-duration �independent of the pulse du-
ration of the excitation�.

Finally, Fig. 9�f� displays estimates of dSH. These esti-
mates showed a decreasing trend with increasing peak-
rarefactional pressure. In addition, there was arguably no de-
pendence on pulse duration. Physically, this behavior means

that as peak-rarefactional pressure increases, the subhar-
monic response initiates itself quicker after the normal re-
sponse initiates itself �independent of the pulse duration of
the excitation�.

E. Positive and negative subharmonic responses

Figures 7�e� and 7�f� indicate that for the presented ex-
ample, the coefficients of the decomposition on the normal-
response eigenvector always have the same sign while those
on the subharmonic-response eigenvector could be positive
or negative. Figure 10 displays two recorded events of a data
set obtained with a 20-cycle excitation at 2.1-MPa peak-
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FIG. 10. �Color online� Illustration of positive and negative subharmonic
events. �a� Time waveform of the most-positive �dash� and most-negative
�solid� subharmonic events of a 1000-event data set obtained with 20-cycle
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rarefactional pressure. The waveforms were normalized for
easier comparison. The dashed curve corresponds to the
“most-positive” �i.e., largest positive coefficient on the sub-
harmonic response� and the solid curve to the “most-
negative” �i.e., largest negative coefficient on the subhar-
monic response� subharmonic events of the data set. Figure
10�a� indicates that the two events had similar waveforms
and were well synchronized with positive peaks, negative
peaks, and zero-crossings occurring at nearly the same time
points. Furthermore, the amplitudes of the positive peaks
were periodic for both waveforms, indicating, as in Fig. 6�e�,
a strong subharmonic content. Nevertheless, a striking differ-
ence was apparent in the positive-peak amplitudes of the two
waveforms: they seemed to alternate with the dashed curve
peaking when the solid curve was at its lowest, as can be
better observed in Fig. 10�b�. Figure 10�b� clearly indicates
that the peak amplitudes were achieved alternatively by the
most-positive and most-negative subharmonic events. Al-
though differences between the two events could be observed
in the time domain, only small differences were apparent in
the frequency domain �Fig. 10�c��. The spectra of both
events had strong components at 40 and 20 MHz and some
energy at 60 and 80 MHz. The only difference was the pres-
ence of a small component at 50 MHz for the most-negative
subharmonic event, but not for the most-positive subhar-
monic event.

Figure 10 again emphasizes the strength of the SVD
method over the conventional method. Based on the
conventional-method criteria of Sec. II E 1, both waveforms
would be detected by the conventional method as valid sub-
harmonic events. However, only the SVD method gives us
the information necessary to track positive and negative sub-
harmonic events.

IV. DISCUSSION AND CONCLUSION

This study investigated a SVD method of analyzing
large data sets of single-bubble-backscatter events in order to
draw physical insights about bubbles in HFU fields and to
provide an approach to detecting and quantifying subhar-
monic events. The SVD method was compared to a conven-
tional method that utilized individual-event spectra. The con-
ventional method was easier to interpret from a physical
standpoint and was used as a baseline reference to evaluate
the effectiveness of the SVD method. The experimental
�Figs. 9�a� and 9�b�� and empirical-simulation �Figs. 8�a� and
8�b�� results confirmed that the SVD method had perfor-
mance similar to the conventional method. The SVD method
also provided information about the bubble oscillation prop-
erties that were not available with the conventional method.
For example, the SVD method showed that the subharmonic
response of the bubble initiated itself after, and had a shorter
time-duration, than the normal response.

The SVD method also provided means of finding the
events with the most- and least-subharmonic contents. The
conventional subharmonic detection method only provided a
yes/no qualitative evaluation and therefore did not provide a
means to quantify how much an event was subharmonic. The
SVD approach was fundamentally quantitative because it

yielded the coefficient of each event on the subharmonic-
response eigenvector. For physicists studying bubble oscilla-
tions in a HFU field, quantifying the subharmonic events is
invaluable. Therefore, the results of this study indicated that
the SVD method is a valid and useful tool to study and
quantify single-bubble oscillations.

The focus of this study was on the development and the
validation of the SVD method. Physical interpretation of the
results, to date, is limited and is under current investigation.
In particular, we are designing simulations using previous
models.15 The simulations will be conducted to generate
1000-event data sets by varying simulation parameters fol-
lowing experimentally-derived distributions of experimental
parameters such as UCA size, incident pressure, and other
UCA properties. Size distributions can be obtained from
measurements, and pressure distributions can be obtained by
estimating the distance of the UCA from the focus of the
transducer. In particular, we hope to determine optimal exci-
tation conditions for generating strong subharmonic events
and then evaluating these conditions experimentally using
the SVD method. If the simulations were able to match the
experimental results, then exposure conditions could be fur-
ther optimized for subharmonic generation. Also, finding
only positive subharmonic events based on the SVD process-
ing of the simulations could indicate that the bubble oscilla-
tions were not spherical and, thus, a model that assumed
spherical oscillation would not be appropriate.

The shell of the UCAs used in this study was stiffer than
that of lipid-shelled agents �e.g., Definity®� for which sub-
harmonic events have been reported for much lower pres-
sures and larger bandwidths �i.e., shorter excitation
durations�.8,9 Stiffer-shell UCAs typically require higher
pressures and longer time-duration exposures to break. The
observations of subharmonics at higher pressures and expo-
sure durations that we observed for polymer-shelled agents
are consistent with the hypothesis that the polymer-shelled
agents need to break before generating subharmonics. It is
not clear whether the SVD approach would work as well for
lipid-shelled UCAs when they are excited with broadband
emissions �e.g., time-durations shorter than 10 cycles�. Theo-
retically, the SVD approach will be able to accurately sepa-
rate the normal and subharmonic responses of the UCAs as
long as they correspond to different singular values.

One of our interests is to evaluate the SVD method
when the UCAs are insonified at pressures high enough to
lead to inertial cavitation and the resulting broadband back-
scatter emissions. The conventional method or a band-pass
filtering method would be unable to differentiate the subhar-
monic signal from the part of the broadband emission in the
subharmonic band. However, we anticipate that the SVD
method could potentially outperform the conventional
method because the nature of the subharmonic signal in the
time and frequency domains is fundamentally different from
the broadband noise. Therefore, the broadband emission and
noise should correspond to different singular values and
eigenvectors of the SVD and be easily separable. Even in
this more challenging situation, the normal-response and
subharmonic-response eigenvectors would be correctly sepa-
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rated. Furthermore, the SVD is statistically more robust be-
cause it uses the complete 1000-event data set to derive the
eigenvectors used for characterization.

Similarly, we are investigating how a band-pass filtering
approach would perform compared to the SVD method to
estimate �NR, �SH, dSH, and 	. For this task, we also antici-
pate the SVD method to perform better because it should be
able to differentiate actual subharmonic emissions from
noise and other contributors to the subharmonic band. A
band-pass filter approach would use the entire energy in the
subharmonic band to estimate time-durations and time delays
which would result in errors. Also, the SVD method should
be more robust because the SVD eigenvectors used for the
estimation of �NR, �SH, dSH, and 	 are deduced from the
1000-event data set automatically. Many parameters would
need to be carefully adjusted to design a satisfactory band-
pass filter, and each set of parameters would lead to different
and somewhat arbitrary estimates of �NR, �SH, dSH, and 	.

The next stages of this study will focus on better moni-
toring of valid events. We propose to accomplish this by
combining acoustical and optical methods. The acoustical
method will utilize a passive-cavitation detector �PCD� very
similar to that of a previous study22 except that the passive
transducer will have a center frequency approximately half
that of the exciting transducer. The PCD will provide better
selectivity to valid events by guaranteeing in real time that
both transducers receive valid signals. Furthermore, better
sensitivity in subharmonic detection should be achieved be-
cause the receiving transducer will be more sensitive in the
subharmonic band. The optical method will use a high-
magnification digital camera triggered at the same PRF as
the exciting transducer. The focal plane of the camera will be
aligned with the focal region of the transducer. The camera
will provide a real-time means of estimating the size of
UCAs. Therefore, we anticipate that we will be able to link
bubble size and subharmonic content and to answer impor-
tant questions about which sizes are most likely to produce
strong subharmonic events.

One of the potential clinical applications of UCAs at
high frequencies is imaging of circulation in small veins and
arteries �i.e., microcirculation imaging� for ophthalmologic
and small-animal applications. SVD studies could determine
optimal conditions to excite a non-linear response from
UCAs. Then, SVD-based detection methods could permit a
more-powerful approach to localizing UCAs and imaging
flow when UCAs are nonlinearly excited. Microcirculation
typically involves slow-moving, low-volume blood flow and
is difficult to detect with current Doppler and HFU instru-
mentation.

In the eye, conventional ultrasonic instrumentation op-
erating at or below 10 MHz is able to visualize and measure
flow in the major orbital vessels supplying the eye,23–25 but
such systems are unable to detect microcirculatory flow in
the anterior or posterior segments of the eye. UCA-SVD im-
aging could prove to be a valuable fine-resolution means to
detect this microcirculation using HFU. In developmental bi-
ology, the study of vascular development is critical for nor-
mal embryonic maturation and currently is the focus of nu-
merous research efforts using a variety of genetically-

engineered mouse models. Genetic mechanisms that have
gone awry are involved in a number of vascular pathologies,
including tumor angiogenesis, so that understanding embry-
onic vascular development has a broad range of important
clinical implications. Direct in vivo visualization of the de-
veloping embryonic vascular system is an attractive option
for analyzing the complex three-dimensional patterns of ves-
sel growth and patterning in normal mouse embryos and in
mice with mutations in genes that affect vascular develop-
ment. We anticipate that UCAs combined with SVD-based
detection methods would be extremely valuable for studying
vascular-system development in mouse embryos, potentially
in three dimensions.
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Erratum: Acoustic beam scattering and excitation of sphere
resonance: Bessel beam example
[J. Acoust. Soc. Am. 122, 247–252 (2007)]
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Concerning Appendix B of this paper,1 a reader kindly
pointed out the following error of transcription in the partial-
wave denominator shown for evacuated shells. The expres-
sion for d52 should have been printed: d52=2�jn�U�
−Ujn�U���. This change brings the expression in agreement
with the referenced derivation2 and it is derivable from ex-
pressions given by various other authors. The computations
shown here and in the subsequent publications3,4 pertaining
to spherical shells used the correct expression.

1P. L. Marston, “Acoustic beam scattering and excitation of sphere reso-
nance: Bessel beam example,” J. Acoust. Soc. Am. 122, 247–252 �2007�.
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3P. L. Marston, “Negative axial radiation forces on solid spheres and shells
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4P. L. Marston, “Scattering of a Bessel beam by a sphere: II. Helicoidal
case and spherical shell example,” J. Acoust. Soc. Am. 124, 2905–2910
�2008�.
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ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of this journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of
America

2008-09 F.V. Hunt Postdoctoral Research
Fellowship awarded to Todd Hay

The 2008-09 F. V. Hunt Postdoctoral Research Fellowship in Acoustics
has been awarded to Todd A. Hay. During his Hunt Fellowship year, Dr. Hay
has undertaken a research program at the University of Twente in the Neth-
erland. The subject of his research is on the investigation of bubble interac-
tion dynamics in therapeutic ultrasound. Dr. Hay received BSEE and MSEE
degrees in Electrical Engineering from the University of Texas at Austin and

a Ph.D. in Electrical Engineering from Penn State University. His Ph.D.
thesis is titled “A model of the interaction of bubbles and solid particles
under acoustic excitation.”

The Hunt Fellowship is granted each year to an ASA member who has
recently received his or her doctorate or will be receiving the degree in the
year in which the fellowship is to be granted. The recipient of the fellowship
is that individual who, through personal qualifications and a proposed re-
search topic, is judged to exhibit the highest potential for benefiting any
aspect of the science of sound and promoting its usefulness to society. Fur-
ther information about the fellowship is available from the Acoustical Soci-
ety of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-
4502. Phone: 516-576-2360; fax: 516-576-2377; E-mail: asa@aip.org; Web:

asa.aip.org/fellowships.html.

Advanced Degree Dissertation in Acoustics
Editor’s Note: Abstracts of Doctoral and Master’s theses will be wel-

comed at all times. Please note that they must be limited to 200 words, must
include the appropriate PACS classification numbers, and formatted as
shown below. If sent by postal mail, note that they must be double spaced.
The address for obtaining a copy of the thesis is helpful. Submit abstracts to:
Acoustical Society of America, Thesis Abstracts, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502, e-mail: asa@aip.org.

Bone-conduction auditory steady-state responses [43.66 Yw, 43.64
Ri,43.66.Sr]—Susan Anne Small, School of Audiology & Speech Sciences,
University of British Columbia, Vancouver, BC, Canada April, 2007 (Ph.D.).
This research investigated whether multiple auditory-state responses �AS-
SRs� to bone-conduction stimuli could be used to assess bone-conduction
hearing. Infant bone-conduction testing methods, maturation of bone-
conduction hearing, and ipsilateral/contralateral asymmetries in ASSRs were
also assessed. Results show that bone-conduction ASSRs can estimate
thresholds in normal-hearing subjects. Choice of EEG recording parameters
can avoid spurious ASSRs due to aliasing; however, non-auditory spurious
ASSRs �probably vestibular� can also be recorded. Investigation of infant
testing methods on bone-conduction threshold shows that bone-oscillator
coupling method and placement location on the temporal bone have no
effect; however, a forehead placement results in elevated thresholds. Results
show that bone-conducted signals are more effective for infants compared to
adults across frequency, especially at low frequencies and that infants do not
appear to have an occlusion effect. Normal levels for bone-conduction hear-
ing in young and older infants are proposed. Ipsilateral/contralateral asym-
metries in air- and bone-conduction ASSRs are present more often and are
larger in infants compared to adults �potentially useful for isolating cochlea
contributing to response in infants�. The results of these studies indicate that
infants can be screened for normal bone-conduction hearing with ASSRs;
however, infants with hearing loss must be tested before elevated thresholds
can be interpreted.

Supervisor: David R. Stapells

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

24–28 June 5th International Middle-Ear Mechanics in Research and
Otology �MEMRO�, Stanford University, Stanford, CA
�http://memro2009.stanford.edu�.

Douglas S. Brungart—For contributions to the perception of multiple talkers

Todd Hay
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26–30
October

158th Meeting of the Acoustical Society of America,
San Antonio, TX �Acoustical Society of America, Suite
1NO1, 2 Huntington Quadrangle, Melville, NY
11747-4502; Tel.: 516-576-2360; Fax: 516-576-2377;
Email: asa@aip.org; WWW: http://asa.aip.org�.

2010
19–23
April

Joint Meeting: 158th Meeting of the Acoustical Society
of America and Noise Con 2010, Baltimore, MD
�Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; Email: asa@aip.org;
WWW: http://asa.aip.org�.

15–19
November

2nd Iberoamerican Conference on Acoustics �Joint
Meeting of the Acoustical Society of America, Mexican
Institute of Acoustics, and Iberoamerican Federation on
Acoustics�, Cancun, Mexico �Acoustical Society of
America, Suite 1NO1, 2 Huntington
Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; Email: asa@aip.org;
WWW: http://asa.aip.org�.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.
Volumes 1–10, 1929–1938: JASA, and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10

Volumes 11–20, 1939–1948: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print
Volumes 21–30, 1949–1958: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75
Volumes 31–35, 1959–1963: JASA, Contemporary Literature and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by subject
and indexed by author. Pp. 1060. Out of Print
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�
Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $75 �clothbound�
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632, Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 616, Price: ASA members $50; Non-
members $90 �paperbound�
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar
Below are announcements of meetings and conferences to be held

abroad. Entries preceded by an * are new or updated listings.

June 2009
2–5 XXI Session of the Russian Acoustical Society, Moscow,

Russia �www.akin.ru/main.htm�.
17–19 3rd International Conference on Wind Turbine Noise,

Aalborg, Denmark �www.windturbinenoise2009.org�
21–25 13th International Conference “Speech and Computer,” St.

Petersburg, Russia �www.specom.nw.ru�.
22–26 3rd International Conference on Underwater Acoustic

Measurements: Technologies and Results, Nafplion,
Peleponnese, Greece �www.uam2009.gr�.

July 2009
5–9 16th International Congress on Sound and Vibration,

Krakow, Poland �www.icsv16.org�.
19–23 15th International Conference on Photoacoustics and

Photothermal Phenomena, Leuven, Belgium
�www.icppp15.be�.

August 2009
12–16 7th Triennual Conference of the European Society for

Cognitive Science of Music (ESCOM2009), Jyväskylä, Finland
�www.fyu.fi/hum/laitokset/musikki/en/escom2009�.

23–28 Inter-noise 2009, Ottawa, Ont., Canada
�www.internoise2009.com�.

September 2009
6–10 InterSpeech 2009, Brighton, UK �www.interspeech2009.org�.
9–11 9th International Conference on Theoretical and

Computational Acoustics, Dresden, Germany �Ictca2009.com�.
14–18 5th Animal Sonar Symposium, Kyoto, Japan �cse.fra.affrc.go.jp/

akamatsu/AnimalSonar.html�.
15–17 Autumn Meeting of the Acoustical Society of Japan,

Koriyama, Japan �www.asj.go.jp/index-en.html�.
18–22 *International Conference on Auditory Display 2009 (ICAD),

Copenhagen, Denmark �www.icad09.dk�.
19–23 IEEE 2009 Ultrasonics Symposium, Rome, Italy �e-mail:

pappalar@uniroma3.it�.
21–23 10th Western Pacific Acoustics Conference (WESPAC),

Beijing, China �www.wespacx.org�.
23–25 Pacific Rim Underwater Acoustics Conference (9pruac),

Xi’an, China �e-mail: lfh@mail.ioa.ac.cn�.
23–25 TECNIACUSTICA2010, Cádiz, Spain �www.sea-acustica.es�.

October 2009
5–7 International Conference on Complexity of Nonlinear

Waves, Tallinn, Estonia �www.ioc.ee/cnw09�.
26–28 Euronoise 2009, Edinburgh, UK �www.euronoise2009.org.uk�.

June 2010
9–11 14th Conference on Low Frequency Noise and Vibration,

Aalborg, Denmark �www.lowfrequency2010.org�.
13–16 INTERNOISE2009, Lisbon, Portugal,

�www.internoise2009.org�.

August 2010
23–27 20th International Congress on Acoustics (ICA2010), Sydney,

Australia �www.ica2010sydney.org�.

September 2010
15–18 *Alps-Adria-Acoustics-Association Meeting joint with EAA,

Ljubljana, Slovenia �e-mail: mirko.cudina@fs.uni-lj.si�.
26–30 Interspeech 2010, Makuhari, Japan �www.interspeech2010.org�.

June 2011
27–1 Forum Acusticum 2011, Aalborg, Denmark. �www.fa2011.org�.

August 2011
27–31 Interspeech 2011, Florence, Italy �www.interspeech2011.org�.

September 2011
4–7 International Congress on Ultrasonics, Gdansk, Poland.
4–7 Internoise 2011, Osaka, Japan

November 2011
16–18 *2nd American/Iberian Meeting on Acoustics, Cancun,

Mexico.

June 2013
2–7 21st International Congress on Acoustics (ICA2013),

Montréal, Canada �www.ica2013montreal.org�.

Regional Chapter News

Madras Regional Chapter

The Madras Regional Chapter of the Acoustical Society of America
�MIRC-ASA� held three meetings in 2008, on 21 June, 19 July and 23-24
December. The December meeting was held jointly with the Acoustical
Society of India �ASI�.

On 21 June, V. Rajendran, Vice-President of ASI and Director, Re-
search and Development and Center for Nano Science and Technology, K.S.
Rangasamy College of Technology, KSR Kalavi Nagar, Triuchengode, de-
livered an invited lecture titled “Biomedical Application of Micro-electro-
mechanical System” and Sri J. Jayapandian, Head, Design Development &
Service Section, Material Science Division, IGCAR, Jalpakkam, delivered a
lecture for students titled “Applications of Ultrasonics in Science and Tech-
nology” at Tamil Nadu Science and Technology Centre �TNSTC�. As a
result, a large number of students participated in the meeting.

FIG. 1. �l to r�: Jesse Hamar, M. Kelvin, and R. Dhilsha, H. S. Paul, and A.
Athaullah.
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The Acoustics Fair ceremony of the MIRC-ASA and the International
Research Institute for the Deaf �IRID� was conducted at TNSTC on 19 July.
The following three students under 20 years of age received awards from H.
S. Paul, Chapter Representative of MIRC-ASA and President of Acoustical
Foundation for Education and Charitible Trust �AFECT� and IRID� and R.
Dhilsha, Vice President of MIRC-ASA: Jesse L. Hamar �First�, Sri A.
Athaullah, and Sri M. Kelvin �see Fig. 1�.

On 23 December, M. Kumaresan Secretary of MIRC-ASA and AFECT
and Director of IRID, delivered the Mira Paul Memorial Distinguished Lec-
ture on “Bernoulli Effect and Voice Therapy” and S. S. Agrawal, Past Presi-
dent of ASI and Adviser of AFECT and Adviser of Centre for Development
of Advanced Computing, Nodia and Executive Director of KIIT College of
Engineering, Gurgang, delivered the Mira Paul Memorial Distinguished
Lecture on “Development of Resources and Technologies for Breaking
Communication Barriers in the Context of Indian Spoken Languages” at
Naval Science and Technology Lab. �NSTL�, Visakhapatanam.

The award ceremony of MIRC-ASA and IRID �AFECT� was con-
ducted during the joint meeting between MIRC-ASA & ASI held in Decem-
ber 2008. The chief guest was Vice Admiral Nirmal Verama. At the end of
the inaugural function, H.S. Paul presented the Mira Paul Memorial Gold
Medal to S. S. Agrawal and M. Kumaresan. On 24 December V. Bhujanga
Rao �President of AFECT & Director of NSTL� presented the Silver Medal
to A. Ramachandraiah, Treasurer of MIRC-ASA & Trustee of AFECT, Pro-
fessor Civil Engineering, IIT Madras. �See Figs. 2–5�.

The following students won the best paper awards presented by H. S.
Paul, Chapter representative of MIRC-ASA: M. Vamsikanth; R. Kalai Selvi;
Maneesh V. Kunte, K. Bhavani, P. Santhi and G. Padmanabhan. �see Fig. 6�.

FIG. 2. �l to r�: V. Bhujanga Rao presenting memento to H. S. Paul.

FIG. 3. �l to r�: H. S. Paul presents the Mira Paul Memorial Gold Medal to
S. S. Agrawal.

FIG. 4. �l to r� H. S. Paul presents the Mira Paul Memorial Gold Medal to
M. Kumaresan.

FIG. 5. �l to r� V. Bhujanga Rao presents the Silver Medal to A. Ramachand-
raiah.

FIG. 6. �l to r� V. Bhujanga Rao, M. Vamsikanth, R. Kalai Selvi, K. Bha-
vani, H. S. Paul.
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BOOK REVIEWS

P. L. Marston
Physics Department, Washington State University, Pullman, Washington 99164

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Mechanical Sound: Technology, Culture, and
Public Problems of Noise in the
Twentieth Century „Inside Technology…

Karin Bijsterveld

The MIT Press, 350 pp. Price: $40,00 (hardcover). ISBN:
978-0-262-02639-0

An exciting and interesting book! Karin Bijsterveld, the author, gives a
socio-historical description of industrial noise, traffic noise, noise from
neighborhood radios and gramophones, as well as aircraft noise for the
period of time between 1875 and today, offering a detailed outline about
sounds and sound sources in Europe and the USA.

Once you have started reading you will find it difficult to put the book
down: It comprises information on noise and sounds using Murray Schafer’s
categories and depicts “repertoires of dramatizing sound,” “the ongoing
charge of industrial noise,” and “traffic noise as an instrument of torture.”
Furthermore, the author discusses “the celebration and control of mechani-
cal sound in music” and the introduction of a “practical aircraft noise in-
dex.” At the end, she describes the “sound history of technological culture.”

This is a special book in which the author describes and analyzes
acoustics in its social context. Mechanical Sound: Technology, Culture, and
Public Problems of Noise in the Twentieth Century is a book for anyone who
has interests in acoustics in some way: engineers, sound designers, city
planners, and sociologists. The reader receives well-described and detailed
information about what has influenced the history of noise.

As a professional acoustician, however, you can easily get lost in the
detailed information once you start trying to find specific background infor-
mation and explanations. Furthermore, there are hardly any references to
renowned acousticians and established acoustical methods.

Otherwise, the author succeeds in regarding and discussing acoustics
under new and relevant aspects: social relevance, rules for the perception of
noise and the communication about noise in laboratories and committees,
attempts to find appropriate definitions for annoyance and pleasantness of
sounds, discussions about appropriate and inappropriate measuring methods,
discussions about the use of test persons, as well as irritations about the
paradox phenomenon of experiencing objectively quiet places as noisy and
objectively noisy places as acceptable.

“Public concerns should be distinguished from private ones:” This is
the author’s main claim which she consistently follows through her com-
plete work. There are hundreds of organizations and institutions which are
engaged with “public problems” caused by noise. They deal with the ques-
tions of noise abatement and aim to find the correct answers and appropriate
regulations. By contrast, “private problems” with noise are of different ori-
gin and connected to people’s individual history in a complex way.

Noise can be seen as a conflict between economic progress, increasing
population and social mobility on the one hand and public health on the
other hand. The author integrates noise into the context of the historical
development of technology and culture. According to the author, the chal-
lenge is to historicize sensory perceptions and to focus on the impairment of
single persons as well as the dramatization of sound experiences by noise.
This finally leads from a private to a public problem. However, the “public
solutions” found in regulations do not solve this problem and often even
prevent workers from perceiving important sound information. The so-
called objective noise evaluations of road noise do not take into account
what is at the center of people’s complaints about noise.

By the way, it is definitely worth mentioning the graphics and photos
chosen by the author to illustrate the worldwide resistance against noise
historically.

Karin Bijsterveld refers to the city noise problem as well as to “the
celebration and control of mechanical sound in music” which serve as im-
portant sound elements of societies. Lifestyles of the 20th and 21st centuries
in combination with new product sounds lead to acceptance on the one hand
and dilemma on the other hand and demands new attitudes and ways of
behaving in societies and neighborhoods.

The European Harmonization in 2000, which aims to “harmonize
noise indicators and assessment methods for environmental noise and to use
these standards for the development of noise maps,” is explored with regard
to its use as a “practical aircraft noise index.” The author skillfully refers to
the past and discusses the many different measuring methods using much
historical detail.

The reader is given the feeling of experiencing the historical develop-
ment himself. Despite going into too much detail from time to time, the
author still comes to an interesting result: “This as well as previous work on
the history of standardization suggest that there is a world to gain after
standards have been considered.” Consequently, the author concludes that
there is a “putative opposition between economic progress and environmen-
tal concerns.” Furthermore, she discusses the “sound history of technical
culture” with regard to noise and the different subjective evaluations under
the aspect of the “paradox of control and the spatial focus of noise abate-
ment.” In this final chapter the discussion about public and private noise
problems reaches a crucial point. The author puts emphasis on regulations
and private arrangements concerning noise in everyday life; she claims that
“feeling of being in or out of control is highly significant for the perception
of sound.”

The dilemma of appropriate evaluation remains. However, according
to Karin Bijsterveld there are three alternative approaches in noise
abatement—“ecological modernization, sensibility in law, and complaining
in style”—which could contribute to the separation of private and public
noise problems. These three approaches could serve as a new form of inter-
disciplinary strategies.

As a whole, the author does not offer any solutions to the reader which
is no surprise because such expectations cannot be fulfilled. However, she
involves the reader in the process of finding solutions for noise annoyance
and gives him the opportunity to reflect about indices for impairment and
noise like experts for acoustics. Moreover, the reader is invited to participate
in the search for appropriate overall solutions which may induce him to
develop problem solving strategies himself.

Altogether a remarkable book, Mechanical Sound: Technology, Cul-
ture, and Public Problems of Noise in the Twentieth Century, does not only
show the complexity of dealing with acoustics but it allows the reader to
sense and experience acoustics.

BRIGITTE SCHULTE-FORTKAMP

Institute of Fluid Mechanics and Engineering Acoustics,
Technische Universität Berlin,
10578 Berlin, Germany

Microphone Array Signal Processing

Jacob Benesty, Jingdong Chen, and Yiteng Huang

Springer, Berlin, 2008. 240 pp. price $119 (hardcover). ISBN:
3540786112

Conducting face-to-face conversation is a task typically performed
without any great effort. Why is it becoming such a challenging task when
the conversation is aided by a communication system? Although the book
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“Microphone Array Signal Processing” by Benesty, Chen, and Huang does
not aim to answer this question directly, it does prompt the difficulties aris-
ing in applications such as teleconferencing, human-machine interfaces, and
hands-free communication, and presents some of the state-of-the-art solu-
tions using microphone arrays and acoustic signal processing.

JASA readers with interest in the areas of acoustic signal processing,
speech processing and communication systems, acoustical measurements
and instrumentation, and architectural acoustics may find the book relevant
and useful. Throughout the book, signal processing methods for microphone
arrays are presented that aim to combat noise and reverberation, two major
disturbing factors of speech communion systems. This may not be a simple
task, as evident from the large number of methods presented in the book.
Although the book tackles the problem from a signal processing perspective,
the fundamental problems are acoustic in nature, which is why JASA read-
ers may find this book relevant.

The book is especially written for graduate students and research en-
gineers working on microphone arrays, as the authors suggest, but also for
those who would like an update on the state-of-the-art in the area of noise
reduction and de-reverberation using microphone arrays. Although the book
requires a good background in signal processing, the authors do include
throughout the book their insight into the problems at hand, the factors
limiting performance, and other practical aspects of the methods, which may
benefit those who are interested in an overview of the methods and their
features.

The book contains ten chapters. After an introduction in Chap. 1, clas-
sical optimal filters such as Wiener, Frost, and Kalman are presented in
Chap. 2. The chapter highlights the differences between the various filters
and shows that by incorporating different objective functions and con-
straints, filters can optimize noise reduction, speech distortion, or a mixture
of the two. This theme continues to the following chapters.

Chapter 3 presents filtering in the space domain, or beamforming, in a
way suitable for those unfamiliar with the topic. Delay-and-sum, minimum-
variance distortionless response, null-steering, and other methods are dis-
cussed. Chapter 4 follows with the method of linearly-constrained minimum
variance for combating both noise and reverberation. It is argued that both
can indeed be eliminated, but this requires knowledge of the room impulse
responses, which is difficult to estimate in practice when speakers are re-
corded in a room, for example. The spatio-temporal approach is presented
that avoids the need to estimate room impulse responses by employing
frequency response functions relative to one of the microphones rather than
the actual source. This leads to noise reduction capability, but without the
capacity to perform de-reverberation.

Chapter 5 focuses on the task of noise reduction from a multiple-
channel view-point using a range of methods, some previously presented,
highlighting their ability to reduce noise, maintain the signal without distor-
tion, and exploit the spatial information. Chapter 6 continues with the
method of frequency-domain optimal filtering, where by weighting each
frequency an improvement in the overall signal-to-noise ratio can be
achieved. The method is appropriate for broadband signals such as speech,
and various strategies are presented for balancing noise reduction and signal
distortion.

Chapter 7 presents a multiple-input–multiple-output model for the
problem at hand, analyzing performance with respect to system parameters
such as filter lengths. In Chap. 8, further insight into the problem is attained
by developing a two-stage solution, namely, source separation and de-
reverberation, facilitating de-reverberation methods such as equalization.

Chapter 9 presents the important topic of direction-of-arrival estima-
tion, discussing methods such as multiple signal classification and general-
ized cross-correlation. Chapter 10 concludes the book with some unad-
dressed problems, arguing that many aspects of the problems at hand are
still open.

To summarize, the book presents in a clear manner a wealth of signal
processing methods to combat noise and reverberation using microphone
arrays, providing insight into their performance and limitations. JASA read-
ers, including myself, may have liked to see more acoustics incorporated
into these methods, e.g., room acoustics, hearing, speech perception, as the

disturbances are, after all, acoustic in nature. Perhaps the appropriate com-
bination of signal processing with acoustics may facilitate the desired
progress?

BOAZ RAFAELY

Department of Electrical and Computer Engineering,
Ben-Gurion University of the Negev,
Beer-Sheva 84105, Israel

Engineering the Guitar: Theory and Practice

Richard Mark French

Springer, 2008. 284 pp. Price: $49.95 (hardcover). ISBN:
0387743685.

String instruments of the cavity-enclosing, ported shell type are a veri-
table vibro-acoustic goldmine that encompasses a remarkable range of
acoustics just to gain a basic understanding of their overall character. These
instruments can be viewed as relatively simple objects excited in a straight-
forward manner by a player and judged by perceptions, as a craft device
requiring many years of experience to properly construct and extract the best
sound, or as a system requiring the best contemporary technology just to
comprehend some physical aspects of the perceived quality. And just to
make matters all the more difficult the modifications and tweaks performed
in the mechanical world to enhance perceived quality rely on final judg-
ments mainly in the acoustical world. Compound all this with the reality that
there is no direct trail back from sound to mechanics, and it seems aston-
ishing that we are able to create fine sounding string instruments at all.

Although my area of expertise is the violin, many of the concerns in
making, playing, and judging bowed string instruments are relevant to the
guitar, probably the most popular stringed instrument of all, with commer-
cial USA production nominally 1�106 units per year according to the au-
thor. While there is considerable material online about engineering applied
to the guitar �URLs for a few introductory sites: http://www.guitarengineer.
com and http://www.home.agilent.com/agilent/editorial.jspx?cc�AW&lc
�eng&ckey�866697&id�866697� and much in the way of published ar-
ticles �see the Guild of American Luthiers Journal as one example� there
does not appear to be another book that deals with the engineering aspects.
Thus this book serves a real purpose for scientifically-oriented guitar makers
and aficionados as well as those interested in a broad overview of the world
of guitars, including materials, introductory acoustics, the neck as cantilever
beam, finite and boundary element analyses, guitar electronics, individual
and industrial construction techniques, a primer on human hearing, etc., a
veritable manifold of matters concerning this very popular instrument.
�However, anyone interested in just the craft of building guitars—solid
body, acoustic, arch top, etc.—would be better served by one of the many
craft-oriented books presently available.�

Of course broad coverage in an �250 page book must consequently be
somewhat shallow on any individual topic, but such a presentation has sig-
nificant virtues in providing a broad introduction as well as a guide to
individuals interested in following up on any topic via over 130 references.
Engineering the Guitar offers many interesting practical insights although
some of these might be difficult for a typical maker to utilize. As an example
of the latter, consider the problem of shape; chapter 5 offers a useful analytic
parametrization of guitar shape in polar coordinates after conversion from
rectangular coordinates �Fig. 5.12 would benefit from R and � labels as
coordinate system origin choice is discussed�. What is missing though is a
software roadmap for the curve fitting of the geometry data using the ratio-
nal polynomial series employed. Can this be done in a readily available
spreadsheet program, or does it need specialized math software?

The author’s personal building experience and his knowledge of a
wide variety of guitar construction techniques are put to good use in this
book. Its overall broad view is very good reading for those interested in the
myriad of details involved in constructing a string instrument and then
evaluating it scientifically. The range of references is wide-ranging, although
I miss the very first application of nearfield acoustical holography to a
musical instrument �W. Strong et al., “Studying a guitar’s radiation proper-
ties with nearfield holography,” J. Guitar Acoust. 6, 50–59 �1982�� showing
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how important the sound hole radiation is to the overall radiation from the
guitar. The weakest part of the book lies in its discussion of the vibration-
radiation metamorphosis, where some comprehensive vibration-radiation
experiments to get a handle on such matters as radiation efficiency and
effective critical frequency would be highly beneficial. Overall, however,
the author is to be commended for providing a significant addition to the
guitar literature in his broad-ranging book on a very important string instru-
ment.

The review author, with over 35 years of experience in violin research,
maintains a comprehensive violin acoustics research facility at East Caro-
lina University, where he is emeritus professor of physics.

GEORGE BISSINGER

Department of Physics,
East Carolina University,
Greenville, NC 27858
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These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Mechanical Sound: Technology, Culture, and
Public Problems of Noise in the
Twentieth Century „Inside Technology…

Karin Bijsterveld

The MIT Press, 350 pp. Price: $40,00 (hardcover). ISBN:
978-0-262-02639-0

An exciting and interesting book! Karin Bijsterveld, the author, gives a
socio-historical description of industrial noise, traffic noise, noise from
neighborhood radios and gramophones, as well as aircraft noise for the
period of time between 1875 and today, offering a detailed outline about
sounds and sound sources in Europe and the USA.

Once you have started reading you will find it difficult to put the book
down: It comprises information on noise and sounds using Murray Schafer’s
categories and depicts “repertoires of dramatizing sound,” “the ongoing
charge of industrial noise,” and “traffic noise as an instrument of torture.”
Furthermore, the author discusses “the celebration and control of mechani-
cal sound in music” and the introduction of a “practical aircraft noise in-
dex.” At the end, she describes the “sound history of technological culture.”

This is a special book in which the author describes and analyzes
acoustics in its social context. Mechanical Sound: Technology, Culture, and
Public Problems of Noise in the Twentieth Century is a book for anyone who
has interests in acoustics in some way: engineers, sound designers, city
planners, and sociologists. The reader receives well-described and detailed
information about what has influenced the history of noise.

As a professional acoustician, however, you can easily get lost in the
detailed information once you start trying to find specific background infor-
mation and explanations. Furthermore, there are hardly any references to
renowned acousticians and established acoustical methods.

Otherwise, the author succeeds in regarding and discussing acoustics
under new and relevant aspects: social relevance, rules for the perception of
noise and the communication about noise in laboratories and committees,
attempts to find appropriate definitions for annoyance and pleasantness of
sounds, discussions about appropriate and inappropriate measuring methods,
discussions about the use of test persons, as well as irritations about the
paradox phenomenon of experiencing objectively quiet places as noisy and
objectively noisy places as acceptable.

“Public concerns should be distinguished from private ones:” This is
the author’s main claim which she consistently follows through her com-
plete work. There are hundreds of organizations and institutions which are
engaged with “public problems” caused by noise. They deal with the ques-
tions of noise abatement and aim to find the correct answers and appropriate
regulations. By contrast, “private problems” with noise are of different ori-
gin and connected to people’s individual history in a complex way.

Noise can be seen as a conflict between economic progress, increasing
population and social mobility on the one hand and public health on the
other hand. The author integrates noise into the context of the historical
development of technology and culture. According to the author, the chal-
lenge is to historicize sensory perceptions and to focus on the impairment of
single persons as well as the dramatization of sound experiences by noise.
This finally leads from a private to a public problem. However, the “public
solutions” found in regulations do not solve this problem and often even
prevent workers from perceiving important sound information. The so-
called objective noise evaluations of road noise do not take into account
what is at the center of people’s complaints about noise.

By the way, it is definitely worth mentioning the graphics and photos
chosen by the author to illustrate the worldwide resistance against noise
historically.

Karin Bijsterveld refers to the city noise problem as well as to “the
celebration and control of mechanical sound in music” which serve as im-
portant sound elements of societies. Lifestyles of the 20th and 21st centuries
in combination with new product sounds lead to acceptance on the one hand
and dilemma on the other hand and demands new attitudes and ways of
behaving in societies and neighborhoods.

The European Harmonization in 2000, which aims to “harmonize
noise indicators and assessment methods for environmental noise and to use
these standards for the development of noise maps,” is explored with regard
to its use as a “practical aircraft noise index.” The author skillfully refers to
the past and discusses the many different measuring methods using much
historical detail.

The reader is given the feeling of experiencing the historical develop-
ment himself. Despite going into too much detail from time to time, the
author still comes to an interesting result: “This as well as previous work on
the history of standardization suggest that there is a world to gain after
standards have been considered.” Consequently, the author concludes that
there is a “putative opposition between economic progress and environmen-
tal concerns.” Furthermore, she discusses the “sound history of technical
culture” with regard to noise and the different subjective evaluations under
the aspect of the “paradox of control and the spatial focus of noise abate-
ment.” In this final chapter the discussion about public and private noise
problems reaches a crucial point. The author puts emphasis on regulations
and private arrangements concerning noise in everyday life; she claims that
“feeling of being in or out of control is highly significant for the perception
of sound.”

The dilemma of appropriate evaluation remains. However, according
to Karin Bijsterveld there are three alternative approaches in noise
abatement—“ecological modernization, sensibility in law, and complaining
in style”—which could contribute to the separation of private and public
noise problems. These three approaches could serve as a new form of inter-
disciplinary strategies.

As a whole, the author does not offer any solutions to the reader which
is no surprise because such expectations cannot be fulfilled. However, she
involves the reader in the process of finding solutions for noise annoyance
and gives him the opportunity to reflect about indices for impairment and
noise like experts for acoustics. Moreover, the reader is invited to participate
in the search for appropriate overall solutions which may induce him to
develop problem solving strategies himself.

Altogether a remarkable book, Mechanical Sound: Technology, Cul-
ture, and Public Problems of Noise in the Twentieth Century, does not only
show the complexity of dealing with acoustics but it allows the reader to
sense and experience acoustics.

BRIGITTE SCHULTE-FORTKAMP

Institute of Fluid Mechanics and Engineering Acoustics,
Technische Universität Berlin,
10578 Berlin, Germany

Microphone Array Signal Processing

Jacob Benesty, Jingdong Chen, and Yiteng Huang

Springer, Berlin, 2008. 240 pp. price $119 (hardcover). ISBN:
3540786112

Conducting face-to-face conversation is a task typically performed
without any great effort. Why is it becoming such a challenging task when
the conversation is aided by a communication system? Although the book
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“Microphone Array Signal Processing” by Benesty, Chen, and Huang does
not aim to answer this question directly, it does prompt the difficulties aris-
ing in applications such as teleconferencing, human-machine interfaces, and
hands-free communication, and presents some of the state-of-the-art solu-
tions using microphone arrays and acoustic signal processing.

JASA readers with interest in the areas of acoustic signal processing,
speech processing and communication systems, acoustical measurements
and instrumentation, and architectural acoustics may find the book relevant
and useful. Throughout the book, signal processing methods for microphone
arrays are presented that aim to combat noise and reverberation, two major
disturbing factors of speech communion systems. This may not be a simple
task, as evident from the large number of methods presented in the book.
Although the book tackles the problem from a signal processing perspective,
the fundamental problems are acoustic in nature, which is why JASA read-
ers may find this book relevant.

The book is especially written for graduate students and research en-
gineers working on microphone arrays, as the authors suggest, but also for
those who would like an update on the state-of-the-art in the area of noise
reduction and de-reverberation using microphone arrays. Although the book
requires a good background in signal processing, the authors do include
throughout the book their insight into the problems at hand, the factors
limiting performance, and other practical aspects of the methods, which may
benefit those who are interested in an overview of the methods and their
features.

The book contains ten chapters. After an introduction in Chap. 1, clas-
sical optimal filters such as Wiener, Frost, and Kalman are presented in
Chap. 2. The chapter highlights the differences between the various filters
and shows that by incorporating different objective functions and con-
straints, filters can optimize noise reduction, speech distortion, or a mixture
of the two. This theme continues to the following chapters.

Chapter 3 presents filtering in the space domain, or beamforming, in a
way suitable for those unfamiliar with the topic. Delay-and-sum, minimum-
variance distortionless response, null-steering, and other methods are dis-
cussed. Chapter 4 follows with the method of linearly-constrained minimum
variance for combating both noise and reverberation. It is argued that both
can indeed be eliminated, but this requires knowledge of the room impulse
responses, which is difficult to estimate in practice when speakers are re-
corded in a room, for example. The spatio-temporal approach is presented
that avoids the need to estimate room impulse responses by employing
frequency response functions relative to one of the microphones rather than
the actual source. This leads to noise reduction capability, but without the
capacity to perform de-reverberation.

Chapter 5 focuses on the task of noise reduction from a multiple-
channel view-point using a range of methods, some previously presented,
highlighting their ability to reduce noise, maintain the signal without distor-
tion, and exploit the spatial information. Chapter 6 continues with the
method of frequency-domain optimal filtering, where by weighting each
frequency an improvement in the overall signal-to-noise ratio can be
achieved. The method is appropriate for broadband signals such as speech,
and various strategies are presented for balancing noise reduction and signal
distortion.

Chapter 7 presents a multiple-input–multiple-output model for the
problem at hand, analyzing performance with respect to system parameters
such as filter lengths. In Chap. 8, further insight into the problem is attained
by developing a two-stage solution, namely, source separation and de-
reverberation, facilitating de-reverberation methods such as equalization.

Chapter 9 presents the important topic of direction-of-arrival estima-
tion, discussing methods such as multiple signal classification and general-
ized cross-correlation. Chapter 10 concludes the book with some unad-
dressed problems, arguing that many aspects of the problems at hand are
still open.

To summarize, the book presents in a clear manner a wealth of signal
processing methods to combat noise and reverberation using microphone
arrays, providing insight into their performance and limitations. JASA read-
ers, including myself, may have liked to see more acoustics incorporated
into these methods, e.g., room acoustics, hearing, speech perception, as the

disturbances are, after all, acoustic in nature. Perhaps the appropriate com-
bination of signal processing with acoustics may facilitate the desired
progress?

BOAZ RAFAELY

Department of Electrical and Computer Engineering,
Ben-Gurion University of the Negev,
Beer-Sheva 84105, Israel

Engineering the Guitar: Theory and Practice

Richard Mark French

Springer, 2008. 284 pp. Price: $49.95 (hardcover). ISBN:
0387743685.

String instruments of the cavity-enclosing, ported shell type are a veri-
table vibro-acoustic goldmine that encompasses a remarkable range of
acoustics just to gain a basic understanding of their overall character. These
instruments can be viewed as relatively simple objects excited in a straight-
forward manner by a player and judged by perceptions, as a craft device
requiring many years of experience to properly construct and extract the best
sound, or as a system requiring the best contemporary technology just to
comprehend some physical aspects of the perceived quality. And just to
make matters all the more difficult the modifications and tweaks performed
in the mechanical world to enhance perceived quality rely on final judg-
ments mainly in the acoustical world. Compound all this with the reality that
there is no direct trail back from sound to mechanics, and it seems aston-
ishing that we are able to create fine sounding string instruments at all.

Although my area of expertise is the violin, many of the concerns in
making, playing, and judging bowed string instruments are relevant to the
guitar, probably the most popular stringed instrument of all, with commer-
cial USA production nominally 1�106 units per year according to the au-
thor. While there is considerable material online about engineering applied
to the guitar �URLs for a few introductory sites: http://www.guitarengineer.
com and http://www.home.agilent.com/agilent/editorial.jspx?cc�AW&lc
�eng&ckey�866697&id�866697� and much in the way of published ar-
ticles �see the Guild of American Luthiers Journal as one example� there
does not appear to be another book that deals with the engineering aspects.
Thus this book serves a real purpose for scientifically-oriented guitar makers
and aficionados as well as those interested in a broad overview of the world
of guitars, including materials, introductory acoustics, the neck as cantilever
beam, finite and boundary element analyses, guitar electronics, individual
and industrial construction techniques, a primer on human hearing, etc., a
veritable manifold of matters concerning this very popular instrument.
�However, anyone interested in just the craft of building guitars—solid
body, acoustic, arch top, etc.—would be better served by one of the many
craft-oriented books presently available.�

Of course broad coverage in an �250 page book must consequently be
somewhat shallow on any individual topic, but such a presentation has sig-
nificant virtues in providing a broad introduction as well as a guide to
individuals interested in following up on any topic via over 130 references.
Engineering the Guitar offers many interesting practical insights although
some of these might be difficult for a typical maker to utilize. As an example
of the latter, consider the problem of shape; chapter 5 offers a useful analytic
parametrization of guitar shape in polar coordinates after conversion from
rectangular coordinates �Fig. 5.12 would benefit from R and � labels as
coordinate system origin choice is discussed�. What is missing though is a
software roadmap for the curve fitting of the geometry data using the ratio-
nal polynomial series employed. Can this be done in a readily available
spreadsheet program, or does it need specialized math software?

The author’s personal building experience and his knowledge of a
wide variety of guitar construction techniques are put to good use in this
book. Its overall broad view is very good reading for those interested in the
myriad of details involved in constructing a string instrument and then
evaluating it scientifically. The range of references is wide-ranging, although
I miss the very first application of nearfield acoustical holography to a
musical instrument �W. Strong et al., “Studying a guitar’s radiation proper-
ties with nearfield holography,” J. Guitar Acoust. 6, 50–59 �1982�� showing
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how important the sound hole radiation is to the overall radiation from the
guitar. The weakest part of the book lies in its discussion of the vibration-
radiation metamorphosis, where some comprehensive vibration-radiation
experiments to get a handle on such matters as radiation efficiency and
effective critical frequency would be highly beneficial. Overall, however,
the author is to be commended for providing a significant addition to the
guitar literature in his broad-ranging book on a very important string instru-
ment.

The review author, with over 35 years of experience in violin research,
maintains a comprehensive violin acoustics research facility at East Caro-
lina University, where he is emeritus professor of physics.

GEORGE BISSINGER

Department of Physics,
East Carolina University,
Greenville, NC 27858
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7,471,027

43.35.Cg ELASTIC BOUNDARY WAVE DEVICE

Hajime Kando, assignor to Murata Manufacturing Company,
Limited

30 December 2008 (Class 310/313 A); filed in Japan 10 February
2003

There seems to be a recent surge of interest in boundary wave �as
opposed to surface wave� filters in electronics, and this patent certainly
helps explain why. The authors describe very clearly the relative merits and
drawbacks of shear horizontal boundary wave devices as opposed to con-
ventional surface acoustic wave devices, and then go on to show how one
can construct good devices from LiNbO3 and SiO2 sandwiches like that
shown in the figure. To summarize, boundary wave devices are preferable
because they do not need hermetic packaging, so they can be made smaller.
In addition, their temperature coefficients can be manipulated rather easily
to get near zero values. A couple of case studies are given, as well as nearly
all the design information relevant to boundary waves on lithium niobate/
silicon dioxide substrates.—JAH

7,475,970

43.35.Zc PIEZOELECTRIC ACTUATOR HAVING
PIEZOELECTRIC LAYER AND VIBRATION PLATE
WITH GROOVE AND LIQUID TRANSPORTING
APPARATUS

Hiroto Sugahara, assignor to Brother Kogyo Kabushiki Kaisha
13 January 2009 (Class 347/70); filed in Japan 31 August 2004

The authors disclose the design of a piezoelectrically operated �as
opposed to thermally operated� ink-jet printer head element utilizing flexural
wave isolation between the various ink chambers in the form of channels
that are formed in the piezoelectric material. The purpose of their design is
to reduce the incidence of two different failure types: cracking and chipping
during manufacture, and de-lamination during use. First, they claim greater
manufacturing yield because the piezoelectric driver material is formed with
channels �such as 37 in the figure� in its green state so that they do not need
to be formed by dicing or other processes applied when the material has
been fired and is brittle. Second, they claim that the use of pressure formed
channels in the green material results in lower incidence of failure due to
de-lamination of the material over the lifetime of the printer head. Referring
to the figure, the ink sits in a reservoir defined by layers of material 2
�presumably silicon� fed from a tank via manifold 17. The reservoir is con-
nected to the orifice 20 formed in polyimide via a channel 21 that is pumped
by piezoelectric plate 32. As the volume of the channel is modulated, the ink
is pumped to the orifice where it exits. This patent gives a glimpse of the
details involved in ink-jet printing technology, at the individual reservoir
level as well as at the scale of an entire print head.—JAH

4100 J. Acoust. Soc. Am. 125 �6�, June 2009 © 2009 Acoustical Society of America0001-4966/2009/125�6�/4100/10/$25.00



7,466,839

43.38.Ja WATERPROOF VIBRATION PLATE FOR
SPEAKER

Kichiro Yasugahira and Ken Takahashi, assignors to OG
Corporation

16 December 2008 (Class 381/426); filed in Japan 26 December
2003

Loudspeakers in automobiles are often mounted in door panels where,
according to this patent, they may be exposed to rain or carwash shampoo
when the door is opened. The patent discloses a formula and method for
adding a water-repellent layer to a felted paper loudspeaker cone during its
fabrication.—GLA

7,477,755

43.38.Ja SPEAKER SYSTEM

Shuji Saiki et al., assignors to Panasonic Corporation
13 January 2009 (Class 381/349); filed in Japan 13 April 2004

This is an additional embodiment of the loudspeaker system disclosed
in U.S. Patent No. 7,463,747. The goal is to increase the effective volume of
a vented speaker enclosure by including a block of activated carbon 34, yet
prevent moisture from entering the box. A passive radiator 37 �or a combi-
nation of passive radiator and vent� provides the desired air seal and also
allows for variations in internal static pressure.—GLA

7,477,751

43.38.Kb METHOD AND APPARATUS FOR SOUND
TRANSDUCTION WITH MINIMAL INTERFERENCE
FROM BACKGROUND NOISE AND MINIMAL
LOCAL ACOUSTIC RADIATION

Richard H. Lyon et al., assignors to RH Lyon Corporation
13 January 2009 (Class 381/96); filed 22 April 2004

This patent contains more than a dozen pages of speculative theory but
not a hint that the device described has ever been tested. The diagram shows

a basic version of a noise-cancelling microphone/speaker. Signals from mi-
crophones 210a and 210b are electronically processed to achieve a cardioid
pickup pattern. Loudspeaker 212 is located close to the microphone array in
the null pickup zone. The talker’s mouth 202 is also close to the array on the
axis of major sensitivity. The patent argues that if the loudspeaker acts to
counteract the sound pressure produced by the talker �as in an active noise
cancelling system� then the sound level in the far field will be correspond-
ingly reduced. In effect, the talker will be negatively amplified in the far
field even though the sensitivity of the microphone array to the talker’s
voice is increased rather than reduced. This all involves some fairly sophis-
ticated signal processing. The concept is interesting if it can be made to
work.—GLA

7,474,536

43.38.Lc AUDIO SOUND QUALITY ENHANCEMENT
APPARATUS AND METHOD

Ray B. Ridley, Roswell, Georgia
6 January 2009 (Class 361/760); filed 8 July 2005

Makers of high-end audiophile electronic products often advise a war-
mup period of 15 min or so before transcendent purity is achieved. This
patent teaches that heat itself is part of the process, and describes an insu-
lated, temperature-controlled chamber to house critical semiconductors. The
crystal oven has been reinvented.—GLA
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7,466,833

43.38.Si BONE VIBRATING SPEAKER USING THE
DIAPHRAGM AND MOBILE PHONE THEREBY

Oug-Ki Lee and Joo-Bae Kim, assignors to Phicom Corporation
16 December 2008 (Class 381/151); filed in Republic of Korea 2

October 2002

This subminiature assembly houses two moving-coil transducers that
share a single magnet 32. Pillow-shaped piston 18 serves as a bone conduc-
tion transducer, and diaphragm 40 operates as a conventional loudspeaker.
The goal is to enable a person with substantial hearing loss to use a mobile
telephone by switching to the bone conduction transducer.—GLA

7,474,754

43.38.Si METHOD FOR CANCELING UNWANTED
LOUDSPEAKER SIGNALS

Ronaldus Maria Aarts and Daniel Willem Elisabeth Schobben,
assignors to Koninklijke Philips Electronics N.V.

6 January 2009 (Class 381/71.6); filed in the European Patent
Office 3 October 2001

Conventional noise-cancelling headphones isolate the wearer from all
external sounds. But consider the following hypothetical situation: Little

Jimmy wants to watch a music video with the sound turned up really loud
while his parents try to carry on a conversation in the same room. They
might insist that Jimmy use headphones, but that would defeat the purpose
of this invention. Instead, the parents wear special headphones that attenuate
only the signal from the audio system. In all fairness, there may be legiti-
mate military and industrial applications for such a device.—GLA

7,442,134

43.40.Kd BALL BAT INCLUDING AN INTEGRAL
SHOCK ATTENUATION REGION

William B. Giannetti et al., assignors to Easton Sports,
Incorporated

28 October 2008 (Class 473/567); filed 11 March 2005

The walls 12, 14, and 16 of some ball bats 10 can be comprised of
multiple layers using a variety of materials. When the bat connects with a
ball at the “sweet spot,” which is the primary vibration node, also known as
the center of percussion �COP�, of the assembly, the bat experiences little or
no vibration. When the area of contact is not in the vicinity of the COP, the
bat can deform into its fundamental and harmonic mode shapes. This vibra-
tion can cause shock waves that can “sting” a player’s hands. If some layers
in wall 14 have lower axial stiffness and/or lower Young’s modulus than that
of other ply layers, an “integral shock attenuation” �ISA� region is created
that has significantly lower axial stiffness than the neighboring regions.
These ISAs can be located in transition region 16 or at both ends of barrel
14. ISA materials can include, but are not limited to, aramid fibers �Kevlar
and the like�, PBO �Zylon�, ultra-high weight molecular polyethylene, or
other materials that have a relatively low axial Young’s modulus at various
ply orientations.—NAS

7,438,070

43.40.Tm ARCHERY BOW HAVING IMPROVED
DESIGN TO ABSORB SHOCK AND REDUCE
VIBRATION

Ralph J. Mancini, Danbury, Connecticut
21 October 2008 (Class 124/25.6); filed 11 January 2006

The patent is a discussion of how molding an energy absorbing and/or
dampening material to the bow riser and/or the bow limbs, or coating these
with such material, or using a sleeve made from such material, can reduce
the vibration, shock, and/or noise generated when said bow converts the
stored “kinetic” energy to the arrow via the bowstring. The patent also
discusses how a “camo” or color tint pattern can be applied to the coating,
molding, and/or sleeve that contains a ultraviolet suppressing material
and/or pigments to make the bow less visible to deer, who are said to be able
to discern UV light/brighteners. The text reads more like a marketing pro-
posal than a patent description, of which many are cited in the text.—NAS

7,445,173

43.40.Tm DEVICE FOR REDUCING VIBRATIONS
AND NOISES OF A PAPER SHREDDER

Tie-Chun Wang, assignor to Michilin Prosperity Company,
Limited

4 November 2008 (Class 241/236); filed in China 11 December
2006

A paper shredder core assembly, composed of frames 1, cutting assem-
bly, gear set 3, and motor 4, are attached to housing base 5 using buffer
devices, comprised of springs 51 which are “disposed” around rubber cyl-
inders 61 which fit over rods 51, using screws 71 and washers 72, to reduce
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noise and vibration. The patent is clear, concise, and to the point.—NAS

7,445,563

43.40.Tm VIBRATION DAMPING FOR HOLLOW
GOLF CLUB HEADS

Frank Werner, assignor to Origin, Incorporated
4 November 2008 (Class 473/332); filed 24 April 2007

In order to reduce the coupling between the crown wall 15 and sole
wall 14 of a hollow metal head driver-type golf club, and so mitigate the
“strong and often objectionable, sharp ringing sound” generated when the
club face strikes the golf ball, a resilient coupling method is used between
the crown and sole, comprised of screw 19, rubber or elastomeric washers
13–16, and anchor nut 17 and other similar embodiments, instead of more
common rigid methods.—NAS

7,464,810

43.40.Tm PLATE-LINK CHAIN

Aurel Vietoris, assignor to Luk Lamellen und Kupplungsbau
Beteiligungs KG

16 December 2008 (Class 198/850); filed in Germany 11 May 2006

A plate-link chain �somewhat like a bicycle chain� is made up of
parallel plate elements arranged in rows and connected to adjacent elements
at hinge joints. Elastically deformable damping plates extend parallel to the
chain plates and interconnect adjacent chain links to each other so as to
contribute damping as the chain deforms.—EEU

7,464,918

43.40.Tm LIQUID SEALING TYPE VIBRATION
CONTROL DEVICE

Shingo Hatakeyama et al., assignors to Toyo Tire & Rubber
Company, Limited

16 December 2008 (Class 267/140.13); filed in Japan 4 April 2003

This automotive engine mount includes elastomeric elements and
liquid-filled chambers that communicate with each other via orifices. Large
low-frequency disturbances are damped due to the liquid flowing between
the chambers and small, higher-frequency, disturbances are damped by de-
formation of the elastic elements.—EEU

7,471,801

43.40.Tm DEVICE FOR THE GENERATION OF OR
MONITORING OF VIBRATIONS

Bo Håkansson, assignor to Osseofon AB
30 December 2008 (Class 381/326); filed in Sweden 10 May 2002

This patent relates to an electromagnetic vibrator of the variable reluc-
tance type with applications in hearing aids and the like. It is claimed to
provide high efficiency and great compactness by having the magnetic sig-
nal flux generated by the coil closed through a bobbin body and one or more
yokes, with the bobbin body and yokes made of laminated sheet metal with
good magnetic properties. A capacitative impedance may be connected in
parallel, so that a parallel resonance occurs in a frequency band where the
vibrator is not to consume energy, e.g., at a switch frequency or carrier
frequency. Also, a capacitative impedance may be connected in series so that
a series resonance is obtained in a frequency band where efficient transfor-
mation from electrical to mechanical energy is desired.—EEU

7,468,046

43.40.Vn IMPEDANCE-MATCHED VIBRATION
MASSAGER

Mitsuru Takashima, assignor to M.I. Laboratories Corporation
23 December 2008 (Class 601/46); filed 1 February 2005

This hand-held massager includes a closed-loop control system in-
tended to generate vibrations at the resonance of the body part being mas-
saged. The massager includes a hollow cup-shaped contact piece, whose
open end is to be placed against the body part being massaged and whose
closed end is connected to an electropneumatic vibration generator. A pres-
sure sensor mounted in the side wall of the contact piece senses the oscil-
latory pressure in the cup’s cavity; its signal is fed to a controller that adjusts
the frequency of the vibrator to the resonance of the body part.—EEU

7,475,761

43.40.Vn APPARATUS FOR VIBRATION DAMPING
IN A MOTOR VEHICLE

Jochem Fischer, assignor to Benteler Automobiltechnik GmbH
13 January 2009 (Class 188/266.7); filed in Germany 25 June 2004

This patent describes a vibration control element that consists of a
hollow cylindrical casing with force-transmitting end-plates. Near the wall
of the cylinder and in contact with the end-plates are distributed three or
more actuators, preferably of the piezoelectric type. These actuators are
controlled so as to induce bending in the cylindrical casing in order to
counteract unwanted vibrations. Neither the sensors nor the control system
are described in this patent.—EEU
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7,440,580

43.55.Br ROOM MODE BASS ABSORPTION
THROUGH COMBINED DIAPHRAGMATIC AND
HELMHOLTZ RESONANCE TECHNIQUES

Anthony Grimani and Evan Reiley, assignors to Performance
Media Industries, Limited

21 October 2008 (Class 381/353); filed 16 January 2004

To reduce the pressure difference in small rooms due to the inevitable
modes that develop in same, a bass absorber that uses both a Helmholtz
cavity absorber and a tympanic diaphragm absorber is described. The Helm-
holtz resonator mass is defined by opening 24 �to which a cardboard tube is
affixed that one assumes resides in the cabinet volume�, and the volume is
approximately defined by the height of cabinet 10, sides 12, panel 14, and
gaskets 22. Panel resonator 14 is defined by panel 14 and springs 18. Both
resonators are tuned to the same frequency. The material between spring
supports 20 and the apex of the device 10 is neither defined nor described,
but following good engineering design and current industry practice is prob-
ably a material with a flow resistivity similar to that of fiberglass. The patent
provides a good review of the basic design of the devices and references
texts that the reviewer is familiar with. The device is one of several mar-
keted by the first inventor for use in home theaters and home studios.—NAS

7,467,498

43.55.Ev FLEXIBLE SHEET MATERIALS FOR
TENSIONED STRUCTURES, A METHOD
OF MAKING SUCH MATERIALS, AND TENSIONED
FALSE CEILINGS COMPRISING SUCH MATERIALS

Marc Fontaine, assignor to Newmat, SA
23 December 2008 (Class 52/145); filed 5 April 2005

The patent discusses the absorptive properties of a thin �less than half
a millimeter� micro-perforated, tensioned �stretched� vinyl and how well it
works. Variable factors in its sound absorptive performance are the height of
the micro-projections, the location of these micro-perforations, and
such.—CJR

7,464,790

43.55.Rg SOUND INSULATION/ABSORPTION
STRUCTURE, AND STRUCTURE HAVING THESE
APPLIED THERETO

Hidekazu Kodama et al., assignors to Rion Company, Limited
16 December 2008 (Class 181/295); filed in Japan 29 May 2003

The structure described in this patent comprises a frame, surface layers
of polymer film or metal foil, and absorptive filler between the layers. The
surface layers are formed into a curved shape �such as a dome, a barrel, or
a cove�, the stiffness and related rigidity are alterable by pressurizing the
cavity. This in turn affects its transmission loss properties.—CJR

7,467,687

43.55.Ti THERMAL-ACOUSTIC ENCLOSURE

Stephen Craig Mitchell et al., assignors to General Electric
Company

23 December 2008 (Class 181/200); filed 12 November 2004

Here is an enclosure for a noisy machine �such as a turbine engine�. It
has an inner panel �perforated inside, with absorption, of course�, another
outer panel �might be a honeycomb, with porous filler�, and a frame that
supports the panels through a vibration isolation mounting.—CJR

7,467,688

43.55.Vj MULTI-COMPOSITE ACOUSTIC PANEL

Robert Ducharme, assignor to Royal Mat Incorporated
23 December 2008 (Class 181/294); filed in Canada 31 January

2003

This patent gives some recipes for an impact isolation panel using
particles of wood fibers from sawdust, crumbs of rubber, and a polyurethane
or elastomeric binder.—CJR

7,467,542

43.60.Lq ALIGNMENT-TOLERANT LENS
STRUCTURES FOR ACOUSTIC FORCE
ACTUATION OF CANTILEVERS

Scott A. Elrod, assignor to Palo Alto Research Center
Incorporated

23 December 2008 (Class 73/105); filed 28 September 2005

This patent discloses an interesting form of acoustic imaging that is
little discussed in the literature, at least to this reviewer’s knowledge. The
authors describe a system for implementing atomic force microscopy in
liquids utilizing a radiation pressure-driven cantilever. Apparently the idea
dates back to papers published in the years 2000–2002, and is designed to

overcome the very high losses involved in oscillating a typical atomic force
microscope cantilever in water. The high losses generally mean that piezo-
electric excitation of the cantilever motion is ineffective, and something
with more force acting over a larger area of the cantilever is needed to get it
moving. The idea explored here is to use frequency-spread focused ultra-
sound to actuate the tip with radiation pressure and to focus the beam of
ultrasound in a way that generates an elliptical spot on the cantilever, so as
to match its shape fairly well. They go into a number of the details of the
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signal properties, the acoustic lens properties, etc., but one wonders what it
is used for—perhaps imaging live cells?—JAH

7,467,022

43.66.Ts METHOD FOR FABRICATING A HEARING
AID SHELL AND MOLD INCORPORATING
TEST FITTING BY THE USER

Vijaykiran Bhagwat and Steven Owens, assignors to Siemens
Aktiengesellschaft

16 December 2008 (Class 700/98); filed 6 April 2006

The following occurs during a single visit by a prospective hearing aid
wearer at an audiology clinic or dispensing office: an ear impression is made
and scanned into a computer terminal. A three-dimensional �3D� model of a
custom hearing aid shell is developed and is used to determine whether the
hearing aid components will fit. The model is modified accordingly so that
everything fits, and a dummy shell is made and evaluated in the wearer’s ear
for physical fit. After any necessary modifications, when the fit is good, the
final 3D data set is sent to the factory site to manufacture the hearing
aid.—DAP

7,469,435

43.66.Ts PILLOW ADAPTED TO RECEIVE SOUND

Bryan C. Cullifer, Norfolk, Virginia
30 December 2008 (Class 5/636); filed 19 January 2008

At first glance this appears to be one of those horseshoe-shaped pil-
lows sold in airline terminals. However, the wedge shape is intended to
support the head of a person lying sideways while allowing both ears to
receive sound. Potential users may want to try a simple mockup before
ordering a pillow; the sensation is certainly different than a conventional
pillow, but also different from lying on one’s back with both ears
exposed.—GLA

7,471,800

43.66.Ts WAX BARRIER SYSTEM

Mark A. Neilson, assignor to In’Tech Industries, Incorporated
30 December 2008 (Class 381/325); filed 29 March 2004

A wax guard system consists of a permanently-affixed insert mounted
into the sound output of an earmold shell, a selection of cerumen guard
types, and a number of interchangeable caps covering the ear canal aperture
with mesh. Each cap has a cerumen-spreading device insertable into a cham-
ber adjacent to the mesh. The modular wax guard system is said to be
customizable for the type of ear wax present in the hearing aid wearer’s ear
canal.—DAP

7,471,805

43.66.Ts HEARING AID MECHANISM

Josh Goldberg, assignor to Central Coast Patent Agency,
Incorporated

30 December 2008 (Class 381/415); filed 7 December 2006

A hearing aid has a speaker component comprising a coil wrapped
around a compartment containing a magnet and a ferrous metal composite
diaphragm suspended in a fluid filled with magnetic particles, e.g., a ferrof-
luid. The magnet is excited when the coil is driven with a voltage, resulting
in the diaphragm vibrating.—DAP
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7,474,758

43.66.Ts DIRECTIONAL HEARING GIVEN
BINAURAL HEARING AID COVERAGE

Frank Beck and Gerhard Sporer, assignors to Siemens
Audiologische Technik GmbH

6 January 2009 (Class 381/313); filed in Germany 26 June 2002

Unaided interaural level difference �ILD� and interaural time differ-
ence �ITD� relationships are said to be preserved while wearing hearing
aids. The signal transit time through one device of a binaural hearing aid
fitting is calculated and, together with its amplification, transmitted wire-
lessly to the other device. The amplification provided by the second device
is adjusted to preserve the ILD. Depending on whether the first or second
device has the shorter transit time, the shorter processing delay is modified
accordingly to preserve the natural ITD.—DAP

7,477,753

43.66.Ts HEARING AID PROTECTIVE PACKAGING
ASSEMBLY

James P. Buckley et al., assignors to InSound Medical,
Incorporated

13 January 2009 (Class 381/312); filed 5 January 2006

A tube-shaped metallic container with a removal cap hermetically
seals in a hearing aid with enough oxygen and water vapor so that its
metal-air battery is activated during storage. The hearing aid, which contains
a non-volatile memory, operates in a low-power mode during storage. As
soon as the hearing aid is removed from the container and exposed to am-
bient air, it shifts to a higher power mode. The container also functions as a
shock absorber and is electrically conductive to provide protection against
electrostatic discharge damage.—DAP

7,477,754

43.66.Ts METHOD FOR COUNTERACTING THE
OCCLUSION EFFECTS

Karsten Bo Rasmussen and Søren Laugesen, assignors to Oticon
A/S

13 January 2009 (Class 381/317); filed in Denmark 2 September
2002

Some hearing aid users are bothered by the altered “side tone” of the
wearer’s own voice. This insertable hearing aid includes a sensing micro-
phone inside the ear cavity. Intelligent electronic circuitry modifies the ear-
phone signal to provide appropriate equalization for signals from the sensing
microphone but not for other signals picked up by the external
microphone.—GLA

7,477,756

43.66.Ts ISOLATING DEEP CANAL FITTING
EARPHONE

Timothy K. Wickstrom et al., assignors to Knowles Electronics,
LLC

13 January 2009 (Class 381/380); filed 2 March 2006

This insert earphone contains a tiny receiver 118 located in close prox-
imity to the wearer’s eardrum. Damper plug 102 includes an acoustic resis-
tor that also protects the receiver from debris.—GLA

7,465,277

43.66.Yw SYSTEM AND METHODS FOR
CONDUCTING MULTIPLE DIAGNOSTIC HEARING
TESTS

Christopher L. Wasden et al., assignors to Tympany, LLC
16 December 2008 (Class 600/559); filed 15 May 2003

Self-administered audiometric, tympanogram, acoustic reflex, and
otoacoustic emission tests can be conducted by one integrated instrument
using a single probe for each ear that contains multiple microphones and
loudspeakers, a bone vibrator, and a reversible compressor. The system de-
termines whether ambient noise levels are within acceptable levels during
testing.—DAP

7,260,521

43.72.Gy METHOD AND DEVICE FOR ADAPTIVE
BANDWIDTH PITCH SEARCH IN CODING
WIDEBAND SIGNALS

Bruno Bessette et al., assignors to Voiceage Corporation
21 August 2007 (Class 704/219); filed in Canada 27 October 1998

This patent proposes a new more thorough method of finding and
coding the pitch of a wideband speech signal, which accommodates the
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greater voicing level variations inherent in wideband speech. The basic idea
involves checking a few pitch codebook values and their associated signal
paths, and selecting the one offering the least pitch prediction error. The
envisioned application involves code-exicited linear prediction.—SAF

7,469,209

43.72.Gy METHOD AND APPARATUS FOR FRAME
CLASSIFICATION AND RATE DETERMINATION
IN VOICE TRANSCODERS FOR
TELECOMMUNICATIONS

Nicola Chong-White et al., assignors to Dilithium Networks Pty
Limited

23 December 2008 (Class 704/229); filed 14 August 2003

A frame classification and rate decision module uses source codec
parameters from the current and previous frames to determine frame class,
rate, and classification feature parameters for the destination codec. A subset
of codec parameters is selected for the following frame and rate classifica-
tion from line spectral frequencies, pitch lag, pitch gains, fixed codebook
gains and vectors, rate, and frame energy. Coefficients of the frame classi-
fication and rate decision module are pre-computed and stored.—DAP

7,472,057

43.72.Gy DETECTOR FOR USE IN VOICE
COMMUNICATIONS SYSTEMS

Darwin Rambo, assignor to Broadcom Corporation
30 December 2008 (Class 704/212); filed 17 October 2003

To ensure that the proper decoding algorithm is utilized by the receiver
in a communication system, a testing tool is used to identify whether a voice
data stream is encoded using a linear, �-law, or A-law G.711-type algorithm.
Six sets of words in the voice data stream are determined that fit into six
ranges of values of �-law equivalents.—DAP

7,472,059

43.72.Gy METHOD AND APPARATUS FOR
ROBUST SPEECH CLASSIFICATION

Pengjun Huang, assignor to QUALCOMM Incorporated
30 December 2008 (Class 704/220); filed 8 December 2000

The objective is to improve the classification accuracy in background
noise of voiced and unvoiced speech for multi-mode variable rate coders.
Background noise and silence can then be coded at lower bit rates. Internal
classification parameters are generated from at least one externally-
generated input parameter. A normalized auto-correlation coefficient func-
tion threshold is determined for voiced speech, transitional speech, and un-
voiced speech, and a parameter analyzer is selected according to signal
environment. External parameters include speech samples and their signal-
to-noise ratio and a voice activity decision.—DAP
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7,477,735

43.72.Gy SYSTEM AND METHOD FOR ENHANCED
STEREO AUDIO

Trygve Frederik Marton et al., assignors to Tandberg Telecom AS
13 January 2009 (Class 379/406.04); filed in Norway 23 December

2003

To maintain good lip sync with stereo audio signals without causing
echo problems, a stereo detector is included with the echo canceller. When
stereo at the far end is detected, converging an adaptive echo model to
minimize the monaural part of the echo is suspended. When stereo is not
detected, converging an echo model to minimize the stereo part of the echo
is suspended. Signals with a large stereo component may be attenuated, and
stereo images may be removed entirely if they contribute too much
echo.—DAP

7,478,040

43.72.Gy METHOD FOR ADAPTIVE FILTERING

Jes Thyssen and Juin-Hwey Chen, assignors to Broadcom
Corporation

13 January 2009 (Class 704/228); filed 20 October 2004

To improve perceptual quality of a speech signal by reducing per-
ceived audio coding noise, long-term adaptive post-filtering is used to in-
crease the periodicity of voiced portions of speech by attenuating spectral
valleys between harmonics. In order to disable long-term post-filtering dur-
ing non-periodic signals to prevent the erroneous introduction of excessive
periodicity, the instantaneous periodicity is measured and smoothed by low
pass filtering. The instantaneous and smoothed periodicities are compared to
preset thresholds and the two comparator outputs determine the amount of
periodicity added.—DAP

7,478,309

43.72.Gy TRANSMISSION LINE CODING METHOD,
TRANSMISSION LINE DECODING METHOD,
AND APPARATUS THEREFOR

Yutaka Banba, assignor to Panasonic Corporation
13 January 2009 (Class 714/774); filed in Japan 10 July 2002

The goal is to suppress degradation in a decoded audio signal without
adding redundant bits and having to increase bit rate. The importance of
each bit in a classification unit of a transmission line coder is determined
based on the decoding quality in the presence of a transmission error and a
bit classification is assigned accordingly. The encoder selects one of three
types of encoding processing for each transmission frame, ranging from no
coding to convolution coding with the addition of cyclic redundancy check
codes.—DAP

7,251,601

43.72.Ja SPEECH SYNTHESIS METHOD AND
SPEECH SYNTHESIZER

Takehiko Kagoshima and Masami Akamine, assignors to
Kabushiki Kaisha Toshiba

31 July 2007 (Class 704/268); filed in Japan 26 March 2001

This patent appears to present a method for synthesizing speech by
representing each formant as a specially windowed sine wave. The method
is not presented clearly, but it seems that each sinusoid representing a for-
mant is windowed so that it resembles the damped resonance excited by a
single vocal cord pulse. Then, a pitch function is used to repeat these
“damped” sinusoids at a fundamental frequency of voicing. The diagrams
are generally more informative than the patent text, which is a shame, be-
cause the method seems interesting.—SAF

7,257,534

43.72.Ja SPEECH SYNTHESIS SYSTEM FOR
NATURALLY READING INCOMPLETE SENTENCES

Natsuki Saito and Takahiro Kamai, assignors to Matsushita
Electric Industrial Company, Limited

14 August 2007 (Class 704/260); filed in Japan 21 July 2004

This patent discusses a general text reading system, such as might be
used to read out emails. Such texts often include “incomplete parts-of-
sentences” or strings of nonlinguistic information. It is proposed that when
an incomplete part-of-sentence is detected �in view of its having a “missing
character string”�, such an ungrammatical unit can be “obscured” during the
read out. The synthesizer is thus encouraged to mumble its way through
linguistically incomplete strings.—SAF

7,260,533

43.72.Ja TEXT-TO-SPEECH CONVERSION SYSTEM

Hiroki Kamanaka, assignor to Oki Electric Industry Company,
Limited

21 August 2007 (Class 704/260); filed in Japan 25 January 2001

This patent presents a Japanese text-to-speech system that combines
presumably standard concatenative synthesis output with prerecorded
sounds stored in a “waveform dictionary.” In this way, such items as ono-
matopeic words, song lyrics, or background noises can be directly interpo-
lated into the conventional synthesizer read-out at appropriate locations,
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“thereby adding a sense of realism to the output of the synthesized speech.”
Somehow, 49 claims arise from this.—SAF

7,251,603

43.72.Ne AUDIO-ONLY BACKOFF IN AUDIO-
VISUAL SPEECH RECOGNITION SYSTEM

Jonathan H. Connell et al., assignors to International Business
Machines Corporation

31 July 2007 (Class 704/270); filed 23 June 2003

This patent relates to a speech recognition system which uses both
audio and visual data. Sometimes, visual data might be corrupted or other-
wise useless, and under these conditions it is probably a good idea to per-
form the recognition by relying solely on the audio. Apparently this notion is
not sufficiently obvious because it has been patented here.—SAF

7,254,538

43.72.Ne NONLINEAR MAPPING FOR FEATURE
EXTRACTION IN AUTOMATIC SPEECH
RECOGNITION

Hynek Hermansky et al., assignors to International Computer
Science Institute

7 August 2007 (Class 704/256.1); filed 16 November 2000

In the prior art, speech recognition systems that apply a “hybrid neural
net hidden Markov model” normally replace the Gaussian mixture acoustic
models of a standard hidden Markov model with some kind of neural net-
work that is trained to model each acoustic unit. This patent presents a
means of using both a neural net approach to the acoustic modeling and
Gaussian mixture modeling in the same system. The general idea is to train
the neural network to generate the acoustic unit “probability posteriors,” and
to then use transformations of these as base features for training of Gaussian
mixture models. Large �up to 35%� reductions in recognition error rate are
claimed for this kind of combination system.—SAF

7,466.848

43.80.Vj METHOD AND APPARATUS FOR
AUTOMATICALLY DETECTING BREAST LESIONS
AND TUMORS IN IMAGES

Dimitris N. Metaxas and Anant Madabhushi, assignors to Rutgers,
The State University of New Jersey

16 December 2008 (Class 382/128); filed 15 December 2003

Contrast in an ultrasound image of the breast is enhanced. Intensity
and texture classifiers that indicate the probability of a pixel corresponding
to a tumor are applied. A seed point is identified and a region is grown
around a point to indicate the presence or absence of a tumor.—RCW

7,472,597

43.80.Vj ULTRASONIC IMAGING DEVICE AND THE
INFORMATION PROCESSING METHOD THEREOF

Liguo Zhang et al., assignors to Shenzhen Mindray Bio-Medical
Electronics Company, Limited

6 January 2009 (Class 73/606); filed in China 26 June 2005

Pulse-echo ultrasound signals are analyzed. The analysis is used to
control a digital video disk recording unit. Encoded and compressed signals
are recorded according to the controls.—RCW

7,473,225

43.80.Vj ULTRASONIC IMAGING SYSTEM AND
METHOD

Takashi Azuma et al., assignors to Hitachi Medical Corporation
6 January 2009 (Class 600/442); filed in Japan 25 September 2002

The phase of a beamformer output is corrected to compensate for
phase shifts in the lateral direction of the beam and for frequency-dependent
attenuation. After phase correction, a derivative operation is used to deter-
mine the spatial change of acoustic impedance. A processed version of the
differentiated signal is displayed.—RCW

7,473,226

43.80.Vj ULTRASONOGRAPHIC DEVICE AND
ULTRASONOGRAPHIC METHOD

Takashi Azuma et al., assignors to Hitachi Medical Corporation
6 January 2009 (Class 600/443); filed in Japan 6 August 2003

Correlation between images is computed to achieve a balance between
improved contrast resolution and improved spatial resolution. When the dis-
placement between images is large, envelope-detected signals are synthe-
sized. When the amount of displacement is small, rf signals are synthesized.
Alternatively, the system mixing frequency is varied according to the
amount of displacement to achieve the desired balance.—RCW

7,474,778

43.80.Vj ULTRASONOGRAPH

Ryuichi Shinomura et al., assignors to Hitachi Medical
Corporation

6 January 2009 (Class 382/131); filed in Japan 12 March 2002

A set of elements in a two-dimensional array is selected to produce an
image from one direction. Another set of elements is selected to produce an
image from another direction. The first image and the second image are
combined.—RCW
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